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Abstract: Accurate detection of sea-surface objects is vital for the safe navigation of autonomous
ships. With the continuous development of artificial intelligence, electro-optical (EO) sensors such
as video cameras are used to supplement marine radar to improve the detection of objects that
produce weak radar signals and small sizes. In this study, we propose an enhanced convolutional
neural network (CNN) named VarifocalNet * that improves object detection in harsh maritime
environments. Specifically, the feature representation and learning ability of the VarifocalNet model
are improved by using a deformable convolution module, redesigning the loss function, introducing a
soft non-maximum suppression algorithm, and incorporating multi-scale prediction methods. These
strategies improve the accuracy and reliability of our CNN-based detection results under complex
sea conditions, such as in turbulent waves, sea fog, and water reflection. Experimental results under
different maritime conditions show that our method significantly outperforms similar methods (such
as SSD, YOLOv3, RetinaNet, Faster R-CNN, Cascade R-CNN) in terms of the detection accuracy
and robustness for small objects. The maritime obstacle detection results were obtained under harsh
imaging conditions to demonstrate the performance of our network model.

Keywords: autonomous ships; sea-surface; object detection; computer vision; convolutional neural
network (CNN); VarifocalNet

1. Introduction

The shipping industry is gradually moving towards artificial intelligence (AI) navi-
gation owing to the continuous development of AI technologies, communications tools,
and computers [1,2]. For autonomous ships, accurate and robust sensing of sea-surface
obstacles is critical for autonomous navigation. Marine radar can detect and track objects
and is currently widely used for detecting objects on the sea [3,4]. However, it has various
drawbacks, such as blind spots at short ranges and it is difficult to use it to detect targets
that produce weak signals in cluttered environments [5]. As a good complement to marine
radar, electro-optical (EO) sensors can obtain rich video and image feature information,
and they are more suitable for use in image processing and computer vision [6,7].

Using EO sensors for detecting sea-surface objects in maritime conditions has several
challenges. First, ocean events such as the incidents of waves and water surface reflection
can affect computer vision algorithms [8,9]; second, the observation distance and angle will
cause changes in the appearance of sea-surface objects [10]; thirdly, complex backgrounds
comprising port buildings can affect the detection of foreground objects [11]. For sea-
surface image recognition in complex maritime environments, two types of methods can
be used: traditional and deep learning methods [12]. Traditional methods include horizon
detection, background subtraction, and foreground segmentation. Ref. [13] conducted a
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comprehensive review and evaluation of traditional methods based on sea-surface object
detection and used the Singapore Maritime Dataset (SMD) to quantitatively analyze the
traditional object detection methods. Ref. [14] tested 37 different background subtraction
methods on the IPATCH dataset benchmark, and showed that the multi-feature method
has the best subtraction performance. Ref. [15] considered the ship’s shape and texture and
obtained the ship’s foreground object by eliminating the background of clouds, islands,
and sea clutter. Arshad et al. [16] used morphological operations to process the background
image of the ship, and then used the Sobel operator to detect the edge of the ship to
distinguish it from the background; however, the performance of this method was not good
for complex textures, and it had more noise. The complex feature engineering of traditional
methods must be improved along with their real-time performance.

Deep learning methods chiefly employ different convolutional neural networks (CNN)
to extract feature information from images. The representative models of CNN include
LeNet [17], Inception [18–20], VGGNet [21–24], ResNet [25] and DenseNet [26]. The CNN
used for object detection can be divided into two categories: (1) Two-stage methods, such
as R-CNN [27], Faster R-CNN [28], and Cascade R-CNN [29]; (2) one-stage methods, in-
cluding YOLOv3 [30], YOLOv4 [31], RetinaNet [32], and single shot multiBox detector
(SSD) [33]. Among them, the two-stage detector represented by R-CNN has the problems of
high computational cost and poor real-time performance. In contrast, one-stage detectors
are faster in real-time, but less accurate. Anchor-free based methods, such as Fully Con-
volutional One-Stage Object Detection (FCOS) [34], VarifocalNet [35], etc., can eliminate
the limitations brought by traditional anchor-based detection methods, they have recently
achieved encouraging results in object-dense and complex scenes, and they ensure a good
balance between detection efficiency and accuracy.

Ref. [36] first used CNN combined with horizon features for image-based sea-surface
object detection tasks. Through experiments on the SeaShips dataset, it was found that
the detection accuracy of large objects such as general cargo ships and container ships is
high, while the recognition accuracy of small fishing boats is low. Liu et al. [37] used the
YOLOv4 algorithm combined with reverse depthwise separable convolutional (RDSC) to
detect objects such as ships and buoys on the sea, and found that the use of the RDSC
module instead of traditional convolution reduced the amount of model computation,
but produced partial accuracy loss. Guo et al. [38] used rotational libra R-CNN to detect
sea-surface objects, and they proposed a method of balancing the pyramid, which can
effectively improve the multi-scale object detection efficiency at sea. The feature pyramid
networks (FPN) proposed in ref. [39] enhances the semantic information of the feature map
by transferring deep semantic information from top to bottom to the underlying feature
map. This method improved detection for variable object shapes and large-scale changes
but fails to improve the detection accuracy small objects. Ghahremani et al. [40] used the
cascade CNN method to achieve high-accuracy detection of distant sea-surface objects,
but did not consider the detection in dense maritime scenes. Zhang et al. [35] proposed
VarifocalNet on the basis of FCOS. Their method shows great potential in the task of object
detection in dense and complex scenes by ranking many candidate detections.

In summary, most algorithms in complex maritime scenes can better detect large
objects, while ignoring the accuracy of small-scale objects. In the field of computer vision,
small objects are often difficult to detect. On the public dataset Microsoft COCO, the
detection ability of VarifocalNet for small objects is poor, and the detection accuracy of
small objects is much lower than that of medium and large objects. The detection accuracy
of small, medium, and large objects is 26.7%, 47.3%, and 54.3%, respectively. [35]. For the
sea-surface image dataset, Iancu et al. [41] proposed that the pixel size of sea-surface objects
will affect the detection accuracy, conducted experiments on the ABOships dataset, and
found that the detection accuracy will decrease as the object pixels decrease. Navigation
experiments show that the ship’s response time can be effectively improved when small-
scale objects are detected early and accurately, thus enhancing the navigation safety of the
ship. Moreover, it is necessary to detect large-scale obstacles quickly and accurately in the
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case of narrow channels and formation navigation. Thus, obstacle object detection models
for autonomous ships must exhibit good multi-scale detection performance, particularly
for small-scale objects.

This study aims to investigate the accuracy and robustness of an efficient CNN-based
multi-scale object detection method for the detection of sea-surface objects, and proposes
a model named VarifocalNet * for robust detection results for complex and changeable
sea-surface images. On the basis of VarifocalNet, VarifocalNet * further improves the
detection performance of multi-scale objects on the sea, especially the detection accuracy
of small objects. Firstly, the introduction of deformable convolutional networks (DCN)
in the network strengthens the model’s adaptability to the geometric transformation of
sea-surface objects [42], enhancing object feature extraction. Then, a new loss function and
inference algorithm are designed, combining the distance-intersection over union (DIoU)
loss [43] and soft non-maximum suppression (SNMS) optimization algorithms [44] as well
as multiscale forecasting methods to further enhance sea-surface object detection.

In conclusion, our learning-based maritime obstacle detection method significantly
differs from previous methods in the following respects:

• We use DCN to optimize the backbone network by introducing a learnable offset to
describe the feature orientation of the object, so that the receptive field of the network
is not limited by a fixed range to more flexibly adapt to changes in the geometry of
sea-surface objects.

• The DIoU loss function combined with the SNMS method is proposed to judge and
screen the candidate boxes in the same grid multiple times to improve the reliability
of the object detection box in dense maritime scenes.

• We provide useful training networks and data augmentation tricks and filter out
some useless tricks for the task of object detection task on unmanned surface vehicle
(USV)-captured scenarios.

• Experimental results in different complex maritime scenarios have demonstrated our
superior sea-surface object detection performance in terms of accuracy and robustness.

The rest of this paper is structured as follows: Section 2 proposes the enhanced
maritime obstacle detection network model based on VarifocalNet. Section 3 verifies the
detection effects of different CNN models by analyzing and discussing the experimental
results. Section 4 discusses the advantages and limitations of the model proposed in this
paper, and research prospects and conclusions are given in Section 5.

2. The Proposed CNN-Enhanced Maritime Obstacle Object Detection Model
2.1. Network Architecture

The deep learning method is used to recognize the objects in the maritime image,
chiefly using CNN to extract the shallow information and high-level information in the
image. The flowchart of our maritime obstacle detection framework is shown in Figure 1.
Input images are collected using the EO sensor on the USV. Efficient detection results
are conducive to intelligent maritime supervision and safe navigation of autonomous
ships. In the network model we built, ResNet50 [21] is used in the backbone network part,
which is widely recognized as a high-precision deep backbone network; FPN [41] is used
in the feature map part to improve the multi-scale detection capability of the network.
Similar to traditional VarifocalNet, the concept of IoU-Aware Classification Score (IACS)
was introduced in the head part of the network [39], which can simultaneously represent
the confidence of object presence and localization accuracy in to produce more accurate
detection ratings in object detectors. In addition, the corresponding Varifocal Loss and
star bounding box feature representations are used to predict and estimate IACS. It can be
seen from Figure 1 that the main part of VarifocalNet consists of two sub-networks, which
are used for the regression and refinement of bounding boxes and the prediction of IoU-
aware classification scores. The first sub-network is divided into two branches. One branch
takes the feature map of the FPN layer as the input, first applies the three convolution
layers activated by the ReLU function to generate 256 channel feature maps, and then
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convolves the feature map again to generate a 4D distance vector at each spatial position,
that is, the initial bounding box. The other branch applies the star bounding box feature
representation to obtain the sampling points and the distance scale factor, and then the
refined bounding box can be obtained by multiplying the distance transformation factor by
the distance vector. The second sub-network is used to predict IACS, and it has a similar
branching structure as the first subnetwork, with each spatial location outputting a vector
consisting of C categories.

Figure 1. Flowchart of CNN-based maritime obstacle detection framework. To improve the object
feature extraction ability, we use ResNet50 in the backbone part of the network, in which the last
three traditional residual blocks are replaced by deformable convolution residual blocks. The feature
map part uses feature pyramid network. In addition, the learning ability of the network is further
improved by redesigning the loss function, introducing soft non-maximum suppression, and adopting
multi-scale forecasting techniques.

In maritime images captured by EO sensors, the size of objects varies greatly; there are
many small objects and the objects near the port are dense. To ensure high-quality detection
results in complex maritime environments, we propose an enhanced CNN model. To be
specific, we will introduce deformable convolutional module in Section 2.2 to enhance
the feature extraction capability of sea-surface obstacles, and redesign the loss function
in Section 2.3. In addition, the inference algorithm SNMS will be used in Section 2.4 to
improve the detection accuracy of overlapping objects. In Section 2.5, we will use multi-
scale techniques to further improve detection results. Benefiting from these strategies, our
enhanced VarifocalNet has the capacity to efficiently detect sea-surface objects of various
scales in real maritime scenes, especially the accurate detection of small objects on the sea.
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2.2. Deformable Convolutional Module

For the same obstacle on the sea, there are unknown geometric transformations in
different shooting angles or different scenes. Traditional convolution networks can only
extract features within the matrix box, as shown in Figure 2a. The DCN [42] can break the
constraint of the regular window and extract the object features in the image area more
accurately, as shown in Figure 2b.

Figure 2. Schematic diagram of different convolution modules.

Taking the 3 × 3 convolution as an example, using (−1,−1) to represent the upper left
corner of the regular window and (1,1) to represent the lower right corner of the window,
the regular window A can be defined as Formula (1).

A = {(−1,−1), (−1, 0) . . . , (0, 1), (1, 1)} (1)

The steps of the traditional convolution are mainly divided into two steps, the first
step is to use the regular window A to up-sample the input feature map x, and the second
step is to weight the sampled values with w, where each output y(P0) needed to be sampled
at the center position x(P0) of the regular window, as shown in Equation (2).

y(p0) = ∑
pn∈R

w(pn) · x(p0 + pn) (2)

The deformable convolution is formulated as:

y(p0) = ∑
pn∈R

w(pn) · x(p0 + pn + ∆pn) (3)

Compared with the traditional convolution, the deformable convolution introduces
an offset ∆pn, so that the sampling points can be diffused into a non-grid shape, thus better
adapting to the geometric deformation of the target.

The backbone network ResNet50 is divided into five stages, as shown in Figure 3.
The first stage is the image preprocessing, which first goes through the Conv, batch nor-
malization, and activation function relu layer, and then gets the output in the maxpool
layer. The last four stages are similar in structure, including ID modules that can be con-
nected in series and convolution modules that cannot be connected in series. The second
stage contains three modules, and the remaining three stages contain four, six, and three
modules respectively.
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Figure 3. ResNet50 backbone network architecture.

In this paper, DCN is introduced in the last three stages of ResNet50 to better obtain
the offset parameters of convolution sampling points, so as to extract features in more
appropriate areas. The improved ResNet50 can better adapt to the irregular deformation of
obstacles on the sea, which is conducive to the accurate detection of targets.

2.3. Loss Function

In the field of object detection, IoU is used as an index to evaluate the bounding
box [45], that is, the intersection ratio of the predicted box and the ground truth box, as
shown in Equation (4).

IoU =
|A ∩ B|
|A ∪ B| (4)

The IoU loss can be expressed as:

IoULoss = − ln(IoU) (5)

The IoU loss directly takes IoU as the loss function, and the disadvantage is that the
IoU value is 0 when the predicted box and the ground truth box are disjoint. The GIoU
bounding box loss [46] used in VarifocalNet overcomes this shortcoming. For any two
boxes A and B, find the smallest box C that can contain them, then calculate the difference
|C − (A∪B)| between the areas of C and A∪B, and calculate the ratio of the difference to
the area of box C. Finally, subtract the ratio from the IoU values of A and B to obtain GIoU,
as shown in Formula (6).

GIoU = IoU − |C− (A ∪ B)|
C

(6)

However, when the ground truth box completely contains the prediction box, GIoU
cannot distinguish the relationship of its relative position. The DIoU loss [43] is used in this
paper for this problem. DIoU makes up for the shortcomings of GIoU by considering the
overlapping area and center distance between the target boxes. As shown in Formula (7):

L(DIoU) = 1− IoU +
ρ2(b, bgt)

c2 (7)

where b and bgt represent the center points of the prediction box and the ground truth box,
respectively, ρ represents the Euclidean distance, ρ(b,bgt) represents the distance between
the center points of the prediction box and the ground truth box, and c represents the
diagonal distance of the smallest outer rectangle of the prediction box and the ground truth
box as shown in Figure 4.
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Figure 4. DIoU loss for bounding box regression. The green box represents the ground truth box; the
orange box represents the prediction box; and the gray box is the minimum outer rectangle of both.

Compared with the GIoU method, the DIoU loss used in this paper has a faster conver-
gence speed and can directly optimize the distance between the ground truth box and the
prediction box, thereby improving the positioning accuracy of sea-surface object detection.

2.4. Inference Algorithm

For the redundant detection generated in the process of model inference, this paper
uses the SNMS algorithm to further optimize the network. The SNMS algorithm is more
robust than the traditional algorithm NMS [47].

When detecting a target, the network will produce several candidate boxes near the
target, and each box will have a corresponding score. The core idea of NMS algorithm is to
score the candidate boxes, and then select the detection box with the highest score as the
final detection result, and then set the score of the detection box with low score and high
overlap to 0 and remove it.

However, in the actual maritime environment, the distance between the ship and
the sea-surface objects is relatively close, which may cause image overlap and false object
detection. When detecting sea-surface objects, NMS will remove one of the two detection
boxes with high overlap, resulting in missed detection.

To improve this problem, we use the improved SNMS algorithm [44] with Gaussian
weighting, as shown in Equation (8):

Si =


Si (IoU(M, bi) < Nt)
0 (IoU(M, bi) ≥ Nt)

Sie−
IoU(M,bi)

2

σ (∀bi /∈ D)

(8)

In the formula, Si is the score of the current detection box and Nt represents the
threshold of IoU. M represents the detection box with the highest score, bi represents the
box generated at the time of detection, IoU (M, bi) represents the degree of overlap between
the current detection box and the detection box with the highest score, D is the final set of
detection results, and σ represents the variance of the Gaussian penalty function.

In Gaussian weighting, the closer to the center of the Gaussian distribution, the greater
the penalty and the lower the weight. The SNMS algorithm avoids the problem that the
score is zero through this weighted scoring method, which helps to improve the detection
accuracy of the detection algorithm for overlapping objects.

2.5. Multi-Scale Technology

The image’s size has a great influence on the performance of the object detection
model. Because the basic part of the network usually generates a feature map which is tens
of times smaller than the original map, the feature description of small objects is not easy
to be captured by the detection network. The use of multi-scale technology is often one of
the skills to improve the accuracy of sea-surface object detection. The technology includes
feature pyramid and image pyramid. In this paper, the image pyramid method is used in
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the training stage. Several images with different resolutions are sent to the network model,
and one is randomly selected for training in each training generation, so as to improve the
robustness of the detection model to the sea-surface images.

3. Experimental Results and Analysis

In order to compare objectively and fairly, the experiment uses a unified software
environment and hardware platform. The software environment is Windows 10, python 3.8,
pytorch 1.8.0, torchvision 0.9.0. The hardware platform used was an Inter (R) Core (TM)
i7-10700KF CPU@3.8.0GHz processor, 32 GB of memory, and a Geforce RTX 3090 graphics
card. The optimization algorithm and learning rate used in the training process are the same.
The training optimization algorithm uses the stochastic gradient descent (SGD) method.
The iteration of the training is 36,000, the batch size is 2, and the learning rate is 0.00125.
The other parameters are set to the default values of the original VarifocalNet [35]. For more
details regarding experimental results, the reader may refer to the accompanying video
material at: https://pan.baidu.com/s/17rRBQ-gI3kFsY-3wqLHcig?pwd=zeqf (accessed
on 19 October 2022).

3.1. Datasets Description and Data Augmentation

The quality of datasets and the richness of prior knowledge directly affect the effect of
CNN training. Bovcon et al. [48] established the Marine Obstacle Detection Dataset v2.0
(MODD2) to solve the object detection of water surface obstacle images in complex maritime
environment. The dataset was collected in the port of Koper, Slovenia. During the recording
of the dataset, the USV was manually guided by experts to simulate maritime navigation
scenarios, including situations where marine obstacles may cause danger to the USV.
Through qualitative analysis of the characteristics of the dataset, the dataset mainly has the
following characteristics: (1) strong sunlight and water reflection; (2) dense targets near
the port, overlapping and shielding; (3) large differences in the size of targets on the sea;
(4) many small objects near the horizon, as shown in Figure 5. These characteristics put
forward higher requirements for the algorithm of computer vision, so the MODD2 is ideal
for the field of marine obstacle object detection and can be used as a test benchmark for
deep learning algorithms.

Figure 5. Characteristic analysis of MODD2 dataset. [48].

https://pan.baidu.com/s/17rRBQ-gI3kFsY-3wqLHcig?pwd=zeqf
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The MODD2 consists of 28 video sequences, each of which has a resolution of
1278 × 958 pixels, corresponding to 11,675 images by framing. The original paper used
MATLAB to manually annotate each frame of the dataset and defined large and small
object by whether the bounding box of the object exceeded the horizon. In the field of
computer vi-sion, the Microsoft COCO challenge dataset defines the absolute size of large
(pixel area > 962), medium (322 < pixel area < 962), and small objects (pixel area < 322). In
order to better train and evaluate the mainstream deep learning network model, this paper
re-labels and counts the MODD2 according to the format of COCO dataset and its definition
of small, medium, and large object. A total of 6916 marine obstacle images were obtained
by screening and removing the non-object images. Among them, there are 6225 training
sets and 691 test sets. The statistical results of dataset information are shown in Table 1.

Table 1. Statistics of the number of large, medium, and small objects.

Barrier Coast Number of Labels Proportion (%)

Large objects 5290 6585 11,875 40.9
Medium objects 3736 1936 5672 19.6
Small objects 11,439 13 11,452 39.5
Total 20,465 8534 28,999 100.0

Among them, the labels are divided into two categories: barrier and coast. A total
of 20,465 labels are barriers and 8534 labels are coast. The number of labels of each
category is as shown in Figure 6. According to the scale defined by the COCO dataset, the
number of large objects is 11,875, accounting for 40.9% of the total; the number of medium
objects is 5672, accounting for 19.6% of the total; and the number of small objects is 11,452,
accounting for 39.5%, as shown in Figure 7. In data enhancement, the main methods used
are random flipping, brightness, and rotation transformation, as shown in Figure 8. In the
data preprocessing stage, these lossless data enhancement techniques are used to generate
more images to expand the training set, thereby improving the generalization performance
of the network model.

Figure 6. Proportion of various labels.

Figure 7. Statistics of the number of different scale objects.
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Figure 8. Data enhancement methods.

3.2. Evaluation Metrics

We evaluated the performance of each CNN model using the training loss metrics,
precision metrics, and speed metrics.

The cross-entropy loss function is mainly used to evaluate the loss in the process of
model training, validation, and testing, as shown in Formula (9):

E = −
n

∑
i

tilog(yi) (9)

Precision rate P and recall rate R are used as precision indicators. Wherein the calcula-
tion formula of P can be expressed by the formula:

P = TP/(TP + FP) (10)

In the formula, TP refers to the positive sample predicted by the model as a positive
class; FP refers to the negative sample predicted by the model as a positive class. P0.5 is the
precision at a threshold of 0.5, and P[0.5:0.95] is the average precision at 10 different threshold
values between 0.5 and 0.95 (step = 0.05). Pl, Pm, and Ps are the average precision of large,
medium and small objects for 10 different thresholds between 0.5 and 0.95, respectively.

The recall R can be expressed by the Formula (11).

R = TP/(TP + FN) (11)

FN represents the positive sample predicted by the model as a negative class. R0.5
represents the recall when the threshold is 0.5, and R[0.5:0.95] represents the average recall of
10 different values between 0.5 and 0.95. Rl, Rm, Rs represent the average recall of large,
medium, and small objects for 10 different thresholds between 0.5 and 0.95, respectively.

The speed of the model is measured by the number of parameters, and the frame rate.
The number of parameters is the self-learning parameters of the model. The frame rate is
the number of images processed by the model per second or the time it takes to process
one image.
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3.3. Training Loss

The loss curve of the enhanced network model is shown in Figure 9. Iter represents the
number of training iterations and Loss represents the training loss. After about 36,000 net-
work training iterations, the classification loss is 0.32, the bounding box loss is 0.13, the
bounding box refinement loss is 0.1, and the total loss value is 0.6. The loss function of the
network model can achieve good convergence effect.

1 
 

 

  

  
 

1 
 

 

  

  
 Figure 9. Loss curve of sea-surface obstacle dataset.

Our proposed network model is compared with the baseline model, as shown in
Figure 10. The yellow curve is the loss value of the baseline model, and the blue curve
our_loss represents the loss value of our proposed model. Observing the two curves in
the figure, the improved method proposed in this study does not significantly affect the
training process of the object detection algorithm.

Figure 10. Comparison of losses during training.

3.4. Ablation Experiment

In the context of deep learning complex neural networks, ablation studies are often
used to describe the process of removing or replacing certain modules to analyze the impact
of specific modules on the network model. In this paper, based on ResNet50, FPN and
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VarifocalNet, four improved methods are used to conduct ablation experiments. Table 2
shows the results.

Table 2. Combine experiment of four improved method, including soft non-maximum suppression
(SNMS), deformable convolutional networks (DCN), distance-intersection over union (DIoU), and
multi-scale (MS).

Methods SNMS DCN DIoU MS P0.5 P[0.5,:0.95] Ps Pm Pl R[0.5:0.95] Rs Rm Rl

VarifocalNet × × × × 0.979 0.771 0.525 0.738 0.893 0.763 0.576 0.809 0.919
√ × × × 0.979 0.779 0.536 0.746 0.901 0.819 0.603 0.819 0.936

Our
methods

√ √ × × 0.980 0.781 0.545 0.746 0.903 0.822 0.605 0.824 0.936
√ √ √ × 0.981 0.783 0.548 0.749 0.903 0.823 0.613 0.826 0.937√ √ √ √

0.986 0.789 0.563 0.752 0.903 0.837 0.650 0.829 0.940

Note:
√

: used;×: not used.

If the four methods of DCN, SNMS, DIoU loss function, and multi-scale forecasting
are added to the benchmark model, the detection effect can be improved. When all the four
methods were added, the detection effect was the best. The average precision rate is 78.9%
and the average recall rate is 83.7%. When the threshold is 0.5, the average precision rate is
98.6%. In addition, the average precision rate is increased by 2.3% and the average recall
rate is increased by 9.7% compared with baseline. The detection effect of small objects is
improved the most, and the precision rate is increased by 7.2%. The recall rate increased
by 12.8%.

3.5. Comparisons with Other Detection Methods

In order to further verify the performance of the proposed network model, we compare
it with SSD network, YOLOv3, Faster R-CNN, RetinaNet, Cascade R-CNN, and our method.
SSD, YOLOv3, and RetinaNet are widely used one-stage object detection networks, Faster
R-CNN and Cascade R-CNN are classical two-stage networks.

In the comparison experiment, the backbone network of SSD is VGG16, the back-
bone network of YOLOv3 is Darknet53, and the backbone networks of Faster R-CNN,
RetinaNet, and Cascade R-CNN are ResNet50. The SSD network receives an input image
of 300 × 300 pixels. The YOLOv3 network receives an input image of 608 × 608 pixels.
The image pixels received by Faster R-CNN, RetinaNet, Cascade R-CNN, VarifocalNet are
1333 × 800. In additional, VarifocalNet * is the detection network proposed in this study.
Table 3 shows the comparison results.

Table 3. Comparison of precision of each network model.

Detection Network P0.5 P[0.5:0.95] Ps Pm Pl R[0.5:0.95] Rs Rm Rl

SSD 0.863 0.493 0.259 0.616 0.639 0.575 0.380 0.676 0.702
YOLOv3 0.937 0.528 0.494 0.692 0.603 0.639 0.595 0.747 0.681
Faster R-CNN 0.870 0.689 0.429 0.718 0.860 0.722 0.451 0.777 0.894
RetinaNet 0.962 0.704 0.386 0.723 0.833 0.764 0.577 0.777 0.872
Cascade R-CNN 0.910 0.742 0.431 0.741 0.891 0.768 0.463 0.792 0.921
VarifocalNet 0.979 0.771 0.525 0.738 0.893 0.763 0.576 0.809 0.919
VarifocalNet * 0.986 0.789 0.563 0.752 0.903 0.837 0.650 0.829 0.940

Compared with the other five mainstream deep learning networks, the VarifocalNet *
proposed in this paper has a greater improvement in accuracy. In terms of SSD Network, the
VarifocalNet * can improve the average precision rate P[0.5:0.95] by 60%. The improvement
of Ps, Pm, Pl is 117%, 22% and 41%, and the improvement of R[0.5:0.95], Rs, Rm, and Rl is
46%, 71%, 23%, and 34%, respectively. Compared with the YOLOv3, the VarifocalNet *
can improve the average precision rate P[0.5:0.95] by 49%. The improvement of Ps, Pm, Pl
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is 14%, 9%, and 50%, and the improvement of R[0.5:0.95], Rs, Rm, and Rl is 31%, 9%, 11%,
and 38%, respectively. Compared with the Faster R-CNN, the VarifocalNet * can improve
the average precision rate P[0.5:0.95] by 13%, in which the precision rate Ps of small objects
is improved by 31%, the precision rate Pm of medium objects is improved by 5%, and
the precision rate Pl of large objects is increased by 5%. The improvement of recall is
more obvious, and the improvement of R[0.5:0.95], Rs, Rm, and Rl is 16%, 44%, 7%, and 5%.
Compared with the RetinaNet model, the proposed network model can improve the overall
precision rate by about 12% and the overall recall rate by 10%. Compared with Cascade
R-CNN, VarifocalNet * can also show a greater advantage, with the overall precision rate
P[0.5:0.95] increased by about 6%, and the small object increased by 31%. Figure 11 more
intuitively shows the pros and cons of our model and SSD, YOLOv3, Faster R-CNN,
RetinaNet, Cascade R- CNN in object detection performance at different scales. It can be
seen that VarifocalNet * performs the best in the detection accuracy of large, medium, and
small objects, and the detection accuracy of small objects is significantly higher than other
competing methods.

Figure 11. Comparison of different competing methods in detection accuracy of large, medium, and
small objects.

In addition, Table 4 lists the impact of different modules proposed in this paper on the
speed performance of the algorithm.

Table 4. Analysis of the impact of the improved module on the detection speed performance of
the algorithm.

Methods SNMS DIoU DCN MS Model
Parameters/M Inference Time/ms

VarifocalNet × × × × 32.49 45
√ × × × 32.49 45

Our methods
√ √ × × 32.49 45√ √ √ × 33.07 48√ √ √ √

33.07 91
Note:

√
: used;×: not used.

From the analysis of Table 4, it can be concluded that the SNMS and DIoU modules do
not increase the parameters of the model and affect the inference speed of the algorithm.
The DCN module adds 0.58 M parameters to the network model, and the time to infer
a single image increases by 3 ms. Therefore, the DCN module introduced in this paper
has no significant effect on the real-time performance of the network model. Then, the
multi-scale prediction technology achieves a satisfactory gain in accuracy, but also has an
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impact on the real-time performance. The inference time for a single image increases by
43 ms compared to the baseline.

Subsequently, the detection results of obstacles in several different maritime scenarios
are visually displayed in Figures 12–14. We compare the proposed VarifocalNet * method
with 5 typical methods, i.e., SSD, YOLOv3, Faster R-CNN, RetinaNet, and Cascade R-CNN.
Near ports, maritime obstacles tend to overlap densely, as shown in Figure 12. In Figure 13,
obstacles of different scales appear at the same time, and there is strong sunlight and water
surface reflection interference. In Figure 14, there are many small objects concentrated near
the horizon, accompanied by dense fog.

Figure 12. The visual comparisons of different competing methods for detection of sea-surface
obstacles under intensive occlusion scene. All ships cannot be detected using SSD and YOLOv3
methods, while there are false detections using Faster R-CNN, as shown in (a–c). In (d–f), RetinaNet,
Cascade R-CNN and VarifocalNet * methods have no missed targets.

For example, the acquired sea-surface images are often disturbed by wave splashing
droplets and water surface reflections. Therefore, Faster R-CNN and RetinaNet are sensitive
to unstable imaging backgrounds, resulting in erroneous detection results, as shown in
Figures 12 and 13. In Figure 12, limited by the ability to extract high-level features, the
detection performance of SSD and YOLOv3 for large objects is poor. In Figure 14, cascade
R-CNN is lacking in the ability to detect tiny objects. In contrast, our method can efficiently
and accurately detect sea-surface obstacles in different maritime scenarios, especially in the
detection ability of small objects.

Finally, we use VarifocalNet * to test the generalization performance on another water
surface challenge dataset [49] as shown in Figure 15. There are dense small fishing boats
and floating objects in sub-image (a), there is sea fog on the water-surface in sub-image (b),
sub-image (c) is a dawn scene at sea with poor visibility, and sub-image (d) is at sea night
scene, light reflections present on the water surface.
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Figure 13. The visual comparisons of different competing methods for detection of sea-surface obstacles
under strong sunlight interference. In (a,c,d), Small scale objects are not detected using SSD, Faster
R-CNN, RetinaNet methods. In (b), incomplete coasts are detected using YOLOv3 method. Cascade
R-CNN and VarifocalNet * methods can better adapt to strong light scenes at sea, as shown in (e,f).

Figure 14. The visual comparisons of different competing methods for detection of sea-surface
obstacles under sea fog environment. In (a–c,e), the SSD, YOLOv3, Faster R-CNN, and Cascade
R-CNN have varying degrees of missed detection, and the RetinaNet generates many false detection
results, as shown in (d). In contrast, our method is able to achieve more satisfactory detection
performance, as shown in (f).



J. Mar. Sci. Eng. 2022, 10, 1783 16 of 20

Figure 15. Detection results in real maritime scenarios. (a) Dense-target scene. (b) Sea fog scene. (c)
dawn scence. (d) night scene.

By analyzing the detection results in Figure 15, Subgraph (a) shows that our algorithm
has good dense and small object detection ability. In addition, in scenes with poor visibility,
such as fog, dawn, night, etc. VarifocalNet * can also robustly detect sea-surface objects (as
shown in Figure 15b–d).

Owing to our proposed effective enhanced methods (DCN, DIoU, SNMS, MS), it is
able to efficiently and robustly detect obstacles on the sea even the observed visual quality
has been noticeably degraded. Reliable detection of weak and small objects, e.g., wooden
fishing boat, tiny buoy is a good supplement to marine radar, thereby further enhancing
the navigation safety of autonomous ships.

4. Discussion
4.1. Advantages of the Model

Compared with other scenes, the maritime environment is a complex and dynamic
system with incident waves, sea surface reflection, sea fog interference and so on. When an
autonomous ship sails at sea, the suspension of splashing droplets caused by sea water may
also lead to the failure of optical recognition. Therefore, it is very important to accumulate a
large amount of data and continuously update the architecture of the iterative AI algorithm
based on the real sea test site.

In view of the continuous evolution of AI algorithms, we applied a new deep learning
framework based on VarifocalNet to the recognition of sea-surface objects. VarifocalNet *
has the following advantages over current leading technologies:

(1) Adaption to complex maritime environment

In traditional image-based sea-surface object detection, global information such as
the sky, horizon, and ocean have a critical auxiliary role in sea-surface object recognition,
and most scholars rely on the characteristics of the horizon to detect sea-surface objects.
Most deep learning algorithms are not designed for the maritime environment. Through
careful analysis of the characteristics of the maritime environment, this study builds an
object detection model suitable for this environment. Firstly, the loss function varifocal loss
designed in the VarifocalNet * network alleviates the imbalance between the background
and foreground classes in the training of the target detector and can better adapt to the
interference of the coastal background. The SNMS algorithm used in the inference process
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of the network model can further improve the detection performance of the network for
overlapping targets near the port by selecting anchor boxes more suitable for the shape of
sea-surface objects. Compared with the traditional convolution module, DCN can better
extract the characteristics of obstacles when the geometric shape of the target changes
owing to the camera shooting angle.

(2) Good performance for detecting multi-scale objects

When an autonomous ship sails at sea, the size of obstacles in the image obtained by
the EO sensors vary significantly, as shown in Figure 7, mainly for large and small objects.
In this study, FPN was used to continuously up-sample the feature map output from the
last layer of the backbone network and to perform channel splicing with the intermediate
feature map at the same scale to improve the multi-scale detection performance of the
network. Table 2 shows that the average precision of large, medium, and small objects can
reach 90.3%, 75.2%, and 56.3%, respectively. It can be shown that the proposed network
model can achieve excellent performance in the detection of objects at various size scales.

(3) High capability for detecting small objects

Improving the detection performance for sea-surface objects in images is very impor-
tant, especially the detection precision of small objects, but this remains difficult. Based
on the FCOS+ATSS network, the benchmark model VarifocalNet incorporates three new
components: varifocal loss, star bounding box feature representation, and bounding box
refinement, and shows good robustness for detecting dense and small objects in the COCO
dataset. Based on the benchmark model, DCN was used to replace the traditional con-
volution module, and the GIoU of the bounding box loss was improved. Combining this
with multi-scale forecasting inspired a significant breakthrough in the detection of small
sea-surface objects, and the detection precision has been significantly improved.

4.2. Limitations

The network architecture proposed in this study has better detection results for differ-
ent marine scenes in the MODD2 dataset. However, current research on the mechanism
of VarifocalNet * is limited and fine-tuning the CNN hyperparameters requires further re-
search. In future studies, the accuracy may be further improved by continuously optimizing
the architecture of the CNN model and completing more experiments.

The high precision performance of the VarifocalNet * network model in the test
set depends on the training of a large amount of labeled data. However, based on the
supervised method, the cost of manual annotation is very high and adaptability to new
scenarios is not sufficient and must be improved. For this problem, methods based on weak
supervised or unsupervised learning [50] are considered, such as the use of generative
adversarial network (GAN) to augment the maritime dataset [51].

5. Summary and Future Work

This study proposes a high precision network model constructed using ResNet50,
FPN, and VarifocalNet for multi-scale object detection for autonomous ships in maritime
environment, and the network is improved according to the characteristics of the maritime
environment. The improved network model has promising results for the MODD2 dataset,
with an average accuracy of 78.9% and 98.6% when the IoU threshold is 0.5. Compared with
the benchmark model based on VarifocalNet, the proposed model further improves the
detection precision, especially for small-scale obstacles, for which the detection accuracy
is improved by 7.2%. In terms of real-time performance, the proposed method does not
significantly affect the reasoning speed and can meet engineering application requirements.

In the future, we will consider engineering applications, convert the model into
TensorRT format, and apply the algorithm to autonomous ships. To ensure accuracy, the
complexity of the model will be reduced to further enhance real-time performance. In
addition, videos containing a series of images can be regarded as spatiotemporal data, and
successive frame images usually change smoothly and exhibit high temporal dependence.
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These forms of data offer a promising direction for the reduction of the false detection rate
of sea-surface objects.
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