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Abstract: Underwater multi-target tracking is one of the key technologies for military missions,
including patrol and combat in the crucial area. Since the underwater environment is complex and
targets’ trajectories may intersect when they are in a dense area, it is challenging to guarantee the
precision of observed information. In order to provide high-precision underwater localization and
tracking services over an underwater monitoring network, a dynamic network resource allocation
mechanism and an underwater multi-target tracking algorithm based on a two-layer particle filter
with distributed probability fusion (TLPF-DPF) are proposed. The position estimation model based
on geometric constraints and the dynamic allocation mechanism of network resources based on
prior position estimation are designed. Using the improved filtering algorithm with known initial
states, the reliable tracking of multiple targets with trajectory intersection in a small area under
complex noises is achieved. In the non-Gaussian environment, the average positioning error of
TLPF-DPF is less by nearly 30% than alternative algorithms. When switching from a Gaussian
environment to a non-Gaussian environment, the performance degradation of TLPF-DPF is less
than 12%, which exhibits stability compared with other algorithms when targets are close to each
other with crossing trajectories.

Keywords: underwater monitoring network; complex noise; multi-target tracking; particle filter

1. Introduction
1.1. Motivation

In recent years, positioning systems have been widely used in various aspects of mili-
tary fields including monitoring, exploration and navigation [1,2]. As the key technology
of the positioning system [3,4] , multi-target tracking is of great value for task execution in
military operations [5]. However, when targets are in a small area with frequent trajectory
intersections, it is hard to match the observations with different targets, which makes it
difficult to achieve high-precision positioning and tracking of multiple targets.

1.2. Related Work

The main challenges in improving the effectiveness of multi-target tracking algorithm
are caused by the irregular interference of non-Gaussian noises [6] and the observation
mismatching problem [7] when targets’ trajectories intersect. Therefore, a lot of in-depth
researches have done to solve them. Wang et al. [8] propose a noise model based on student-
t distribution for outliers of non-Gaussian measurements, and improve state estimation
accuracy using an adjusted particle filter algorithm. With the help of the approximate
underwater non-Gaussian noise, Jahan et al. [9] analyze the tracking performance of
extended Kalman filter and unscented Kalman filter (UKF) under various noises. They
also prove the effectiveness of proposed UKF algorithm. However, the performance of
UKF in the non-Gaussian environment would decline. In this paper, particle filter (PF) [10],
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which also belongs to the sampling approximation method, is used for underwater target
tracking. Since PF takes advantage of Bayesian theory and Monte Carlo method, it is more
applicable in the non-Gaussian environment [11,12]. When targets’ trajectories intersect in
a small area, it is difficult to obtain effective information in the underwater environment
with mixed disturbances, which makes information processing methods including data
fusion and data correlation more complex for multi-target tracking [13]. Considering
trajectory interruption and azimuth intersection between targets, Wang et al. [14] propose
a multi-target passive tracking algorithm using tracking threshold and block association
method to optimize observed information matching and trajectory prediction. To monitor
fish, Jing et al. [15] apply the nearest neighbor clustering algorithm and extended Kalman
filter for dense targets tracking, and improve tracking accuracy significantly. However,
this algorithm obtains the optimal estimation through local linearization of the nonlinear
model, which makes the tracking performance highly correlate with the degree of model
nonlinearity. When the target’s motion is multi-dimensional, the positioning accuracy will
be compromised. Therefore, it is of great significance to further study the multi-target
tracking algorithm considering the characteristics of the underwater environment and the
target’s motion [16].

In addition, with the development of sonar, people try to use a regional underwater
monitoring network integrating observation, filtering, communication and control [17,18]
to track underwater targets. The communication techniques above the water surface
are mainly accomplished through electromagnetic waves in the air, which have already
achieved high bandwidth and relatively stable communication. There are significant differ-
ences between underwater communication and terrestrial communication. Due to the high
refractive index of water, electromagnetic waves in water. The downward propagation
will be subject to strong attenuation, and the transmission distance will be greatly limited.
Compared with aerial and ground communication [19–21], the mainstream underwater
communication techniques are acoustic communication and fiber optic communication,
which may suffer from limited bandwidth and unstable channel. Thus, the utilization
of underwater network resources is particularly important. Compared with single node
or array detection system, multi-node monitoring network system not only reduces the
requirements of the individual equipment, but also improves the flexibility of the algo-
rithms. Meyer et al. [22] propose a scalable and adaptive multi-target tracking algorithm
using multi-node monitoring network with various sensors, which can deal with the time-
changing detection probability with low model complexity. Therefore, the underwater
monitoring network with multiple nodes has obvious advantages in terms of tracking
performance [23].

1.3. Contribution

To tackle the challenges of multi-target tracking when targets are in a small area, we
propose a target tracking algorithm based on particle filter algorithm. The contributions
are summarized as follows:

(1) A dynamic allocation mechanism is proposed for better utilization of limited
resources in the underwater monitoring network with hierarchical structure. The network
resources are divided into the data observation layer, the information fusion layer and
the network allocation layer. Each node in the network undertakes local observation,
communication and calculation tasks to balance the workload of the entire monitoring
system, which improves the efficacy of acquiring available observations.

(2) A two-layer particle filter tracking algorithm based on distributed probability
fusion (TLPF-DPF) is designed, which applies particle filter to both the data observation
layer and the information fusion layer . The relationship between the target and the
corresponding observation is established using observation nodes. A information fusion
method is proposed to estimate the global conditional probability density function of the
target using the non-normalized weights of particle. Meanwhile, a threshold-based strategy
is proposed for preventing the mismatching problem of multiple targets.
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1.4. Paper Organization

The rest of this paper is organized as follows. In Section 2, the dynamic resource
allocation for underwater monitoring network is described. In Section 3, underwater
multi-target tracking algorithm based on two-layer particle filter is proposed. In Section 4,
simulations are conducted to verify the effectiveness of the proposed method. Finally,the
conclusions and future work are given in Section 5.

2. Dynamic Resource Allocation for Underwater Monitoring Network

In the underwater monitoring network, the computing and communication capacity
of participating nodes are scarce. In order to reduce the computation complexity and the
difficulty of collecting data, the distributed structure is adopted in this work, so that each
node in the network undertakes local observation, communication and calculation tasks
to balance the workload of the entire monitoring system, thus improving the real-time
performance of the algorithm. To achieve efficient monitoring with minimum resource cost,
we use geometric constraints to guide the establishment of position estimation model. Based
on this model, we design a dynamic resource allocation mechanism for the underwater
monitoring network. Through the dynamic and efficient deployment of node resources,
more deterministic information of the environment and the targets is provided.

2.1. Dynamic Resource Allocation Based on Prior Location Estimation

Considering the characteristics of the underwater environment, we design a dis-
tributed hierarchical architecture of the underwater monitoring network and propose a
mechanism for dynamic network resource allocation based on prior location estimation. As
shown in Figure 1, the nodes deployed in the monitoring area are assigned with different
tasks to optimize the overall network framework. The dynamic allocation mechanism of
the network resources is divided into three working layers, including the data observation
layer, the information fusion layer and the network allocation layer. According to the
given tasks, deployed nodes are allocated to different layers for cooperative positioning
and tracking of underwater targets. With this dynamic allocation mechanism, the spatial
deployment of the network is simplified and the observation ability of nodes is improved.

Figure 1. Diagram of network resource dynamic allocation mechanism.

In the data observation layer, the state information is observed through nodes at
different locations. Depending on whether they are in a dense area, the targets are divided
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into two groups in the information fusion layer. When multiple targets are monitored
by the same node, they are in a dense area. As for the network allocation layer, it is not
only responsible for the real-time information transmission above and under the water, the
update of node’s setting, task allocation for all nodes and the real-time positioning of each
node, but also for the prediction of target trajectory.

In the whole target tracking process, it is necessary to complete two phases: environ-
ment monitoring and target identification. In the environment monitoring phase, each
observation node estimates its own position based on the prior information provided by
communication nodes and completes time synchronization according to the communica-
tion node of the network allocation layer. Based on the environment information collected
by the monitoring node, the information fusion layer establishes a target set to filter the
obstacles’ interference in the monitoring area. After the monitoring phase, the target iden-
tification phase will start. First, the monitoring nodes regularly transmit acoustic signals
to identify the existence of new targets, and collect the measurements of the four closest
observation nodes to locate unknown targets. Then they upload the targets’ locations to the
communication node and add them to the dynamic target set. After that, all monitoring
nodes complete a new detection cycle and will repeat this process.

After receiving the initial targets’ positions, the network allocation layer will assign
5 nearby nodes through the communication node to track the targets. One of them is
designated as the system node and others as the observation node according to the en-
vironmental interference and their geometric relationships. The position estimation and
information fusion results of the system node will be uploaded to the network allocation
layer. According to the trajectories and positions of targets, the network allocation layer
will decide whether to allocate new monitoring nodes. If targets are close to each other,
they will be monitored by the same system node, which means that the targets are in a
dense area. With the cooperation of the information fusion layer and the data observation
layer, targets’ state estimation using a double-layer particle filter will be carried out. Since
all observation nodes need to upload their measurements to a high-level layer’s node,
the network allocation layer will figure out the faulty node and reallocate new node for
conducting corresponding tasks. It can be seen from the whole monitoring process that
this mechanism not only greatly reduces the obstacles’ interference, but also provides
deterministic information such as targets’ historical states, current observations and the
number of targets for the filtering algorithm of target tracking, which greatly simplifies the
parameter estimation process and the difficulty of obtaining observations, which make a
positive contribution for improving the positioning accuracy.

2.2. Position Estimation Model Based on Geometric Constraints

Due to the limitation of underwater communication, counting underwater acoustic
waves’ reflection time is the most effective way to acquire the state information of un-
known targets [24]. To acquire optimal observation, the position estimation model based
on geometric constraints is used to set the observation parameters, nodes’ locations and
monitoring areas.

We assume that distance is the only observation. In order to reduce the influence of
underwater mixed noise for positioning accuracy, the geometric relationships between the
targets and the observation nodes are constrained, where the optimal strategy is to deploy
four adjacent non-coplanar observation nodes and one adjacent system node [25]. Thus,
besides ensuring that all participating nodes are non-coplanar, we select the observation
nodes which are the closest and simplest to deploy for building an observation cluster.

Figure 2 shows the distance observation model of the monitoring system. The system
node starts timing when emitting the acoustic waves that lock the target, and stops after
receiving echoes which are different from the environment information status within a
specified time range. When the target exceeds the communication range to the current
system node, the communication node will assign a new system node to take over the
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current monitoring task. The distance between the system node and the target m, Drm, can
be calculated as:

2Drm = µ∆trm (1)

where µ represents the current sound speed, and ∆trm is the system node’s monitoring
time range for target m. The observation node starts timing after receiving the positioning
instruction sent by the system node for the first time and stops timing after receiving the
ending instruction. The relationship of distance between the targets and each observation
node can be expressed as follows:

Drm + Dsm − Sems = µ∆ts (2)

where ∆ts is the time difference of the observation nodes, Sems represents the distance
between the sth observation node and the system node, and Dsm is the distance from the
sth observation node to the target m.

Figure 2. Distance observation model.

Due to the influence of node asynchrony and sound line bending in the underwater
scenario, the measurements of distance suffer from large errors , frequent deviations and
outliers, which leads to a heavy-tailed characteristic of the measurement errors. Since the
distance measurement between cooperative nodes is usually based on the technique of time
of arrival (TOA), it can be considered that the error follows a Gaussian distribution [26].
Considering the algorithm’s adaptability to environmental uncertainty, the robustness of
our algorithm can be improved by artificially increasing the measurement variance [27].

3. Underwater Multi-Target Tracking Algorithm Based on Two-Layer Particle Filter

The TLPF-DPF underwater multi-target tracking algorithm adopts a distributed struc-
ture, which requires each observation node to independently conduct particle filtering and
acquire observations for the conditional probability density function(PDF) estimation of
the target’s state. Figure 3 shows the processing procedure of an underwater multi-target
tracking algorithm based on TLPF-DPF under the proposed resource dynamic allocation
mechanism. The weights of the observation particles are calculated according to the local
state information, which are used for matching the observations of targets. We describe
this process as data correlation. Based on the correlation results, the information obtained
from the observation layer is accurately uploaded to the system node in the fusion layer to
estimate the global conditional PDF. At the same time, particle filtering is carried out in the
fusion layer to predict the state of target’s spatial fusion particles, so that the fusion particle
set is obtained. According to the information fusion results in the observation layer and the
states of the spatial particles, the weights of the spatial fusion particles are calculated, so as
to obtain the spatial states and trajectories of the targets. The distributed structure of TLPF-
DPF makes local nodes conduct the calculation of the filtering and tracking process, which
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greatly increases the efficiency and efficacy of the algorithm, and significantly improves the
accuracy of target tracking.

Figure 3. Processing procedure of multi-target tracking algorithm.

3.1. Target Motion Model and Observation Model

Suppose that 4 non-coplanar observation nodes si, i = 1, . . ., 4 are allocated in the
underwater dynamic monitoring system, and the motion of the target in three-dimensional
space is nonlinear. Next, we will introduce the state equation of the target motion and the
node’s observation equation.

Assume that the accelerated speed of each target is kept as a constant, we establish a
target model with the state vector as follows:

xm
k =

[
pm

x,k, vm
x,k, am

x,k, pm
y,k, vm

y,k, am
y,k, pm

z,k, vm
z,k, am

z,k

]T
(3)

where m(m ∈ [1, . . . , M]) represents different targets, p, v, a represent their positions,
velocities and accelerated speeds in different directions respectively. The motion state
equation can be expressed as:

xm
k+1 = f (xm

k , wk) = Fxm
k + wk (4)

where wk represents the system noise, wk ∼ N(0, Qk). The state transition matrix F can be
expressed as:

F =



1 t 0.5t2 0 0 0 0 0 0
0 1 t 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 t 0.5t2 0 0 0
0 0 0 0 1 t 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 t 0.5t2

0 0 0 0 0 0 0 1 t
0 0 0 0 0 0 0 0 1


(5)

where t is the sampling interval.
Since the observation equation involves targets’ data correlation and fusion , the

observation has two different ways of representation in fusion layer and observation layer.
The observation in the fusion layer can be expressed as follows:

Dm
k = h(xm

k ) + vk (6)
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where Dm
k == (d1, d2, d3, d4)

T is the observation matrix, h
(
xm

k
)

represents the spatial signal
model of four observation nodes related to target m. We assume that its observation model
can be defined as:

Dm
k =


d1
d2
d3
d4

 =



√(
pm

x,k − s1
x

)2
+
(

pm
y,k − s1

y

)2
+
(

pm
z,k − s1

z

)2√(
pm

x,k − s2
x

)2
+
(

pm
y,k − s2

y

)2
+
(

pm
z,k − s2

z

)2√(
pm

x,k − s3
x

)2
+
(

pm
y,k − s3

y

)2
+
(

pm
z,k − s3

z

)2√(
pm

x,k − s4
x

)2
+
(

pm
y,k − s4

y

)2
+
(

pm
z,k − s4

z

)2


(7)

According to the filter and estimation process based on distance information, the
observation equation in the observation layer can be expressed as follows:

zm
s,k = hs(xm

k ) + vk (8)

where, zm
s,k represents the observation of target m on node s at time step k.

3.2. Two-Layer Particle Filter Algorithm Based on Distributed Probability Fusion
3.2.1. Particle Filter and Data Correlation Method in Data Observation Layer

The measurement of each observation node is distance, which is one-dimensional. The
observation data layer is mainly used for observation sampling, density function calculation
and false alarms filtering. According to the distance parameters’ non-normalized weights
in the particle filter, the data correlation criteria are combined with the prediction and
updating rules of the particle filter. Next, we will describe the processing and correlation
method of collected data in the observation layer.

In the process of multi-target tracking, each observation node collects and processes
the distance observation of the target and performs particle filtering to estimate the state
xm

s,k at the next time step. The whole process is shown in Algorithm 1. Since there are
multiple targets, it is necessary to correlate and determine the observation of each target at
the current time step according to the non-normalized weight of the observation, which is
implemented as follows:

First, we take the state estimation of the target as the input and establish a distance
observation model to obtain target m’s particle morphology z(n,m)

k,s of node s at the kth
time step:

z(n,m)
k,s =

√(
pm

x,k − rx

)2
+
(

pm
y,k − ry

)2
+
(

pm
z,k − rz

)2
(9)

where rx, ry, rz are the three-dimensional coordinates of the observation node. A sim-

ilarity metric is introduced to identify the similarity between z(n,m)
k,s and observation

Z = [z1,s, . . . , zl,s], i = [1, . . . , l] , which can be expressed as follows:

bia(n,m)
i,s =

(
zi,s − z(n,m)

k,s

)2
(10)

The observation likelihood is:

p(n)zi,o =
1√

2πRk
exp

− bia(n,m)
i,s

2R2
k

 (11)
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Rk is the observation noise at the kth time step. The sum of weights of particles correspond-
ing to measurement zi,s at observation node s can be expressed as:

wzi,s =
N

∑
n=1

p(n)zi,s (12)

where p(n)zi,s , n = 1, . . . , N represents the weights of the particles corresponding to obser-
vation node s. When N particles’ values are close to the observations, the obtained sum
of the weights is obviously higher than the sum of the weights corresponding to other
measurements, then the maximum weight zi,s is determined as the distance observation of
target m at observation node s, which is used to establish the matching chain according to
the time step and the target:

links =
[
link1

s , . . . , linkm
s , . . . , linkM

s

]
(13)

where linkm
s represents the measurement of target m collected by observation node (s,

m = 1, . . . , M, s = 1, . . . , 4). Then the established relationship between the target and the
corresponding observation is uploaded to the information fusion layer. In the information
fusion layer, the observations uploaded by four observation nodes are collected, and then
they are used to estimate the targets’ states in the fusion layer particle set.

Algorithm 1: Particle filter in observation layer.

Initialize: for n = 1 to N, m = 1 to M do
Sample x(n,m)

s,0 ∼ Pm
s,0(·)

end
Update:
for k = 1, 2, . . . do

Sample from 1
N ∑N

n=1 p
(

xm
k | x(n,m)

k−1

)
to get{

x̃(n,m)
s,k

}
, n = 1, . . . , N, m = 1, . . . , M

Importance sampling:
for n = 1 to N, m = 1 to M do

Update particle weight w(n,m)
s,k = p

(
zk | x̃(n,m)

s,k

)
end

Normalize weight W(n,m)
k =

w(n,m)
k

∑N
n=1 w(n,m)

k

Resample from ∑N
n=1 W(n,m)

s,k δ
x̂(n,m)

s,k

(
xm

s,k

)
to get{

x(n,m)
s,k

}
, n = 1, . . . , N, m = 1, . . . , M, s = 1, . . . , 4

Output: The approximate posterior local PDF of observation node s is
p
(

xm
s,k | zm

1:k

)
≈ 1

N ∑N
n=1 δ

x(n,m)
s,k

(
xm

s,k

)
end

3.2.2. Particle Filter and Data Fusion Method in the Information Fusion Layer

After collecting information from four observation nodes, the fusion layer calculates
the positions of the targets. which is collected by matrix D.

D = [link1, link2, link3,link4] (14)

each row in matrix D represents an observation of a target.
We denote the matrix D as: D = [D1, . . . , Dm, . . . , DM]T , and use the observation of

the targets to estimate their states and obtain the fusion particles’ weights. According to the
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weights of the spatial state particles in the information fusion layer, the current global state
estimation of the target is obtained. The trajectory of the target is calculated by referring to
observations and historical states. The details are as follows:

Suppose that at time step k, the target m is observed by the observation node s,
where the observation set of node s is Zm

s,k =
[
zm

s,0, . . . , zm
s,k

]
, the local filtering particle set

is
{

x(n,m)
s,k , w(n,m)

s,k

}N

n=1
. The system node independently filters the spatial particle state{

x(n,m)
F,k

}N

n=1
. Since the fusion layer uses an independent particle filter algorithm, it is

necessary to estimate the non-normalized weights of particles in this layer. The global
particles meet the conditional PDF:

p
(

xm
k | Zm

1:4,k

)
∝

4

∏
s=1

 p
(

xm
k | Zm

s,k

)
p
(

xm
k | Zm

s,k−1

)
p
(

xm
k | xm

k−1
)

p
(

xm
k−1 | Zm

1:4,k−1

) (15)

According to the importance sampling function:

w
(

xm
k | Zm

1:4,k

)
= p

(
xm

k | xm
k−1, Zm

1:4,k

)
p
(

xm
k−1 | Zm

1:4,k−1

)
(16)

Then the non-normalized weight of the global particles in the fusion layer is:

w̃m
F,k ∝

4

∏
s=1

 p
(

xm
k | Zm

s,k

)
p
(

xm
k | Zm

s,k−1

)
 p

(
xm

k | xm
k−1

)
w
(

xm
k−1 | Zm

1:4,k

)wm
F,k−1 (17)

Conduct particle filter using sequential importance resampling with sampling function
p
(

xm
k | xm

k−1

)
:

w
(

xm
k | xm

k−1, Zm
1:4,k

)
= p

(
xm

k | xm
k−1
)

(18)

Then the non-normalized weights of the global particles in the fusion layer is:

w̃m
F,k ∝

4

∏
s=1

 p
(

xm
k | Zm

s,k

)
p
(

xm
k | Zm

s,k−1

)
wm

F,k (19)

Since p
(

xm
k | Zm

s,k−1

)
=
∫

p
(

xm
k | xm

k−1

)
p
(

xm
k−1 | Zm

s,k−1

)
dxk−1, (19) can be transformed

into:

w̃m
F,k ∝

4

∏
s=1

 p
(

xm
k | Zm

s,k

)
∫

p
(

xm
k | xm

k−1

)
p
(

xm
k−1 | Zm

s,k−1

)
dxk−1

wm
F,k (20)

Considering the local conditional PDF of the observation node s, the iterative expression of
the global particles’ non-normalized weights in the fusion layer is:

w̃m
F,k =

4

∏
s=1


∑N

n=1 δ
w(n,m)

s,k

(
xm

s,k

)
∑N

n=1 δ
w(n,m)

s,k−1

(
xm

s,k−1

)
wm

F,k (21)

According to the local conditional PDF of each observation node and the probability
model of the state transition equation, the non-normalized weights of the global particles in
the fusion layer can be calculated by the fusion of conditional PDFs. The target’s global state
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estimation can be obtained using the spatial state particle set, and the target’s trajectory can
be calculated by referring to historical data.

According to the theory of signal detection and estimation, the probability model of
the motion state equation of each observation node can be obtained from (4) and system
noise wk [28]:

p
(

xm
k | x(m,n)

s,k−1

)
=

1
(2π)ns/2|Q|1/2 exp

−
(

xm
k − Fx(m,n)

s,k−1

)T
Q−1

(
xm

k − Fx(m,n)
s,k−1

)
2

 (22)

where Q is the covariance matrix of system noise, and nx is the dimension of state x.
According to (4), nx = 9. Q is expressed as:

Q =



t t2/2 t3/3 0 0 0 0 0 0
t2/2 t t2/2 0 0 0 0 0 0
t3/3 t2/2 t 0 0 0 0 0 0

0 0 0 t t2/2 t3/3 0 0 0
0 0 0 t2/2 t t2/2 0 0 0
0 0 0 t3/3 t2/2 t 0 0 0
0 0 0 0 0 0 t t2/2 t3/3
0 0 0 0 0 0 t2/2 t t2/2
0 0 0 0 0 0 t3/3 t2/2 1


(23)

where, t is the sampling interval.
In addition, when two targets’ trajectories intersect in a small area, the spatial char-

acteristics of the targets are very similar, which leads to the result that it is difficult to
effectively correlate the observed data of the observation node to the target. To solve this
problem, we use a strategy with a threshold, which introduces distance detection to the
fusion layer to identify which observation to use in the data observation layer. When the
distance between targets is smaller than the threshold χ, the data observation layer is only
responsible for detecting and determining the relationship between targets’ positions, while
the fusion layer would independently update the targets’ states by taking the targets’ state
estimation at the previous time step as the observation according to historical data. Above
steps will be repeated until the two targets enter a safe distance.

3.3. Time Complexity of TLPF-DPF

The time complexity of the standard particle filter algorithm is O
(

Nn2
x
)

[29], where
nx is the number of states and N is the number of particles. In the data observation layer,
we propose Algorithm 1 for estimating the targets’ states, where each target corresponds to
a particle set, so the time complexity of Algorithm 1 is O

(
MNdn2

x
)
, where M is the number

of targets and Nd is the number of particles in the data observation layer. In the information
fusion layer, the particle filtering algorithm is also applied for estimating the global states
of the targets. The major difference between the particle filter for information fusion and
Algorithm 1 is that all observations are considered from four observation nodes. Thus,
the time complexity of the particle filtering algorithm in the information fusion layer is
O
(
4MNin2

x
)
, where Ni is the number of particles in the data observation layer.

4. Simulation Results

In this section, we conduct simulations in the scenario where the targets are in the
dense area. By analyzing the positioning error and comparing the proposed algorithm with
other classical distributed filter algorithms when the targets are close to each other and
their trajectories intersect, we verify the tracking performance of the proposed multi-target
tracking algorithm.
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4.1. Simulation Setting

To evaluate the performance of the algorithm, we assume that two targets are relatively
close and their trajectories intersect.

As shown in Figure 4, two targets’ trajectories are overlapped when they are close to
the intersecting point. We set their trajectories as follows:

Target 1: 
x(k) = 50× sin(2πk/102) + 50
y(k) = 0.04× (k− 50)2

z(k) = k
(24)

Target 2: 
x(k) = 50× sin(2πk/102) + 50
y(k) = −0.04× (k− 50)2 + 100
z(k) = k

(25)

where k is a parameter of the trajectory. The sampling interval is 1s. We stipulate that
when the distance between two targets is less than 100 m, the targets enter a dense area.
In addition, the distance threshold χ between two targets is set to 3. One system node
and four observation nodes are deployed in the three-dimensional space, which are desig-
nated as the monitoring system. The vertexes’ coordinates (x, y, z) of the dense area are
(1, 1, 1), (100, 100, 100), (1, 100, 1), (100, 1, 1) respectively.

Figure 4. Trajectories of targets in the dense area

To verify the reliability and tracking accuracy of the proposed underwater target
tracking algorithm for a non-Gaussian and nonlinear system, false alarms and noise in-
terference are added to the observation of each node. Considering the complexity of
underwater environment, the observation noise is modeled as a complex Gaussian mixture
noise (GMN) model:

GMN = GN + 0.5× randn + 2× randn + 3× randn + 6× randn (26)

(0.5× randn), (2× randn), (3× randn), (6× randn) represent Gaussian noises with differ-
ent variances, which can be viewed as the random variances of the Gaussian mixture noise.

Figure 5 shows the noise distribution in the simulation with 1000 samples. Figure 5a,b
illustrate the histograms of different noise amplitude’s counts under Gaussian noise and
Gaussian mixture noise.

The accuracy of the posterior estimation for the target’s real state in the particle filter is
positively correlated with the number of particles. However, the computation complexity
of the algorithm also increases when the number of particles becomes larger. Considering
this dilemma, we set the number of particles according to the task complexity of different
layers. In the data observation layer, the demand for particle numbers is not high for the
measurement and processing of distance information. However, the information fusion
layer’s particle filter involves the global state estimation, so sufficient particles are required
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to ensure accurate estimation. Therefore, we set particle numbers of the data observation
layer and the information fusion layer to 1000 and 10,000 respectively.

(a) (b)

Figure 5. Amplitude distribution histogram of compound noise. −1 (a) Histogram of Gaussian noise
distribution. (b) Histogram of Gaussian mixture noise distribution.

4.2. Comparison And Analysis

According to the above setting, under the interference of Gaussian mixture noises,
the tracking results of the proposed algorithm in three-dimensional space are shown in
Figure 6. The tracking accuracy keeps relatively high with minor bias when targets are
close to each other but not intersecting in the dense area. Even when the targets intersect
in a short time interval, the states and trajectories of the targets can still be accurately
obtained. The tracking accuracy is relatively high in the whole process of simulation
without significant degradation in the given monitoring area, which proves the effectiveness
of the proposed algorithm.

Figure 6. Trajectories of targets’ tracking in 3D space.

In order to verify the advantages of TLPF-DPF positioning algorithm, we compare it
with the particle filter algorithm based on distributed fusion (PF-DF) [30] and the extended
Kalman filter algorithm based on distributed fusion (EKF-DF) [31] under the same model
and scenario setting. For the filtering algorithms in [30,31]. We apply them to the distributed
structure and use their classical state estimation methods to track underwater targets.

Tables 1 and 2 list the average error (eave), maximum error(emax) and minimum
error(emin) of different methods with Gaussian noise and Gaussian mixture noise. The
standard deviation of the error (estd) is also listed in Table 2. Figure 7a,b illustrate the
positioning errors under Gaussian noise. Figure 8a,b illustrate the positioning errors under
Gaussian mixture noise.
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Table 1. Comparison of positioning errors with Gaussian noise.

Target Method emax emin eave

Target 1 TLPF-DPF 3.167 0.476 1.583
Target 1 PF-PF 3.533 0.956 1.767
Target 1 EKF-PF 3.657 0.514 1.990
Target 2 TLPF-DPF 3.567 0.624 1.794
Target 2 PF-PF 3.523 1.161 2.016
Target 2 EKF-PF 4.284 0.970 2.205

Table 2. Comparison of positioning errors with Gaussian mixture noise.

Target Method emax emin eave estd

Target 1 TLPF-DPF 3.567 0.476 1.783 0.947
Target 1 PF-PF 4.722 1.065 2.474 1.065
Target 1 EKF-PF 6.657 0.714 3.541 1.579
Target 2 TLPF-DPF 3.497 0.624 1.814 0.802
Target 2 PF-PF 4.621 1.348 2.517 0.905
Target 2 EKF-PF 6.284 1.615 3.792 1.339

(a) (b)

Figure 7. Targets’ Tracking Error Under Gaussian Noise. (a) Target 1’s Positioning Error under
Gaussian Noise. (b) Target 2’s Positioning Error under Gaussian Noise.

(a) (b)

Figure 8. Targets’ Tracking Error Under Gaussian Mixture Noise. (a) Target 1’s Positioning Error
under Gaussian Mixture Noise. (b) Target 2’s Positioning Error under Gaussian Mixture Noise.

From Tables 1 and 2, we can conclude that the proposed algorithm achieves higher
multi-target tracking accuracy in the presence of complex noises. Compared with PF-DF, its
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average positioning error is less by nearly 30%. Owing to the usage of the dynamic network
resource allocation mechanism, the positioning accuracy of the three algorithms is relatively
high and stable, which illustrates that the proposed dynamic allocation mechanism can
support positioning algorithms for accurate and efficient observation under Gaussian noise.

Under Gaussian noises, it can be seen from Figure 7a,b that the positioning error
increases when the two targets enter the intersecting region when t = 20 s and t = 83 s.
However, the proposed algorithm achieves higher positioning accuracy in the intersecting
region through the whole tracking process.

According to Figure 8a,b, when targets are close to each other under Gaussian mixture
noise, the proposed method also achieves higher tracking accuracy compared with other
methods. Even in the intersecting region, the proposed method can still ensure stable
tracking performance while other methods degrade significantly.

Since the initial states plays a vital role in the traditional particle filter algorithm, we
tend to evaluate the robustness of the proposed algorithm under different initial states.
We change the initial state by adding a Gaussian noise κ× randn to it, where randn is a
standard normal distribution and κ is a parameter of standard deviation. The results are
shown in Table 3.

Table 3. Comparison of positioning errors with different initial states.

Target κ emax emin eave

Target 1 1 6.249 0.503 1.863
Target 1 2 8.111 0.810 2.072
Target 1 3 9.969 1.175 2.381
Target 2 1 6.702 0.415 1.848
Target 2 2 7.448 0.910 2.196
Target 2 3 9.166 1.283 2.290

According to Table 3, we can draw the conclusion that different initial states of nodes
do not lead to an significant performance degradation, which proves the robustness of the
proposed algorithm.

Next, we change the number of particles in the information fusion layer to illustrate its
affect on the proposed algorithm. The details are shown in Table 4, where N is the number
of particles.

Table 4. Comparison of positioning errors with different number of particles.

Target N emax emin eave

Target 1 2000 6.387 2.105 4.143
Target 1 5000 4.755 1.649 2.202
Target 1 10,000 3.366 0.357 1.733
Target 2 2000 6.794 2.777 3.500
Target 2 5000 4.308 1.216 2.255
Target 2 10,000 3.436 0.381 1.825

As shown in Table 4, the average error eave decreases with the number of particles
increases, which matches the characteristics of particle filter algorithm.

We also change the velocity of target 1 by adjusting a parameter v . The trajectory of
target 1 is: 

x(k) = v× sin(2πk/102) + 50
y(k) = 0.04× (k− 50)2

z(k) = k
(27)

As shown in Table 5, the change in target 1 ‘s velocity has little impact on the average
error , which illustrates the good stability of the proposed algorithm.
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Table 5. Comparison of positioning errors with different velocity of target 1.

Target v emax emin eave

Target 1 2000 3.603 0.214 1.771
Target 1 5000 3.596 0.187 1.719
Target 1 10000 3.682 0.558 1.814

Besides, the uncertainty of the target’s trajectory may also have negative effects on the
target tracking algorithm. To evaluate our proposed algorithm, we add a Gaussian noise
on the y-axis of target 1’s trajectory. The trajectory of target 1 becomes:

x(k) = 50× sin(2πk/102) + 50
y(k) = 0.04× (k− 50)2 + λ× randn
z(k) = k

(28)

where λ is the standard deviation of the Gaussian noise. The results are shown in Table 6.

Table 6. Comparison of positioning errors with different Gaussian noise of target 1’s trajectory.

Target λ emax emin eave

Target 1 0.1 3.699 0.210 1.764
Target 1 0.5 3.664 0.223 1.775
Target 1 1 3.712 0.202 1.781

As shown in Table 6, the influence of different λ on the average error eave is minor,
which illustrates the robustness of our proposed algorithm.

We also evaluate our proposed algorithm with different kinds of non-Gaussian noises.
Concretely, three different types of non-Gaussian noises are designed:

G1 = U(0, 20) (29)

G2 = Laplace(0, 20) (30)

G3 = Exp(30) (31)

where G1 is a uniform distribution, G2 is a Laplace distribution and G3 is an exponential
distribution. The results are shown in Table 7.

Table 7. Comparison of positioning errors with non-Gaussian noises.

Target Noise emax emin eave

Target 1 G1 3.097 0.445 1.313
Target 1 G2 2.641 0.183 1.485
Target 1 G3 3.037 0.139 1.411

As shown in Table 7, eave keeps within an acceptable range, which illustrates that the
proposed algorithm can effectively cope with different non-Gaussian noises.

Moreover, we have tested our proposed algorithm on a Raspberry Pi (RPi) with a
1.4-GHz 64-bit quad-core processor, which is an applicable hardware setup for underwater
monitoring network. Since the computation cost mainly depends on the particle filter
algorithm for information fusion, we evaluate the average running time of the proposed
algorithm in the information fusion layer with different numbers of particles. The details
are shown in Table 8.



J. Mar. Sci. Eng. 2023, 11, 858 16 of 17

Table 8. Running time of the proposed algorithm.

N 500 1000 5000 10,000

Time (s) 0.019 0.079 0.647 1.623

In practical, N = 5000 is sufficient for accurate target tracking, the running time
when N = 5000 can be neglected compared with the expensive data communication in
the underwater environment. Thus, the time complexity of the proposed algorithm is
acceptable for real-time applications.

To sum up, the proposed multi-target tracking algorithm can deal with complex
environmental noises and the scenario when targets’ trajectories intersect, which achieves
better performance compared with other tracking methods in terms of positioning accuracy
and stability.

5. Conclusions and Future Work

In this paper, we study the multi-targets’ tracking process in a dense underwater
area. In order to improve the tracking performance under the impact of environmental
interference, a position estimation model based on geometric constraints and a dynamic
allocation mechanism of network resources based on prior position estimation are proposed
to reduce the difficulty of obtaining observations and accurate initial states. On this basis,
we propose an underwater multi-target tracking algorithm based on TLPF-DPF to deal
with the complex noises and observation mismatching problem when targets’ trajectories
intersect. Finally, the simulation is carried out with multiple targets in the three-dimensional
dense underwater area. The results show that the proposed method improves the accuracy
and robustness of multi-target tracking when targets’ trajectories intersect.

In future work, we intend to establish a model that can Further reduce computational
complexity to ensure the scalability of the algorithm. Additionally, we aim to consider the
impact of underwater communication delay and packet loss to make the algorithm more
robust to extreme underwater environments.
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