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Abstract: In the context of torpedo guidance systems, the performance of active sonar in channel
parameter estimation and target detection and recognition is significantly degraded by the multipath
effect and the time-varying characteristics of the underwater acoustic (UWA) channel. Therefore, it
is urgent to propose an algorithm that can accurately estimate the channel parameters in multipath
time-varying UWA channels. To solve these problems, this study developed a modified phase
transform (PHAT)-weighted function and applied it to the orthogonal matching pursuit (OMP)
algorithm, named M-PHAT-OMP. The proposed algorithm is more robust, improves the resolution of
the time delay and further improves the estimation accuracy of the parameters in the case of motion.
Furthermore, with the aim of solving the problem of the difficulty that the traditional OMP algorithm
has in determining sparsity, this study proposes a joint-threshold method, where the threshold value
serves as the condition for terminating the algorithm’s iteration. The simulation results demonstrate
that the M-PHAT-OMP algorithm proposed in this study exhibits a superior performance compared
to other algorithms, as evidenced by its lower root mean square error (RMSE) for delay. Moreover, the
experimental results also validate that the proposed algorithm has superior robustness and resolution
of the time delay in practical applications.

Keywords: sparse-channel estimation; frequency estimation; weighted function; modified PHAT-
weighted orthogonal matching pursuit algorithm (M-PHAT-OMP)

1. Introduction

The underwater acoustic channel exhibits extremely complex characteristics, which
will generate coherent multipath signals when sound waves undergo the effects of inter-
faces and scatter. Due to the slow speed of sound waves, any movement of the platform
will cause a Doppler effect that cannot be ignored [1,2]. Therefore, the underwater acoustic
channel is a type of dual-propagation (time and frequency) channel. Moreover, the scat-
tering of the irregular seabed terrain and the influence of the wind and waves at the sea’s
surface cause the channel to exhibit time-varying characteristics [3]. Currently, underwater
sensing applications, such as ocean detection, seabed surveillance and acoustic early warn-
ing systems [4], which use acoustic waves as a transmission medium, are subject to the
aforementioned characteristics of the channel. These can result in signal distortion, energy
attenuation and other issues that ultimately affect the accuracy of the system’s output.
Therefore, it is crucial to accurately estimate the parameters of the underwater acoustic
channel. The purpose of channel estimation is to use the appropriate means to enhance
the compatibility between the detection system and the marine environment, as well as
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improve the efficiency and reliability of target detection based on the estimated characteris-
tics of the underwater acoustic channel. This study presents an OMP algorithm based on
the modified PHAT-weighted function, which improves the accuracy of the estimation and
robustness of the algorithm.

Real channels have sparse characteristics; that is, most of the channel’s energy is con-
centrated around a few delay and/or Doppler values [5], thereby reducing the unknowns of
the channel estimation. Conventional channel estimation algorithms, such as least squares
(LS) [6,7], minimum mean square error (MMSE) [8] and linear minimum mean square error
(LMMSE) [9], ignore the sparsity of real underwater acoustic channels [10]. When the signal-
to-noise ratio (SNR) is low, the estimated error of these algorithms increases significantly,
and they cannot meet the performance requirements of the increasingly more sophisticated
underwater acoustic systems. With the development of the sparse characteristics of the
UWA channel, sparse recovery algorithms based on compressed sensing have become an
important research direction in the field of channel estimation [11–15], the most representa-
tive of which is the orthogonal matching pursuit (OMP) algorithm [10,16]. Nevertheless,
this method still has some limitations. The sparsity determines the number of iterations
and the estimation accuracy of the algorithm. The size of the dictionary matrix [17–19] de-
termines the computation amount and estimation accuracy of the algorithm. For example,
if the dictionary matrix is not complete, then the inaccurate selection of the dictionary’s
column atoms during the updating process may result in the failure of the reconstruction. If
the dictionary is too comprehensive, then the inner product between the observation vector
and the dictionary’s column atoms will increase the computation [20], thereby reducing
the real-time performance of the algorithm in the iterative process. Additionally, in the
presence of a low SNR, the algorithm’s performance deteriorates, as the selection of the
sparsity value relies upon experience, and it is crucial to establish appropriate termination
conditions for running the algorithm. At present, many scholars have proposed improved
algorithms with better performances based on conventional OMP algorithms. To enhance
the algorithm’s efficiency and optimize the runtime, Hu et al. introduced a low-complexity
OMP search method that used coarse-to-fine grid searches [20]. However, this method
assumed equal amplitudes of the elements in the channel’s coefficient vector, which was
impractical. To address this issue, Yu et al. utilized FFT to compute the inner products, and
proposed an OMP algorithm based on fast block Fourier transform [21], which reduced the
computational complexity while maintaining the same performance as the original OMP
algorithm. Wan et al. [22] derived a closed-form path-delay estimate for OMP channel
estimation, which utilized the characteristic of the Hermitian inner product between the
pilot-compensated frequency vector of the observation and the columns of the dictionary
matrix, and proposed a two-step scheme to search the samples in the closed-form esti-
mation to further reduce the computational complexity. Ma et al. [23] proposed an OMP
algorithm based on interpolation that utilized the calculated frequency domain, resulting
in improved accuracy in its estimations of the path delay while maintaining low computa-
tional complexity. To avoid repeated calculations in each iteration of the traditional OMP
method, Gang et al. precomputed the Hermitian inner-product matrix for the candidate
path signatures [24]; the path gain only needed to be estimated once using the LS algo-
rithm at the end of the iteration, which reduced the demands of computation. Chunguo
Li et al. [25] correctly calculated the cost function of OMP by using the pilot length and
the number of pilot blocks, thereby greatly reducing the complexity of sparse-channel
estimation in the OMP. An algorithm that employed physical sparsity to determine the
termination condition [26] suffered from a limited estimation accuracy under high-level
noise and had difficulty balancing the accuracy of the estimation and the computational cost
at low noise levels. To address this issue, an adaptive OMP algorithm was proposed [27].
On the basis of the sparsity adaptive matching pursuit (SAMP) algorithm, Zhang et al. [28]
proposed an adaptive-step SAMP algorithm, which realized the algorithm without prior
knowledge of the channel’s sparsity. The step size was adjusted adaptively to approximate
the true dilution, thereby improving the accuracy of the channel estimation. Quan et al. [29]
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applied the Gram–Schmidt method to resolve the delay–Doppler parameters during the
matching iterations of tracking, which avoided the computational complexity of inverting
a matrix and enhanced the robustness and effectiveness of estimating the delay–Doppler
parameters. Zuofu Wang et al. [30] proposed a synchronous orthogonal matching pursuit
algorithm based on exponential smoothing (ES-SOMP). The algorithm first uses the re-
covery algorithm based on a joint-sparse model to estimate the UWA channel, and then
it models the problem of channel estimation as a joint-sparse recovery problem. It then
uses the exponential smoothing method to de-noise the estimated channel. The results of
the simulation showed that the performance of the algorithm was improved by 2–3 dB
compared with the traditional OMP and SOMP algorithms.

As can be seen from the above, most OMP algorithms have been studied according to
how to reduce the computational complexity and choose the appropriate sparsity. Consid-
ering the above two factors, this study proposes an OMP algorithm based on the modified
PHAT-weighted function to further improve the accuracy of the estimation and the robust-
ness of the algorithm. In this algorithm, the traditional OMP algorithm’s inner-product
process for selecting the best atomic index is replaced by the FFT method, which reduces
the computational burden [21]. In addition, on the basis of the frequency-domain calcula-
tions above, we also utilized the generalized cross-correlation (GCC) algorithm [31] of the
improved PHAT-weighted function to enhance the resolution of the time delay. At the same
time, an adaptive threshold was used to filter the channel parameter information, reducing
the estimation errors. Through numerical simulation and an analysis of the experimental
data, it was verified that the proposed algorithm exhibited superior estimation accuracy
for both static and dynamic targets.

The rest of this study is organized as follows. In Section 2, we present the system model
and the theoretical foundation, and show the theoretical derivation of the OMP algorithm
based on the modified PHAT-weighted function. Section 3 analyzes the performances of
different weighted functions for estimating the time delay and explores the characteristics
of the M-PHAT-OMP algorithm in the case of stationary and moving sources of sound. In
Section 4, we describe an experiment carried out in Lake Qiandao, and the test results are
analyzed to show the feasibility of the proposed algorithm. Finally, the conclusions are
given in Section 5.

2. Materials and Methods
2.1. System Model

In this study, the UWA channel was assumed to be a linear time-invariant coherent
multipath sparse channel in one observation period. The channel can be described by a time-
invariant filter with a sparse tap distribution. In the coherent multipath channel model, the
sound wave is transmitted from the transmitting transducer and reaches the hydrophone
through multiple paths that are reflected by the boundaries. The signal received by the
hydrophone is the superposition of the signals from different paths, so it will have different
degrees of distortion and fading compared with the original signal. If we assume that the
total number of acoustic paths is L, then the amplitude of the path l is αl , the time delay
is τl and the impulse response function of the underwater acoustic multipath channel is
as follows:

h(t) =
L

∑
l=1

αlδ(t− τl) (1)

The transmitted signal (s(t)) propagates through the underwater acoustic channel to
the receiver, and the received signal (y(t)) can be expressed as follows [32]:

y(t) = s(t) ∗ h(t) + w(t) =
L

∑
l=1

αls(t− τl) + w(t), (i = 1, 2, · · · , N) (2)
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where ∗ represents the convolution operation, and w(t) is the Gaussian white noise with a
mean value of zero. However, discrete sampling points are commonly utilized to replace
continuous analog signals in practice. The discrete form of the received signals is as follows:

y[m] =
N−1

∑
k=0

s[m− k]h[k] + w[m], m = 0, . . . , M− 1 (3)

y[m] = y(m∆t), m = 0, . . . , M− 1 (4)

s[m] = s(m∆t), m = 0, . . . , M− 1 (5)

where h[m], (m = 1, . . . , N − 1) represents the impulse response of the channel; N repre-
sents the length of the channel; M represents the length of the observation window; y[m]
and s[m] are the discrete received and transmitted signals, respectively; and w[m] is the
discrete additive noise. Equation (3) can be expressed in matrix form as follows:

y[0]
y[1]

...
y[M− 1]

 =


s[0] s[−1] · · · s[−N + 1]
s[1] s[0] · · · s[−N + 2]

...
...

...
...

s[M− 1] s[M− 2] · · · s[M− N]




h[0]
h[1]

...
h[N − 1]

+


w[0]
w[1]

...
w[M− 1]

 (6)

Equation (6) can be simplified as follows:

y = Ah + w (7)

where A is defined as a Toeplize matrix with M× N dimensions composed of the sending
signals; it is also called the dictionary matrix or observation matrix:

A =


s[0] s[−1] · · · s[−N + 1]
s[1] s[0] · · · s[−N + 2]

...
...

...
...

s[M− 1] s[M− 2] · · · s[M− N]

 (8)

Due to the sparsity of the underwater acoustic channel, most components of the
impulse response in the multichannel are zero. Therefore, the task of estimating the
underwater acoustic channel can be solved by a compressed sensing algorithm.

2.2. Generalized Cross-Correlation Algorithm

The conventional OMP algorithm has strict requirements regarding the dictionary
matrix. Incomplete elements of the dictionary matrix can cause serious errors or even cause
the estimation to fail, while a too-complete dictionary matrix can increase the computational
demand. To solve this problem, this study proposed a GCC algorithm with a weighted
function, based on the frequency-domain calculation method [23], to obtain the information
on the time delay corresponding to the maximum value in each iteration. According to this
information, the optimal atomic sequence in this iteration can be constructed. If we assume
that x(t) is the transmitting signal and y(t) is the receiving signal, then the expression for
the GCC function (Rxy(τ)), given the signals x(t) and y(t), is as follows:

Rxy(τ) =

+∞∫
−∞

φxy(ω)X(ω)Y∗(ω)e−jωτdω (9)

where (·)∗ represents the complex conjugate. The calculation process is shown in Figure 1.
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The cross-correlation function can be obtained by performing an inverse Fourier
transform on the cross-power spectral density function of two signals. The utilization of
fast Fourier transform accelerates the speed of the computation, thereby enhancing the
real-time performance of the GCC algorithm. The resolution of the delay in the basic GCC
algorithm is reduced when the signal contains a strong spectral component. The weighted
function serves as a pre-filter for the signal, effectively enhancing the spectral components
of the response while suppressing those of the noise, thereby improving the resolution of
the delay. The conventional weighted functions commonly used are shown in Table 1 [33].

Table 1. Conventional weighted functions.

Function ROTH SCOT PHAT HB

φ(ω) 1
Sxx(ω)

or 1
Syy(ω)

1√
Sxx(ω)Syy(ω)

1
|Sxy(ω)|

|Sxy(ω)|
Sxx(ω)Syy(ω)

In Table 1, Sxx(ω) and Syy(ω) are the self-power spectra of the signals x(n) and y(n),
respectively, while Sxy(ω) is the cross-power spectrum of signal x(n) and signal y(n). The
ROTH function effectively suppresses the regions of frequency with high noise levels, but it
exhibits the phenomenon of expansion, and its applicability is limited. Based on the ROTH
function, the SCOT function considers the impact of both signals on the cross-correlation
results. However, when the densities of the power spectra of the received signals in two
channels are identical, false peaks may occur. The HB function pre-whitens the input
signal by normalizing its self-power spectrum, thereby reducing errors. However, when
the SNR is low, the performance of the HB algorithm decreases. The PHAT function acts as
a whitening filter, sharpening the peak of the cross-correlation function. However, when
the signal’s power is the lowest, the numerator approaches zero, resulting in an increase in
the error of calculation.

2.3. Modified PHAT-Weighted Function

In order to solve the problem of the sharp decrease in the performances of the weighted
functions above at a low SNR, this study proposed an improved PHAT-weighted func-
tion [34], which is denoted M-PHAT. The expression of the weighted function is as follows:

φM−PHAT(ω) =

∣∣γxy(ω)
∣∣∣∣Sxy(ω)

∣∣α + β
(10)

where
∣∣γxy(w)

∣∣ is the modular coherent function, which is expressed as follows [33]:

∣∣γxy(ω)
∣∣ = ∣∣Sxy(ω)

∣∣√
Sxx(ω) · Syy(ω)

(11)
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By substituting the modulus coherence function into the M-PHAT-weighted formula,
we obtain the following equation:

φM−PHAT(ω) =

∣∣Sxy(ω)
∣∣√

Sxx(ω) · Syy(ω) · (
∣∣Sxy(ω)

∣∣α + β)
(12)

The modulus coherence function includes the cross-correlation of the two signals,
and when the signal’s energy is low, the weight is reduced correspondingly to suppress
the noise. In Equation (12), the exponent α is used to reduce the negative impact caused
by a signal with too little power, improve its capacity for suppressing spurious peaks in
low-SNR scenarios and reduce the impact of noise on the estimation of the delay. The value
of α ranges from 0 to 1. When α = 0, it is equivalent to the product of the basic window
function with a constant weight and the modular coherence function, but the resolution is
poor. When α = 1, the weighted function is the product of the PHAT-weighted function
and the modulus coherence function, which is greatly affected by noise. In order to find a
weighted function with good anti-noise performance and strong stability, a certain amount
of resolution is sacrificed, and a value between 0 and 1 is selected. When the signal energy
is weak, a constant (β(β > 0)) is introduced into the denominator of the weighted function
to prevent large errors caused by the denominator approaching zero.

According to the K-fold verification method, when α = 0.75 and β = 1, the anti-noise
performance of the algorithm has achieved the ideal effect; thus, these two values were
selected as constants in the function.

The performance of the algorithm for estimating the time delay is usually quanti-
fied according to its accuracy (Rac) and root mean square error (RMSE) (RRMSE). The
expressions of the Rac and RRMSE are as follows:

Rac =
Ncorrect

N
× 100% (13)

RRMSE =

√√√√ 1
N × L

N

∑
i=1

L

∑
j=1

(
τij − τ0j

)2 (14)

In Equation (13), Ncorrect is the number of correct estimates; when the estimated value
is consistent with the real value, it is recorded as a correct estimate. N is the total number
of estimates, L is the number of acoustic paths,τ0j is the jth element in the real-delay vector
and τij is the jth element of the delay vector in the ith estimation. When there is only one
channel delay, Equation (14) can be simplified to the following:

RRMSE =

√√√√ 1
N

N

∑
i=1

(τi − τ0)
2 (15)

2.4. The OMP Algorithm Based on Modified PHAT Weighting (M-PHAT-OMP)

In this part, we introduce the M-PHAT-weighted function into the traditional OMP
algorithm, which is called M-PHAT-OMP. The calculation steps of the classical OMP algo-
rithm are introduced in reference [24]; thus, they will not be detailed in this paper. One
of the steps of the classical OMP algorithm is to calculate the inner product between the
observed signal and each column vector in the dictionary matrix, which is equivalent to per-
forming a time-domain cross-correlation calculation, and the column index corresponding
to the maximum value is extracted for updating the index set. Previously, this study ana-
lyzed the advantages of weighted GCC over the time-domain cross-correlation algorithms.
Therefore, we used the M-PHAT-weighted GCC algorithm to replace the time-domain
cross-correlation, which reduced the computational burden, enhanced the accuracy of the
estimation and improved the resolution of the time delay.
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The M-PHAT-weighted algorithm has the property of clustering near the real time
delay, and the maximum value in each cluster is the current estimated value. The M-PHAT-
OMP algorithm utilizes the clustering characteristics of the M-PHAT-weighted algorithm
to compute its energy value through a sliding-window approach. The range of the delay
is determined by finding the maximum value of the energy, and the delay corresponding
to the maximum value in this range is used as the optimal value for each iteration, which
effectively eliminates any outliers and makes the algorithm more robust. The LS algorithm
is used to estimate the amplitudes of the selected delay in each iteration. The jointly
estimated amplitude, shown in Step 7, is used as the threshold, and the information on the
delay corresponding to the threshold value is retained until the iteration terminates.

The specific steps of the M-PHAT-OMP algorithm are shown in Algorithms 1.

Algorithms 1. The specific steps of the M-PHAT-OMP algorithm.

Input:
Received signal y; dictionary D = [d1 d2 · · · d N ];
maximum number of iterations K; pre-measured noise amplitude modulus |Anoise|.

Initialization:
Residual signal: r0 = y; index set: Λ = ∅; rebuild atomic: Φ0 = ∅;
iteration number: k = 0

Iterative process:
Step 1: k = k + 1
Step 2: Find the most matched atomic sequence index (λk).

Using the M-PHAT-weighted GCC method to calculate the cross-correlation,
value (R〈Di ,rk−1〉

(τ)) of the residual (rk) and dictionary sequence (Di), add a
sliding window to the R〈Di ,rk−1〉

(τ) and calculate the energy value in the window.
When the energy reaches its maximum, this corresponds to a range of delay,
and the maximum modulus within this range is selected as the maximum value
of the current cross-correlation sequence, denoted RDi ,rk−1 .The column index (λk)
corresponding to the best atom is as follows:

λk = argmax(
∣∣RDi ,rk−1

∣∣), i = 1, 2, · · · , N
where Di represents the ith column of the observation matrix D.

Step 3: Update the index sets and rebuild the atomic sets:{
Λk = Λk−1 ∪ λk

Φk = Φk−1 ∪Dλk
Step 4: Use the LS algorithm to estimate the channel’s impulse response (CIR):

ĥk =
(
ΦH

k Φk
)−1

ΦH
k y

Step 5: Update the signal’s residuals according to the CIR estimates:
rk = y−Φk ĥk

Step 6: Judgment: if k = K, then stop the iteration and perform Step 7; otherwise, repeat
Steps 1–5.

Step 7: Select the component in ĥ that satisfies
∣∣∣ĥ∣∣∣ < max(|Anoise|, α×mean(

∣∣∣ĥ∣∣∣)) as the final
estimated value.
Output: The estimated value of the CIR, ĥ.

3. Results and Analysis of the Simulation

This section presents some simulations to validate the proposed algorithms. Section 3.1
analyzes the performance of the modified PHAT (M-PHAT)-weighted algorithm, including
the performances of the GCC algorithms based on different weighted functions under the
conditions of a single-path channel and multipath channel with small differences in the
delay. Section 3.2 evaluates the performance of the M-PHAT-OMP algorithm under the
scenarios of static and dynamic sound sources.

The frequency of the torpedo homing signal is mostly higher than 20 kHz. Moreover,
the common forms of the torpedo homing signal include the single-frequency pulse signal,
frequency-modulated pulse signal and so on; thus, this study chose the high-frequency CW
pulse signal for research.
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3.1. Analysis of the Performance of the Modified PHAT-Weighted Algorithm

The performances of the GCC algorithms based on different weighted functions were
analyzed under the conditions of a single-path channel and multipath channel with small
differences in the delay.

3.1.1. Estimation of Time Delay with Single-Path Model

To evaluate the algorithm’s performance with a single-path channel, this study estab-
lished a channel model with only one delay and generated the received signal based on
this model. The statistics of the performances of the algorithms were evaluated through
a Monte Carlo simulation conducted at various levels of the signal-to-noise ratio (SNR).
We defined the SNR as 10lg(σs/σn), where σs and σn represent the power of the signal and
noise, respectively. Then, we determined the Rac and RRMSE of each algorithm at different
SNRs. The parameters of the transmitted signal and channel in the simulation are shown
in Table 2. The curves of the variation in the simulation results with the levels of the SNR
are shown in Figure 2.

Table 2. Parameters of the single-path channel simulation.

Transmitted Signal Parameters Received Signal
Parameters

Information on
Time Delay

Signal Type Pulse Width Frequency Pulse
Period Sampling Rate Time Delay

CW pulse 40 ms 25 kHz 500 ms 262.144 kHz 32 ms
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Figure 2. (a) Accuracy of the estimated time delay under different SNRs. (b) RMSE of the estimated
time delay under different SNRs.

When estimating the delay in a single-path channel, the estimated value of the delay
is determined by identifying the index of the maximum cross-correlation function. The
traditional GCC algorithm exhibited the best performance, as the resolution of the delay
was not taken into consideration, but the M-PHAT function proposed in this study had a
better performance in terms of estimation than the other weighted functions. Figure 2a
shows that the performances of the PHAT, SCOT and HB functions were almost the same.
When the SNR was lower than 0 dB, the Rac of these functions dropped sharply with
a decrease in the SNR. Although the downward trend of the ROTH function exhibited
relative stability with a decrease in the SNR, its correct rate was lower than that of the
M-PHAT function at the same SNR. Compared with the ROTH function, the performance of
the M-PHAT function improved by approximately 4 dB. In this study, when the estimated
value aligned perfectly with the true value, the estimation was deemed to be accurate. The
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evaluation criteria were relatively stringent; thus, the RMSE may more accurately reflect
the algorithm’s performance in practical applications. In Figure 2b, the PHAT, SCOT and
HB functions performed the same, and their RRMSE values were always higher than that of
the M-PHAT algorithm; the RRMSE of the ROTH function at a low SNR was smaller than
that of the PHAT and the other two functions but was still higher than that of the M-PHAT
function. The results of the simulation showed that the M-PHAT function had the best
performance, except for the GCC, with the single-path channel model.

3.1.2. Estimation of Time Delay in Multipath Model

In a multipath underwater acoustic channel from a shallow sea, there is a small
difference in the delay between the direct sound and the reflected sound from the sea’s
surface when the receiving hydrophone is positioned near the surface. It was expected that
the algorithm would still effectively separate the two lines of sound in the presence of a
low SNR. The algorithm requires a higher resolution of the delay at a low SNR.

To verify the capability of the algorithm to resolve the time delay in this case, a
simulation for estimating the time delay was performed for multipath channels with delays
of 32 ms and 32.2 ms. The parameters of the transmitted and received signals are shown in
Table 2. The received signal was added to Gaussian white noise with an SNR of −5 dB, and
the results of the algorithm’s estimation are illustrated in Figure 3.
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Figure 3. GCC algorithms based on different weighted functions when the SNR was −5 dB: (a) GCC
algorithm; (b) PHAT-weighted algorithm; (c) SCOT-weighted algorithm; (d) HB-weighted algorithm;
(e) ROTH-weighted algorithm; (f) M-PHAT-weighted algorithm.

As illustrated in Figure 3, when the relative delay of the multipath was small, the basic
GCC algorithm only presented a single peak, which failed to differentiate the multipath at
an SNR of −5 dB. The estimation results of the commonly used PHAT-, SCOT- and HB-
weighted algorithms were affected by noise and had multiple false peaks, making it difficult
to accurately determine the correct delay. The ROTH-weighted algorithm estimated two
path delays; however, there were estimation errors. The M-PHAT algorithm proposed
in this study still accurately identified two closely spaced delays by extracting the local
extrema. The results of the simulation provided full verification that the M-PHAT function
maintained a better resolution of the time delay, even under low-SNR conditions.
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According to the parameters of the simulation above, this study used the Monte Carlo
simulation method to calculate the statistics of the Rac and RRMSE for each algorithm at
different SNRs. The results of the simulation are as shown in Figure 4.
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Figure 4. (a) Correct rates of the estimated delay under different SNRs. (b) RMSEs of the estimated
delay under different SNRs.

Figure 4a shows the estimated accuracy of each algorithm with the various SNRs,
from which it can be seen that the M-PHAT function proposed in this study had the highest
accuracy. Its accuracy rate exhibited a tendency of rapid initial progress, followed by slower
progress as the SNR increased. Because the GCC function can only estimate a single delay,
the accuracy of its estimation (Rac) was zero, regardless of the SNR. The Rac values of
the PHAT, SCOT and HB functions were almost the same, and their curves were lower
than that of the M-PHAT function. When the SNR was greater than −2 dB, the Rac of
the M-PHAT function was approximately 3 dB higher than those of the aforementioned
three functions. The accuracy of the ROTH function was approximately linearly related
to the SNR, but it was still lower than that of the M-PHAT function. When the SNR was
lower than 6 dB, the difference between the accuracies of the two functions increased
with an increase in the SNR, and the maximum difference was 50%. Figure 4b shows
the RMSEs of the estimated delay of various weighted functions under different SNRs.
The M-PHAT function exhibited the lowest RMSE across all SNR levels and performed
optimally. When the SNR fell below 4 dB, the RMSE of the M-PHAT function reduced
by two orders of magnitude compared with those of the PHAT, SCOT and HB functions.
Furthermore, the overall RMSE reduced by an order of magnitude compared with the
ROTH function. In conclusion, the simulation verified that the M-PHAT function exhibited
a superior resolution of the delay and robustness under low SNR levels.

3.2. Analysis of the Performance of the M-PHAT-OMP Algorithm

The performance of the M-PHAT-OMP algorithm was analyzed through simulations
in which the receiver hydrophone remained stationary, and the sound source was either
fixed or moving.

3.2.1. Evaluation Indicators

In order to evaluate the performance of the algorithm, this study adopted an assess-
ment criterion: the regional focalization degree (RFD), which is defined as follows:

RFDr1,r2 =
∑(i,j)∈Ωr1 ,r2

Y2
ij

∑
i

∑
j

Y2
ij

(16)
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where Ωr1,r2 =
{
(i, j)

∣∣∣Yi′ j′ 6= 0, |i′ − i| ≤ r1, |j′ − j| ≤ r2

}
represents the set of coordinates

covered by all non-zero regions in Y, and r1 and r2 are non-negative integers representing
the size of the local region around the coordinates of the non-zero values in the matrix
(Y). We set r1 = r2 = 10 in this study. The higher the value of the RFD, the more accurate
the algorithm.

When there is a relative motion between the sound source and the receiving hy-
drophone, it is necessary to consider the delay-scaled spread function (DSSF) [35,36], which
contains the time delay, Doppler scale and amplitude. We adopted the normalized mean
squared error of the DSSF (NMSEDSSF) as the performance metric to measure the estimation.

NMSEDSSF =
∑
m

∑
n

∣∣Ĥ[m, n]−H[m, n]
∣∣

∑
m

∑
n
|H[m, n]|2

2

(17)

Here, H[m, n] is the DSSF, and Ĥ[m, n] is the estimation of the H[m, n].
The channel’s power-delay profile (PDP) [37] contains crucial information about the

channel, including the path intensity, density and distance between the transmitter and the
receiver, or between the detector and the target. Therefore, the PDP is a very important
assessment criterion. The PDP can be obtained by reducing the dimensions of the DSSF,
which means removing the scale dimension. The normalized mean squared error of the
power-delay profile (NMSEPDP) can be expressed as follows:

NMSEPDP =
∑
n

∣∣∣∣∑m Ĥ[m, n]−∑
m

H[m, n]
∣∣∣∣

∑
n

∣∣∣∣∑m H[m, n]
∣∣∣∣2

2

(18)

3.2.2. Fixed Source

Simulation 1: Analyzing the resolution of the delay of the proposed algorithm under
conditions with small differences in the delay

Assuming that the position of the receiving/transmitting equipment was fixed, we
used Bellhop software based on the ray model to simulate the channel of the shallow sea.
The parameters of this simulation are shown in Table 3.

Table 3. The parameters used to establish the model of the shallow sea’s channel with Bellhop
software.

Sea Depth Source
Depth

Receiving
Depth

Sending and
Receiving
Distance

Speed of
Sound

Medium
Density

Attenuation
Coefficient

Ray Exit
Angle

80 m 10 m 14.7 m 129 m 1600 m/s 1500 kg/m3 0.3 dB/λ ±30◦
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The parameters of the transmitted and received signals are shown in Table 2. The
receiver continuously received the signal for a duration of 1 min. When the SNR was
−5 dB, the OMP algorithms based on various weighted functions were used to estimate
the multipath information of the current channel.

Figure 5 shows the sound-velocity profile used by Bellhop, and Figure 6 exhibits the
channel’s impulse response at the receiving point. The impulse response indicates that only
two sound rays reached the receiving point, with a difference in the delay of 1.4878 ms.
Figure 7 presents the estimated results of the different algorithms. In the previous sections,
this study showed that the PHAT, SCOT and HB functions exhibited nearly identical
performances. Consequently, the PHAT function was chosen as the representative of these
three weighted functions.
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The results of the simulation indicated that it was challenging to distinguish two mul-
tipath delays with a small difference in the delays using the classical OMP algorithm within
this simulation environment, and the classical OMP algorithm had the same performance
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as the GCC-OMP algorithm. The PHAT-OMP algorithm failed to estimate the delay at this
SNR. The ROTH OMP algorithm could estimate two sources of multipath information;
however, the estimated results exhibited discontinuities and outliers. The M-PHAT-OMP
algorithm proposed in this study estimated two smooth paths with a few outliers, and the
estimated delay deviated from the theoretical value by 0.0192 ms, being approximately
1.4915 ms. The results of the simulation confirmed the excellent robustness and resolution
of delay of the proposed algorithm.

The relative position of the equipment was changed to further analyze the performance
of the proposed algorithm under the condition of more sound lines.

Simulation II: Analyzing the performance of the proposed algorithm with multipath
delay

The source depth and receiving depth were both 25 m. The horizontal distance
between the sender and receiver was 500 m. All other parameters remained consistent with
those in Table 3. Figure 8 shows the channel’s impulse response at the receiving point.
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The parameters of the transmitted and received signals are shown in Table 2. The
transmitted signal was propagated through the upper underwater acoustic channel and
reached the destination. Gaussian white noise was added to the received signal, and
the Monte Carlo simulation method was used to analyze the RMSE, NMSEPDP and RFD
statistics of the different weighted OMP algorithms.

The curves depicted in Figure 9 indicate that the classical OMP algorithm had the
same performance as the GCC-OMP algorithm; however, due to the large amount of
computation, the GCC-OMP algorithm was used in the following section to replace the
classical OMP algorithm [21]. Under low-SNR conditions, the classical OMP algorithm,
which was the same as the GCC-OMP algorithm in this study, exhibited smaller RMSE and
NMSEPDP values compared with those of the PHAT-OMP and ROTH OMP algorithms.
However, its RFD value was higher compared with those of the PHAT-OMP and ROTH
OMP algorithms. That is, in low-SNR scenarios, the performances of the commonly
weighted OMP algorithms were inferior to that of the classical OMP algorithm. The M-
PHAT-OMP algorithm proposed in this study exhibited a superior performance compared
with the other algorithms, as evidenced by its lower RMSE and NMSEPDP and higher RFD
values. The performance of the M-PHAT-OMP algorithm at an SNR of 14 dB surpassed
those of the other algorithms at an SNR of 20 dB. In summary, the M-PHAT-OMP algorithm
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exhibited a superior performance compared with the classical OMP algorithm and the
common weighted OMP algorithms.
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Figure 9. (a–c) Statistical characteristics of different algorithms: (a) RMSE with various SNRs;
(b) NMSEPDP with various SNRs; (c) RFD with various SNRs.

3.2.3. Moving Source

The parameters were the same as those in Simulation II, and the source of the signal
approached the hydrophone at a velocity of 10 m/s. The performances of the different
weighted OMP algorithms were analyzed using the Monte Carlo simulation method when
the sound source was moving. The RMSE, NMSEPDP, NMSEDSSF and RFD statistics under
different SNRs are presented in Figure 10.

The curves depicted in Figure 10 demonstrate that when the relative velocity between
the transmitter and receiver was 10 m/s, the GCC-OMP algorithm exhibited a convergence
in its RMSE at 1.4× 10−4, indicating that the information on the delay was estimated
well. However, the convergence in its RFD was approximately 24.8%, suggesting signifi-
cant errors in the estimated Doppler factor, and its NMSEPDP and NMSEDSSF converged
separately to approximately 1.23 and 1.8, respectively, signifying notable errors in the
estimated information on amplitude. The RMSE and NMSEPDP of the OMP algorithms
based on the PHAT- and ROTH-weighted functions were hardly affected by the SNR,
whereas their RFDs increased with a higher SNR. In other words, as the SNR increased,
the algorithm’s accuracy for estimating the Doppler factor also increased. The RMSE,
NMSEPDP and NMSEDSSF of the M-PHAT-OMP algorithm’s estimations were the smallest
when the SNR was greater than 0 dB, and the curve tended to decline with an increase in the
SNR. When the SNR was 10 dB, both the RMSE and NMSEPDP of the proposed algorithm
exhibited superior performances compared with the convergence error of the classical OMP.
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The proposed algorithm achieved an RFD of 90% at an SNR of 0 dB, which significantly
surpassed the convergence of classical OMP. The results of the simulation demonstrated
that the M-PHAT-OMP algorithm maintained a superior performance compared with the
other OMP algorithms in the context of a moving sound source.
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4. Experimental Results

The performance of the M-PHAT-OMP algorithm was analyzed through an experiment
under conditions in which the receiver hydrophone remained stationary while the sound
source was either fixed or moved.

4.1. Fixed Source

The channel testing experiment was conducted at Lake Qiandao in Hangzhou at the
end of November 2022. The experimental setup and the construction of the experimental
system are illustrated in Figure 11a,b, and the parameters of the experimental equipment
and transmitted signal are shown in Table 4. The gradient of the velocity of the sound
measured in the experimental area of the water is depicted in Figure 5.
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Figure 11. (a) Diagram of the experimental setup. (b) Construction of the experimental test system
used in the lake.

Table 4. The parameters of the experimental equipment and the transmitted signal.

Layout Transmitted Signal Received Signal

Lake
Depth

Source
Depth

Hydrophone
Depth

Sending and
Receiving Distance Signal Type Pulse Width Frequency Pulse Period Sampling Rate

80 m 10 m 14.7 m 129 m CW pulse 40 ms 25 kHz 500 ms 262.144 kHz

Figure 12 illustrates the results of the simulation and those of processing the exper-
imental data on the time history of the channel’s impulse response within 1 min under
these particular conditions. According to the analysis of the experimental results shown
in Figure 12, the matched filtering algorithm could only estimate one delay path, and
its resolution was limited; the estimation results obtained from the GCC-OMP algorithm
exhibited oscillations, which hindered its ability to accurately distinguish between the two
paths. The PHAT-OMP and ROTH OMP algorithms failed to produce accurate estimations.
The M-PHAT-OMP algorithm estimated two smooth multipath paths, and the relative
difference in the delay between the two paths was 1.6746 ms, which deviates from the theo-
retical value by only 0.1873 ms. The experimental results demonstrated that the proposed
algorithm exhibited superior robustness and resolution.
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Figure 12. (a) Diagram of the history of the simulated channel’s impulse response time. (b) Estima-
tion of the channel based on the matched filtering algorithm. (c) Estimation of the channel based
on the CCC-OMP algorithm. (d) Estimation of the channel based on the PHAT-OMP algorithm.
(e) Estimation of the channel based on the ROTH OMP algorithm. (f) Estimation of the channel based
on the M-PHAT-OMP algorithm.

4.2. Moving Sound Source

The ship carried the transmitting transducer away from the receiving hydrophone at a
speed of 1 m/s. The parameters of the experimental setup and the transmitted signal are
shown in Table 5. The experimental results are presented in Figure 13:
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Table 5. The parameters of the experimental layout and the transmitted signal.

Layout Transmitted Signal Received Signal

Lake
Depth

Source
Depth

Hydrophone
Depth

Sending and
Receiving Distance Signal Type Pulse Width Frequency Pulse Period Sampling Rate

80 m 20 m 14.7 m 350 m CW pulse 40 ms 20 kHz 500 ms 262.144 kHz
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Figure 13. (a) Estimation of the channel based on the matched filtering algorithm. (b) Estimation of
the channel based on the GCC-OMP algorithm. (c) Estimation of the channel based on the PHAT-OMP
algorithm. (d) Estimation of the channel based on the ROTH OMP algorithm. (e) Estimation of the
channel based on the M-PHAT-OMP algorithm.
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The analysis of the experimental results indicated that neither the matched filtering
algorithm nor the GCC-OMP algorithm could distinguish between the two paths, and
the estimated paths were discontinuous. The ROTH OMP algorithm failed to estimate
the paths. The PHAT-OMP algorithm could estimate two paths; however, it was unstable
and failed to estimate the corresponding delay at most time points. The M-PHAT-OMP
algorithm clearly distinguished the two paths, and the relative difference in the delay was
about 0.8 ms. The estimated speed of this algorithm was approximately 1 m/s, which was
in close agreement with the predetermined speed. The estimated results of the M-PHAT-
OMP algorithm exhibited greater resolution and superior robustness compared with the
aforementioned algorithms.

5. Conclusions

According to the situation of using narrowband signals to estimate the channel infor-
mation in active sonar, this study proposed a modified PHAT-weighted OMP algorithm
(M-PHAT-OMP). This algorithm is essentially a combination of the fundamental frequency-
domain OMP algorithms and the modified PHAT-weighted GCC algorithm. In this study,
a model of a channel in a shallow sea was established to investigate the performance of the
algorithm under scenarios with stationary and moving sound sources. In each iteration,
the M-PHAT-OMP algorithm updated the index set with the index corresponding to the
peak value of the improved PHAT-weighted GCC algorithm, which not only reduced
the computational burden, but also reduced the RMSE, NMSEPDP and NMSEDSSF and
improved the RFD estimated by the algorithm. The simulation results and the analysis of
the test data of Lake Qiandao demonstrated that the proposed algorithm exhibited superior
robustness and better resolution of the time delay and environmental adaptability than the
classical algorithm under the scenarios of static and dynamic sound sources.

In our upcoming research, we aim to apply the algorithm in more intricate deep-water
channels and challenging sea conditions, and to explore its robustness in the presence of
significant Doppler shifts in the received signal on a large scale.
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