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Abstract: We propose a robust nonlinear trajectory tracking design by integrating a nonlinear model
transformation, robust disturbance eliminator, and trajectory generator for unmanned surface vessels
influenced by modeling uncertainties and ocean environmental disturbances. We designed this non-
linear control law to help control unmanned surface vessels following any designated sail trajectory
constructed by the trajectory generator. With cubic spline interpolation, this trajectory generator can
generate arbitrary smooth trajectories. Simulation results show that the proposed nonlinear robust
control law has precise trajectory tracking performance and a robustness property for unmanned
surface vessels under harsh ocean environmental disturbances and modeling uncertainties.
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generator; cubic spline interpolation; energy consumption; sea marine

1. Introduction

Unmanned surface vessels (USVs) have been developed since the end of World War II.
Studies on USV control designs have grown rapidly for military, civil, and commercial purposes.
They can execute tasks considered too hazardous or difficult for humans to undertake, such
as mine sweep missions, subsea mining, monitoring, etc. In practice, well-developed USVs
can sense harsh ocean environments and operate without human involvement. In the military,
the Republic of Singapore Navy values the warfighting capabilities of USVs for maritime
operations. The Republic of Singapore was the first country in Southeast Asia to deploy USVs
since the early 2000s, such as the 9 m Rafael PROTECTOR USV [1], which is expected to
significantly reduce human labor and prevent humans from undergoing dangerous missions.
The Republic of Singapore Navy’s unmanned surface vessels also detected and neutralized
underwater threats in January 2021. In commercial applications, the world’s first autonomous
and zero-emission container vessel, “Yara Birkeland”, sailed on its maiden voyage from Oslo in
November 2021 [2]. These applications prove that the growing demand for USVs will increase
in future years. Well-developed USV control designs are important to ensure the safe operation
of USVs on the ocean, which is full of external disturbances without a human captain onboard.
An effective control law design guarantees that controlled USVs can track designated trajectories
despite modeling uncertainties and environmental disturbances. To achieve this trajectory-
tracking target, hundreds of works related to the control design of autonomous ships have been
published over the past few decades. Many conventional controllers that do not consider USV
dynamics, such as Fuzzy Logic, PI, or PID controllers, are proposed for ships [3–6]. Under
certain operation conditions, these published controllers were useful for ships’ autonomous
control designs. Unfortunately, control designs based on the existing literature are innately
weak at modeling uncertainties and environmental disturbances. Therefore, they cannot deliver
optimal control performance in practical USV applications. Two nonlinear control laws were
developed for a simplified nonlinear ship model, referred to as the Norrbin nonlinear ship
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model [7,8]. By observing the dynamics of the Norrbin nonlinear ship model, it is apparent
that it does not seem to fully consider USV dynamics (hull resistance, Coriolis and centripetal
forces, etc.). From the control design perspective, the control output for compensating model
approximation error of the controlled USV model will be high if the total model approximation
error is significant. For these reasons, nonlinear control designs, such as a robust adaptive neural
network control algorithm, nonlinear optimal control, or sliding mode control, have also been
developed for USVs [9–13]. In [9–11], heading control designs of unmanned marine vehicles
based on adaptive fuzzy or adaptive neural network control algorithms were investigated.
These kinds of neural network control algorithms usually have high calculation costs and risk
the inability to generate control commands in real-time to operate USVs. In [12], a recently
published study featuring a closed-form control design for waypoint tracking problems in USVs
proposed a complete nonlinear model. This nonlinear optimal control law has the simplest
control structure because it is an analytical solution that performs satisfactory trajectory tracking
performance without considering disturbance effects. However, environmental disturbances
(waves, ocean currents, and wind) or modeling uncertainties are inevitable when USVs sail the
ocean. Hence, the control performance of this less robust control design predictably degrades in
an ocean environment. The authors of [13] delivered a modified sliding mode control law that
used monitoring functions. In this paper, we describe the application of this control method
in USVs and its promising trajectory-tracking results. To solve the aforementioned problems,
we developed a nonlinear robust control law to quickly converge trajectory-tracking errors
at a low calculation cost while considering USV dynamics and simultaneously eliminating
modeling uncertainties and environmental disturbances. This proposed control law integrates
a feedback linearization method, which cancels the nonlinear terms of trajectory-tracking
error dynamics. It also includes a robust disturbance eliminator, which reduces the effects
of modeling uncertainties and environmental disturbances. This paper is organized into the
following sections: Section 2 provides a brief description of the dynamics of a controllable USV;
Section 3 describes the proposed robust control law; Section 4 provides the simulation results
and compares the proposed control method and its competitor to two scenarios; and Section 5
contains our conclusions.

2. Model of the Controlled USV

The six degrees of freedom (six DOF) USV motions can be described by their Body-
frame and Earth frame, respectively. A Body frame with origin Ob is a coordinate frame
designated for moving USVs. Ob is usually chosen as the point overlapping the center
of gravity (CG). In Earth-frame, the motion of the earth has a minor effect on the USVs;
hence, the Earth frame can be regarded as an inertial coordinate. The linear and angular
velocities of a controlled USV can be described using the Body frame, and the position
and orientation of the controlled USV can be obtained from the Earth frame, as shown in
Figure 1 and Table 1.
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Table 1. Coordinate notations of USVS in their body and earth frames.

6 DOF

Forces
(Body-Frame/Earth-

Frame)
(Control Command)

Linear Velocities
(Body Frame)

Positions
(Earth Frame)

1. Motion in the x direction
(surge) Fx/FxE u X

2. Motion in the y direction
(sway) Fy/FyE v Y

3.Motion in the z direction
(heave) Fz/FzE w Z

Moments Angular velocities Euler angles

4. Rotation about the x axis
(roll) τφ/τφE p φ

5. Rotation about the y axis
(pitch) τθ/τθE q θ

6. Rotation about the z axis
(yaw) τψ/τ ψE r ψ

Since USVs’ motions of heave, pitch, and roll are not controllable in practice, the six DOF
model is remodeled as a three DOF dynamics equation in the Earth frame coordinate [14]:

Mη(η̃)
..
η̃ + Cη(B̃, η̃)

.
η̃ + Dη(η̃)

.
η̃ = τη + τdη (1)

where η̃ = [X, Y, ψ]T denotes the real-time position (X and Y) and heading angle (ψ) of
USV in Earth frame coordinates and B̃ = [u, v, r]T denotes the linear velocities with surge
(u) and sway (v) in Body frame coordinates. In this investigation, Mη(η̃) = J−T(η̃)MJ−1(η̃)

represents the inertia mass; Cη(B̃, η̃) = J−T(η̃)[C(B̃)−MJ−1(η̃)
.
J(η̃)]J−1(η̃) denotes the

Coriolis and centripetal matrix; Dη(η̃) = J−T(η̃)DJ−1(η̃) is the damping matrix; τη(η̃) =
J−T(η̃)τinput represents the control command; and τdη(η̃) = J−T(η̃)(τwave + τwind + τcurrent)
represents the overall environmental disturbances induced by random waves (τwave), wind
(τwind), and ocean currents (τcurrent) in Earth frame coordinates, respectively. Details of M,
C(B̃), D, and the transformation matrix J(η̃) are expressed as the following, respectively:

M =

m 0 0
0 m mXG
0 mXG Iz

 (2)

C(B̃) =

 0 0 −mv−mXGr
0 0 mu

mv + mXGr −mu 0

 (3)

D =

−Xu 0 0
0 −Yv −Yr
0 −Nv −Nr

 (4)

J(η̃) =

cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (5)

3. Nonlinear Control Design

We developed a trajectory generator and a robust nonlinear control design for USVs’
trajectory-tracking problem. In conventional tracking designs for USVs, the waypoint
tracking method has been one of the main control designs. However, this kind of tracking
design always results in a high-control gain output, and the outputs of actuators always
exceed their physical limitations. For this reason, we propose a trajectory generator that
constructs almost arbitrary smooth trajectories.
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3.1. Trajectory Generator

Similar to the reasons described above, a smooth desired trajectory plays an impor-
tant role in USVs’ control design because it ensures that controlled USVs can sail without
changing directions and attitudes drastically, which is impossible and dangerous for in-
stalled actuators to perform. The cubic spline interpolation method [15] is often adopted to
construct a smooth trajectory. Points (xd, yd) of the constructed continuous trajectory in this
proposed cubic spline interpolation method are expressed by two piecewise third-order
polynomials that pass through a set of desired waypoints Wp

g =
[
xg yg

]T ∈ R2, for
g = 1,. . ., n, in Earth frame coordinates:

xd(v) = ax
1v3 + ax

2v2 + ax
3v + ax

4 (6)

yd(v) = ay
1v3 + ay

2v2 + ay
3v + ay

4 (7)

where v is a path variable, and parameters (ax
1 , . . . , ax

4 and ay
1, . . . , ay

4) are unknown but
designable coefficients.

Adopting the cubic spline interpolation method to generate a continuous 2-dimensional
trajectory, each piecewise third-order polynomial must satisfy three conditions:

Condition 1: The trajectory through the desired waypoints (xg, yg) and (xg+1, yg+1) must
satisfy (8) and (9).

xd(v) = ax
1v3 + ax

2v2 + ax
3v + ax

4 (8)

yd
(
vg
)
= yg , yd

(
vg+1

)
= yg+1 (9)

Condition 2: The adopted third-order polynomial must be a continuous and smooth
function that is at least twice differentiable.


lim

v→v−g
xd(v) = lim

v→v+
g

xd(v)

lim
v→v−g

x′d(v) = lim
v→v+

g

x′d(v)

lim
v→v−g

x′′d (v) = lim
v→v+

g

x′′d (v)

(10)


lim

v→v−g
yd(v) = lim

v→v+
g

yd(v)

lim
v→v−g

y′d(v) = lim
v→v+

g

y′d(v)

lim
v→v−g

y′′d (v) = lim
v→v+

g

y′′d (v)

(11)

Condition 3: The path variable v should be defined as (12) to prevent the slope of the
trajectory from changing drastically.

v1 = 1

v2 = v1 +
√
(x2 − x1)

2 + (y2 − y1)
2

v3 = v2 +
√
(x3 − x2)

2 + (y3 − y2)
2

...

vg = vg−1 +
√(

xg − xg−1
)2

+
(
yg − yg−1

)2

(12)
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Since two waypoints generate one path, there are 4(n − 1) unknown coefficients in (6)
and (7) that must be identified:

cx =
[
ax

1 , ax
2 , . . . , ax

n−1
]T , ax

j =
[
ax

4j, ax
3j, ax

2j, ax
1j

]
(13)

cy =
[
ay

1, ay
2, . . . , ay

n−1

]T
, ay

j =
[
ay

4j, ay
3j, ay

2j, ay
1j

]
(14)

where j = 1, 2, 3,. . ., n − 1.
This cubic spline interpolation method has unknown coefficients that can generate a

continuous and smooth trajectory, as represented in matrix-vector form:

Wx = A(v1, v2, . . . , vn)cx (15)

Wy = A(v1, v2, . . . , vn)cy (16)

where,
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Since two waypoints generate one path, there are 4(n − 1) unknown coefficients in (6) 
and (7) that must be identified: 

1 2 -1 4 3 2 1, ,...,  ,  , , ,  
Tx x x x x x x x x

n j j j j j   =   =  c a a a a a a a a  (13)

1 2 -1 4 3 2 1, ,...,  ,  , , ,  
Ty y y y y y y y y

n j j j j j   =   =  c a a a a a a a a  (14)

where j = 1, 2, 3,…, n − 1. 
This cubic spline interpolation method has unknown coefficients that can generate a 

continuous and smooth trajectory, as represented in matrix-vector form: 

( )1 2, , ...,x x
nϖ ϖ ϖ=W A c  (15)

( )1 2, , ...,y y
nϖ ϖ ϖ=W A c  (16)

where, 

[ ]1 2 2 3 30 0 0 0 0 ... 0 Tx
nx x x x x x=W  

[ ]1 2 2 3 30 0 0 0 0 ... 0 Ty
ny y y y y y=W  

and and

A(v1, . . . , vn) =



cstart 01×4 01×4 · · · 01×4
p(v1) 01×4 01×4 · · · 01×4
p(v2) 01×4 01×4 · · · 01×4
01×4 p(v2) 01×4 · · · 01×4
−v(v2) v(v2) 01×4 · · · 01×4
−a(v2) a(v2) 01×4 · · · 01×4

01×4 p(v3) 01×4 · · · 01×4
01×4 01×4 p(v3) · · · 01×4
01×4 −v(v3) v(v3) · · · 01×4
01×4 −a(v3) a(v3) · · · 01×4

...
...

...
. . .

...
01×4 01×4 01×4 · · · p(vn)
01×4 01×4 01×4 · · · c f inal


where

p
(
vg
)
=
[
vg

3, vg
2, vg, 1

]
v
(
vg
)
= p′

(
vg
)
=
[
3vg

2, 2vg, 1, 0
]

a
(
vg
)
= p′′

(
vg
)
=
[
6vg, 2, 0, 0

]
cstart ∈

{
x′d(v0), x′′d (v0)

}
and c f inal ∈

{
x′d(vn), x′′d (vn)

}
.

The unknown coefficient vectors cx and cy in (13) and (14) can be obtained as follows:

cx = A−1Wx (17)

cy = A−1Wy (18)

The desired heading angle ψd is:

ψd = lim
δ→0

tan−1
(

σdy

σdx

)
(19)
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where,
σdx = xd(t + δ)− xd(t)
σdy = yd(t + δ)− yd(t)

3.2. Control Law Designs

For comparison purposes, we propose two nonlinear control laws: one that considers
all disturbances (robust control design) and another (feedback linearization control design)
that does not consider disturbance effects in its control law design.

3.2.1. Feedback Linearization Control Design (FL)

Referring to USV dynamics (1), if environmental disturbances τdη(η̃) and modeling
uncertainties are omitted, dynamic equations of the controlled USV can be rewritten as:

Mη(η̃)
..
η̃ + Cη(B̃, η̃)

.
η̃ + Dη(η̃)

.
η̃ = τη (20)

Define the tracking error between the controlled USV and desired trajectory, which is
generated by the proposed trajectory generator as:

e = ηd − η̃

=

Xd − X
Yd −Y
ψd − ψ


=

ex
ey
eψ


(21)

where (Xd, Yd) is the desired position and ψd is the desired heading angle.
The first and second derivatives of (21) with respect to time yield are as follows:

.
e =

.
ηd −

.
η̃ (22)

..
e =

..
ηd −

..
η̃ (23)

By substituting (20) to (23), a trajectory-tracking error dynamic can be obtained de-
scribing the relationship between the desired trajectory and the controlled USV:

..
e =

..
ηd − M̃η(η̃)

−1
(

τη − C̃η(B̃, η̃)
.
η̃ − D̃η(B̃, η̃)

.
η̃
)

(24)

Select a nonlinear control law τη as follows:

τη = M̃η(η̃)
(

M̃−1
η (η̃)C̃η(B̃, η̃)

.
η̃ + M̃−1

η (η̃)D̃η(B̃, η̃)
.
η̃ + Λ

)
(25)

where Λ = [Λ1 Λ2 Λ3]
T is

Λ1 =
..
Xd + λ1(

.
Xd −

.
X) + λ2(Xd − X) (26)

Λ2 =
..
Yd + λ3(

.
Yd −

.
Y) + λ4(Yd −Y) (27)

Λ3 =
..
ψd + λ5(

.
ψd −

.
ψ) + λ6(ψd − ψ) (28)

where control parameters λl > 0, for l = 1, . . ., 6.
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Due to ψd ∈ C2, we have
.
ψd = lim

δ→0

σdx
.
σdy − σdy

.
σdx

σdx
2 + σdy

2 (29)

..
ψd = lim

δ→0

−2
(

σdx
.
σdy − σdy

.
σdx

)(
σdx

.
σdx + σdy

.
σdy

)
(

σdx
2 + σdy

2
)2

 (30)

By substituting the nonlinear control law of (25) with (24), a second-order trajectory-
tracking error dynamic can be obtained:

..
e + k1

.
e + k2e = 0 (31)

where,

k1 =

λ1 0 0
0 λ3 0
0 0 λ5

 and k2 =

λ2 0 0
0 λ4 0
0 0 λ6

 (32)

The trajectory-tracking error dynamics in (31) satisfy the Hurwitz condition, creating
a set of control parameters λl where the roots of (31) are on the left-hand side of the s-plane.
Based on this arrangement, the convergent property of the trajectory-tracking error e in (21)
can be guaranteed as follows:

lim
t→∞

e(t) = 0 (33)

Achieving the convergent property of the trajectory-tracking error e(t) in (33) this
control design does not consider environmental disturbances τdη(η̃). Random environ-
mental disturbances are inevitable, and eliminating modeling uncertainties is important
to achieving a satisfactory trajectory-tracking performance. However, these two inherent
characteristics impractically and unreasonably degrade the trajectory-tracking performance
of the proposed FL control design and neglect the two inner and outer effects of USVs.
Therefore, we investigated one robust control design merging the FL control design and
a robust disturbance eliminator to eliminate random environmental disturbances and
modeling uncertainties.

3.2.2. Robust Feedback Linearization Control Design (RFL)

As mentioned above, neglecting environmental disturbances and modeling uncertain-
ties is an impractical and unreasonable control design procedure for USVs. For this reason,
we formulated a well-considered USV dynamic that included environmental disturbances
and modeling uncertainties:

M̃η(η̃)
..
η̃ + C̃η(B̃, η̃)

.
η̃ + D̃η(η̃)

.
η̃ = τη + τdη (34)

Note that τdη represents the overall environmental disturbances induced by random
waves (τwave), ocean currents (τcurrent), and wind (τwind). To analyze the effects of modeling
uncertainties on controlled USVs, inertia mass M̃η , the Coriolis and centripetal matrix
C̃η and damping matrix D̃η(η̃) are expressed as combinations of nominal value terms
Mη(η̃),Cη(B̃, η̃), and Dη(η̃) and modeling uncertainties ∆Mη(η̃), ∆Cη(B̃, η̃), and ∆Dη(η̃):

M̃η(η) = Mη(η̃) + ∆Mη(η̃)

C̃η(B̃, η̃) = Cη(B̃, η̃) + ∆Cη(B̃, η̃)

D̃η(η̃) = Dη(η̃) + ∆Dη(η̃)

(35)

By substituting (35) into (34), the dynamic equations of the controlled USV can be
reformulated as:

Mη(η̃)
..
η̃ + Cη(B̃, η̃)

.
η̃ + Dη(η̃)

.
η̃ = τη + Θ (36)
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where Θ = τdη − ∆Mη(η̃)
..
η̃ − ∆Cη(B̃, η̃)

.
η̃ − ∆Dη(B̃)

.
η̃ integrates environmental distur-

bances and modeling uncertainties with assumptions of ‖∆Mη(η̃)
..
η̃‖ ≤ ε1, ‖∆Cη(B̃, η̃)

.
η̃‖ ≤

ε2, ‖∆Dη(B̃, η̃)
.
η̃‖ ≤ ε3 and ε1, ε2, and ε3 are finite and bounded values.

Based on (23) and (36), trajectory-tracking error dynamics can be further described as:

..
e =

..
ηd −Mη(η̃)

−1
(

τη − Cη(B̃, η̃)
.
η̃ − Dη(η̃)

.
η̃ + Θ

)
(37)

We determined the robust feedback linearization control law τη as follows:

τη = Mη

(
M−1

η Cη(B̃, η̃)
.
η̃ + M−1

η Dη(η̃)
.
η̃ + Λ− ue

)
(38)

where Λ = [Λ1 Λ2 Λ3]
T .

By substituting (38) into (37), a nonlinear transformed formulation can be derived:

..
e = −k1

.
e− k2e + ue −Mη(η̃)

−1Θ (39)

where ue is a robust disturbance eliminator that can be developed to mitigate modeling
uncertainties and random environmental disturbances.

Reformulating (39) into an augmented state-space form as:

.
ẽ = Aẽ + Bue + Bw (40)

where

ẽ =



ex.
ex
ey.
ey
eψ.
eψ

, A =



0 1 0 0 0 0
−λ2 −λ1 0 0 0 0

0 0 0 1 0 0
0 0 −λ4 −λ3 0 0
0 0 0 0 0 1
0 0 0 0 −λ6 −λ5

,

B =

0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1

T

, w = −Mη(η̃)
−1Θ

Based on the arrangement above, this design objective helps specify the robust distur-
bance eliminator ue for trajectory-tracking error dynamics (40) so that the worst-case effect
w* on the trajectory-tracking error

∼
e is the following prescribed attenuation level ρ [16]:

min
ue

max
w

∫ t f
0
[
ẽTQẽ + uT

e Rue
]
dt∫ t f

0 [wTw]dt
≤ ρ2 (41)

where all tf ∈ [0,∞), the weighting matrix Q = QT > 0 and R = RT > 0.

Theorem 1. The trajectory-tracking problem of USVs with modeling uncertainties and environ-
mental disturbances can be solved by the proposed robust feedback linearization control law τη in
(38), with the robust disturbance eliminator ue being:

ue = −R−1BT Pẽ(t) (42)

where P = PT > 0 is the solution of the following Riccati-like equation:

PA + AT P + PB
(

1
ρ2 I − R−1

)
BT P + Q = 0 (43)
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The worst-case effect w* can be derived as:

w∗ =
1
ρ2 BT Pẽ(t) (44)

Appendix A proves Theorem 1.
The design procedure of this proposed robust feedback linearization control law is

summarized in the following steps:
STEP 1: Select the weight matrix Q, weighting factor R, and the desired attenuation

level ρ so that ρ2 I − R is a positive definite matrix;
STEP 2: Construct A with the following eigenvalues: λl > 0, for l = 1, . . ., 6;
STEP 3: Solve P from the Riccati-like Equation (43);
STEP 4: Obtain the robust feedback linearization control law (38).

4. Simulation Results

Figure 2 exhibits the closed-loop control block diagram of this proposed robust control
method with respect to a USV influenced by modeling uncertainties and environmental
disturbances (wind, waves, and ocean currents).

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 9 of 28 
 

 

0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1

T

B
 
 =  
  

, 1( )w Mη η −= − Θ  

Based on the arrangement above, this design objective helps specify the robust dis-
turbance eliminator ue for trajectory-tracking error dynamics (40) so that the worst-case 
effect w* on the trajectory-tracking error 𝑒෤ is the following prescribed attenuation level ρ 
[16]: 

 

 

2 0
 

 0

min max  
f

fe

t T T
e e

tu w T

e Qe u Ru dt

w w dt
ρ

 +  ≤
  




 
 (41) 

where all tf ∈ [0,∞), the weighting matrix 0TQ Q= >  and 0TR R >= . 
Theorem 1: The trajectory-tracking problem of USVs with modeling uncertainties and en-
vironmental disturbances can be solved by the proposed robust feedback linearization 
control law τη in (38), with the robust disturbance eliminator ue being: 
 1 ( )T

eu R B Pe t−= −   (42) 
where 0TP P= > is the solution of the following Riccati-like equation: 

 1
2

1 0T TPA A P PB I R B P Q
ρ

− + + − + = 
 

 (43) 

The worst-case effect w* can be derived as: 

 *
2

1 ( )Tw B Pe t
ρ

=   (44) 

Appendix A proves Theorem 1. 
The design procedure of this proposed robust feedback linearization control law is 

summarized in the following steps: 
STEP 1: Select the weight matrix Q, weighting factor R, and the desired attenuation level 

ρ so that 2I Rρ − is a positive definite matrix; 
STEP 2: Construct A with the following eigenvalues: λl > 0, for l = 1, …, 6; 
STEP 3: Solve P from the Riccati-like equation (43); 
STEP 4: Obtain the robust feedback linearization control law (38). 

4. Simulation Results 
Figure 2 exhibits the closed-loop control block diagram of this proposed robust control 

method with respect to a USV influenced by modeling uncertainties and environmental 
disturbances (wind, waves, and ocean currents). 

 
Figure 2. The proposed control design for USVs considering modeling uncertainties and environ-
mental disturbances. 
 

In this investigation, we used two simulation scenarios to verify the trajectory-tracking 
performances of the proposed control method. Regarding comparisons between the proposed 
control laws (feedback linearization control law (FL) and robust feedback linearization 
control (RFL)), one modified sliding mode control (SMC) is derived by replacing the robust 
disturbance eliminator ue in (42) by sgn( ( ))smc smcu k e t= −  , where ksmc is a designable control 

Figure 2. The proposed control design for USVs considering modeling uncertainties and environ-
mental disturbances.

In this investigation, we used two simulation scenarios to verify the trajectory-tracking
performances of the proposed control method. Regarding comparisons between the pro-
posed control laws (feedback linearization control law (FL) and robust feedback lineariza-
tion control (RFL)), one modified sliding mode control (SMC) is derived by replacing
the robust disturbance eliminator ue in (42) by usmc = −ksmcsgn(ẽ(t)), where ksmc is a
designable control parameter. In the following section, brief descriptions of the controlled
USV, modeling uncertainties caused by system parameters, and environmental disturbance-
induced (wind, waves, and ocean currents) forces and torques will be introduced.

4.1. Specifications of the Controlled USV, Modeling Uncertainties and Environmental
Disturbances

Table 2 lists the specifications of the controlled USV illustrated in Figure 3.

Table 2. Specifications of the controlled USV.

Parameter Value Parameter Value

L (m) 1.7 B (m) 0.4

T (m) 0.3 XG (m) 0.13



J. Mar. Sci. Eng. 2023, 11, 1612 10 of 24

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 10 of 28 
 

 

parameter. In the following section, brief descriptions of the controlled USV, modeling uncer-
tainties caused by system parameters, and environmental disturbance-induced (wind, waves, 
and ocean currents) forces and torques will be introduced. 
 
4.1. Specifications of the Controlled USV, Modeling Uncertainties and Environmental Disturb-
ances 

Table 2 lists the specifications of the controlled USV illustrated in Figure 3. 

   
Figure 3. Specifications of the controlled USV. 

Table 2. Specifications of the controlled USV.  
Parameter Value Parameter Value 

L (m) 1.7 B (m) 0.4 
T (m) 0.3 XG (m) 0.13 

 
The system and environmental disturbance parameters for this controlled USV are 

as follows [14]: 
25.8 0 0

0 25.8 1.0115
0 1.0115 2.76

M
 
 =  
  

 

( )
13

23

31 32

0 0
0 0

0

c
C c

c c
ν

 
 =  
  

 

where, 

13 25.8 22.68c v r= − +  

23 25.8c u=  

31 25.8 22.68c v r= −  

32 25.8c u= −  

and 
0.05138 0 0

0 0.1698 1.5081
0 1.5081 0.0253

D
 
 = − 
 − 

 

 

Figure 3. Specifications of the controlled USV.

The system and environmental disturbance parameters for this controlled USV are as
follows [14]:

M =

25.8 0 0
0 25.8 1.0115
0 1.0115 2.76



C(ν) =

 0 0 c13
0 0 c23

c31 c32 0


where,

c13 = −25.8v + 22.68r
c23 = 25.8u
c31 = 25.8v− 22.68r
c32 = −25.8u

and

D =

0.05138 0 0
0 0.1698 −1.5081
0 −1.5081 0.0253


The modeling uncertainties of this USV were considered 10% of the inertial matrix

M and the Coriolis and centripetal matrix C(v). Table 3 provides related parameters for
simulating environmental disturbances (wind, waves, and ocean currents) [14].

Table 3. Parameters for simulating environmental disturbances (wind, waves, and ocean currents).

Parameter Value Parameter Value

Vω (m/s) 1.7 B (m) 0.4

CYw (γR) 0.3 XG (m) 0.13

ρair (kg/m3) 1.1644 ρwater (kg/m3) 1025

G (m/s2) 9.8 N 1000

β [−π, π] Ai 3

φi [0, 2π] λi 1

Control parameters for FL, RFL, and the modified sliding mode control (SMC) [13]
were assigned as follows:



J. Mar. Sci. Eng. 2023, 11, 1612 11 of 24

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 11 of 29 
 

 

Parameter Value Parameter Value 
L (m) 1.7 B (m) 0.4 
T (m) 0.3 XG (m) 0.13 

The system and environmental disturbance parameters for this controlled USV are 
as follows [14]: 

25.8 0 0
0 25.8 1.0115
0 1.0115 2.76

M
 
 =  
  

 

( )
13

23

31 32

0 0
0 0

0

c
C c

c c
ν

 
 =  
  

 

where, 

13 25.8 22.68c v r= − +  
23 25.8c u=  
31 25.8 22.68c v r= −  
32 25.8c u= −  

and 

0.05138 0 0
0 0.1698 1.5081
0 1.5081 0.0253

D
 
 = − 
 − 

 

The modeling uncertainties of this USV were considered 10% of the inertial matrix 
M and the Coriolis and centripetal matrix C(v). Table 3 provides related parameters for 
simulating environmental disturbances (wind, waves, and ocean currents) [14]. 

Table 3. Parameters for simulating environmental disturbances (wind, waves, and ocean currents). 

Parameter Value Parameter Value 
Vω (m/s) 1.7 B (m) 0.4 
CYw (γR) 0.3 XG (m) 0.13 

ρair (kg/m3) 1.1644 ρwater (kg/m3) 1025 
G (m/s2) 9.8 N 1000 

β [−π π] Ai 3 
ϕi [0 2π] λi 1 

Control parameters for FL, RFL, and the modified sliding mode control (SMC) [13] 
were assigned as follows: 

1 3 5 3λ λ λ= = = , 2 4 6 1λ λ λ= = =  

1

3 0 0
0 3 0
0 0 3

k
 
 =  
  

 and 2

1 0 0
0 1 0
0 0 1

k
 
 =  
  

 

The following parameters were chosen to construct the robust disturbance elimina-
tor 1 ( )T

eu R B Pe t−= −   of the proposed robust control law: 
The following parameters were chosen to construct the robust disturbance eliminator

ue = −R−1BT Pẽ(t) of the proposed robust control law:

R =

0.34 0 0
0 0.35 0
0 0 0.3



Q =



10 0 0 0 0 0
0 10 0 0 0 0
0 0 10 0 0 0
0 0 0 10 0 0
0 0 0 0 10 0
0 0 0 0 0 10



A =



0 1 0 0 0 0
−1 −3 0 0 0 0
0 0 0 1 0 0
0 0 −1 −3 0 0
0 0 0 0 0 1
0 0 0 0 −1 −3



B =



0 0 0
1 0 0
0 0 0
0 1 0
0 0 0
0 0 1


P, which is optimally selected in section B, can be solved using the Riccati-like Equation (43)
with the above A, B, Q, R and ρ = 0.6 as:

P =



15.8745 3.8125 0 0 0 0
3.8125 2.7339 0 0 0 0

0 0 16.8083 4.2748 0 0
0 0 4.2748 2.9746 0 0
0 0 0 0 13.9764 2.8087
0 0 0 0 2.8087 2.1678


Regarding the designable control parameter ksmc of the SMC usmc = −ksmcsgn(ẽ(t)),

we selected it as three to output similar control levels as the RFL and FL control methods.

4.2. Trajectory-Tracking Performance Verification with Respect to Different Attenuation Levels ρ

The robust performance index in (41) indicates that a lower attenuation level ρ will
yield a better control performance under the effect of the overall external disturbance w.
To fulfill the design objective expressed in (41), an attenuation level ρ between (0,1) is
preferable. Solutions P in (43) for four different attenuation levels ρ = 0.6, 0.7, 0.8, and
0.9 are determined by solving the Riccati-like equation in (43). For comparison purposes,
we deployed solutions P based on four attenuation levels (0.6, 0.7, 0.8, and 0.9) to con-
struct the robust disturbance eliminator ue = −R−1BT Pẽ(t), observe the corresponding
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t f∫
0

(
ẽTQẽ + ũT

e Rũe
)
dt, and select an optimal attenuation level ρ. Figure 4 reveals the sailing

trajectories of the controlled USV with respect to four attenuation levels ρ (0.6, 0.7, 0.8,
and 0.9) under the effects of bound disturbances (modeling uncertainties and harsh envi-
ronmental disturbances). Figures 5–7 display the trajectory- and attitude-tracking errors
of the X-axis, Y-axis, and ψ with respect to four attenuation levels ρ. Figure 8 shows the
histories of the robust performance index in (41) with respect to four attenuation levels
(ρ = 0.6, 0.7, 0.8, and 0.9). The enlarged part from 7 to 7.8 sec in Figure 4 indicates that the
lower the attenuation level ρ is, the faster the convergence rate to the desired trajectory. The
trajectory- and attitude-tracking errors in Figures 5–7 also show that a lower attenuation
level has smaller tracking errors in the X-axis, Y-axis, and heading angle ψ. Figure 8 shows
the histories of the performance index with respect to the four attenuation levels (ρ = 0.6,
0.7, 0.8, and 0.9), indicating that a lower attenuation level consumes more energy at the
beginning but less energy in the steady-state (about 10 to 57 s). Lower energy consumption
and lower tracking error properties are maintained until the end due to the satisfactory
trajectory- and attitude-tracking ability of the low attenuation level ρ = 0.6. Since RFL
and its attenuation level ρ = 0.6 outperform the other designs (ρ = 0.7, 0.8, and 0.9), we
compared it to the published FL in [17] for subsequent simulation scenarios.
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4.3. Scenario 1 (Ramp Trajectory)

In this scenario, a set of 11 waypoints listed in Table 4 are designated to the trajectory
generator to generate a ramp trajectory. Table 5 shows the initial conditions of the controlled
USV for this scenario.

Table 4. Waypoints of Scenario 1.

No. Waypoints (xg, yg) (m) No. Waypoints (xg, yg) (m)

1 (7, −15) 7 (37, 15)

2 (12, −10) 8 (42, 20)

3 (17, −5) 9 (47, 25)

4 (22, −0) 10 (52, 30)

5 (27, 5) 11 (57, 35)

6 (32, 10)

Table 5. Initial conditions for scenario 1.

X (m) Y (m) ψ (Degree)

7 −15.5 90

Figures 9–12 show the simulation results for tracking the desired ramp trajectory using
the SMC, RFL, and FL control methods under the effects of bound modeling uncertainties
and environmental disturbances. The proposed RFL control method shown in Figures 13–15
has superior trajectory- and attitude-tracking performance than SMC and FL with the aid
of the robust disturbance eliminator ue. Figures 16–18 show that slightly bigger control
commands (Fx, Fy and τψ), generated to eliminate modeling uncertainties and environmental
disturbances and precisely guide the USV to follow the desired trajectory, can be achieved
using the RFL method.
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4.4. Scenario 2 (U-Shaped Trajectory)

In this scenario, we assigned 19 waypoints to generate a U-shaped desired trajectory.
Table 6 shows the waypoint set. Unlike the monotonic trajectory in Scenario 1, a sailing
task with several turning points is assigned to the controlled USV using the SMC, RFL, and
FL control methods in Scenario 2.

Table 6. Waypoints of scenario 2.

No. Waypoints (xg, yg) (m) No. Waypoints (xg, yg) (m)

1 (−2, −15) 11 (48, 11)

2 (2, −15) 12 (38, 14)

3 (6, −15) 13 (28, 13)

4 (8, −15) 14 (16, 9.5)

5 (12, −15) 15 (12, 9)

6 (16, −15.5) 16 (8, 9)

7 (28, −19) 17 (6, 9)

8 (38, −20) 18 (2, 9)

9 (48, −17) 19 (−2, 9)

10 (52, −3)

Table 7 lists the initial conditions of the controlled USV for this scenario.

Table 7. Initial conditions for scenario 2.

X (m) Y (m) ψ (Degree)

−2.5 −15.5 90

Figures 19–22 show the simulation results of trajectories and attitudes for tracking the
desired U-shaped trajectory with the SMC, RFL, and FL methods. Figures 23–25 depict
trajectory- and attitude-tracking errors based on the SMC, RFL, and FL control methods.
Major tracking errors appeared in the simulation results for the SMC and FL control
methods, whereas the RFL control method had minor ones. The RFL control method is
immune to modeling uncertainties and environmental disturbances, resulting in minor but
acceptable tracking errors. In Figures 19, 22 and 25, the USV heading angle ψ controlled by
the SMC and FL control methods (green and blue arrow lines) varies considerably, especially
at turning points. Due to modeling uncertainties and environmental disturbances, SMC
and FL control methods cannot precisely direct the USV to follow a U-shaped trajectory.
Conversely, the RFL control design was perfectly attached to the desired trajectory. The
control forces and torques displayed in Figures 26–28 indicate that the output torque of
the proposed RFL control method was higher in the transient period than the SMC and
FL control methods. In this case, the USV rapidly turned in the desired direction, and
a suitable control torque was generated to accurately maintain this direction during the
trajectory-tracking mission. Similarly, the proposed RFL control method outperformed the
SMC and FL control methods in the trajectory and attitude-tracking performance of the
USV in this complicated trajectory-tracking scenario. According to the simulation results
described above, the RFL control method had nearly the same output level in control
commands as the published SMC and FL control methods and delivered promising control
performance to accurately guide USVs despite the effects of modeling uncertainties and
environmental disturbances.
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5. Conclusions

We propose a nonlinear robust control design that integrates a feedback linearization
control law and a robust disturbance eliminator to resolve trajectory tracking problems of un-
manned surface vessels influenced by modeling uncertainties and environmental disturbances.
In this investigation, we first transformed nonlinear error dynamics into a linear disturbed form
using the feedback linearization control term of the proposed nonlinear robust control law. Then,
we used the robust disturbance eliminator of the proposed control method to eliminate overall
disturbances, including modeling certainties and environmental disturbances. Additionally, we
verified the robustness of the controlled unmanned surface vessels’ closed-loop trajectory track-
ing system to overall disturbances. To analyze the trajectory tracking performance of this robust
control method, a standard test trajectory was used in two comparative simulations: a ramp
trajectory and a U-shaped trajectory, which is more complicated. According to the simulation
results, our proposed control method outperforms the published feedback linearization control
method in trajectory tracking accuracy, disturbance rejection, and control response. It delivers
promising trajectory tracking performance for arbitrarily designed trajectories and handles the
nonlinearities and modeling uncertainties of unmanned surface vessels and environmental
disturbances well. Inherently, unmanned surface vessels installed with this proposed control
method may play an important role in ocean rescue, ocean resources, hazardous terrain explo-
ration, and other missions. In this investigation, we successfully developed a robust control
scheme for the trajectory tracking of USVs. Several challenges must be overcome to achieve the
experiment’s ultimate goal, including an analytical control allocation transformation between
actuators and the desired robust control commands and the nonlinear relationship between the
inputs and outputs of installed actuators. To the authors’ best knowledge, few studies have
developed control systems for real USVs by integrating these subsystems (robust control law,
control allocation, and mapping of actuators’ inputs and outputs).
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Appendix A

The following cost function refers to (41) prove Theorem 1, which is defined as:

J(ẽ, ue, w) =
∫ t f

0

[
ẽT(t)Qẽ(t) + uT

e (t)Rue(t)
−ρ2wT(t)w(t)

]
dt (A1)

This cost function can be further expressed as:

J(ẽ, ue, w) = ẽT(0)Pẽ(0)− ẽT(t f )Pẽ(t f )

+
∫ t f

0

 ẽT(t)Qẽ(t) + uT
e (t)Rue(t)

−ρ2wT(t)w(t)
+ d

dt
(
ẽT(t)Pẽ(t)

)
dt

= ẽT(0)Pẽ(0)− ẽT(t f )Pẽ(t f )

+
∫ t f

0

 ẽT(t)Qẽ(t) + uT
e (t)Rue(t)

−ρ2wT(t)w(t)

+
.
ẽ

T
(t)Pẽ(t) + ẽT(t)P

.
ẽ(t)

dt

(A2)

Substituting the linear-disturbed error dynamics
.
ẽ = Aẽ + Bue + Bw in (40) into (A2),

the following result can be obtained:

J(ẽ, ue, w) = ẽT(0)Pẽ(0)− ẽT(t f )Pẽ(t f )

+
∫ t f

0


ẽT(t)

[
AT P + PA + Q

]
ẽ(t)

+uT
e (t)Rue(t)− ρ2wT(t)w(t)

+uT
e (t)BT Pẽ(t) + ẽT(t)PBue(t)

+ẽT(t)PBw(t) + wT(t)BT Pẽ(t)

dt
(A3)

Equation (A3) can be further expressed as:

J(ẽ, ue, w) = ẽT(0)Pẽ(0)− ẽT(t f )Pẽ(t f )

+
∫ t f

0



ẽT(t)

[
AT P + PA + Q
−PB

[
R−1 − 1

ρ2 I
]

BT P

]
ẽ(t)

+uT
e (t)Rue(t)− ρ2wT(t)w(t)

+uT
e (t)BT Pẽ(t) + wT(t)BT Pẽ(t)

+ẽT(t)PBue(t) + ẽT(t)PBw(t)
+ẽT(t)PBR−1BT Pẽ(t)
− 1

ρ2 ẽT(t)PBBT Pẽ(t)


dt

(A4)

By applying PA + AT P + PB
(

1
ρ2 I − R−1

)
BT P + Q = 0 (43) in

Theorem 1 and completing the square for (A4), we receive:

J(ẽ, ue, w) = ẽT(0)Pẽ(0)− ẽT(t f )Pẽ(t f )

+
∫ t f

0


(Rue(t) + BT P ẽ(t))T R−1

(R ue(t) + BT P ẽ(t))

−
(

ρw(t)− 1
ρ BT Pẽ(t)

)T(
ρw(t)− 1

ρ BT Pẽ(t)
)

dt
(A5)
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Using ue(t) = −R−1BT Pẽ(t) and w(t) = 1
ρ2 BT Pẽ(t) in Theorem 1 yields

min
ue

max
w

J(ẽ, ue, w) = ẽT(0)Pẽ(0)− ẽT(t f )Pẽ(t f )

≤ ẽT(0)Pẽ(0)
(A6)

The inequality in (A6) is retained since P = PT > 0 and R > 0. Thus,

min
ue

max
w

∫ t f

0

 ẽT(t)Qẽ(t)
+uT

e (t)Rue(t)
−ρ2wT(t)w(t)

dt ≤ ẽT(0)Pẽ(0) (A7)

Therefore, if ẽ(0) = 0, this inequality reduces to the min–max tracking performance in
(41) and Theorem 1 is proven.
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