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Abstract: Source localization in underwater sensor networks (UWSNs) presents complex challenges
due to sensor nodes drift caused by ocean currents, non-line-of-sight (NLOS) propagation resulting
from underwater multipath effects, and environmental noise. This paper proposes a practical and
innovative algebraic solution based on the time difference of arrival (TDOA) for source localization
in shallow seas. The proposed solution effectively addresses the issues arising from sensor position
errors and multipath effects by incorporating the sea-surface reflection non-line-of-sight (SNLOS)
link and optimizing the algorithm, thereby significantly improving positioning accuracy. The core
concept of the method involves utilizing the weighted least squares algorithm to obtain an initial
estimate of the source position, followed by direct estimation of the bias and subsequent refinement
of the solution. In contrast to traditional closed-form solutions, this method avoids the introduction of
intermediate parameters and directly handles the estimated bias from the previous step. Even when
only considering the line-of-sight (LOS) link, the proposed solution achieves precise localization
with a minimal number of sensors. Theoretical analysis demonstrates that the solution can achieve
the Cramér–Rao lower bound (CRLB) accuracy under low noise conditions, and simulation results
validate the superior performance of the proposed solution.

Keywords: underwater sensor networks; Cramér–Rao lower bound; non-line of sight; sea-surface
reflection; line of sight; time difference of arrival

1. Introduction

Underwater sensor networks (UWSNs) play a vital role in various fields, such as
marine environment monitoring, underwater resource exploration, and natural disaster
prevention and recovery [1–4]. One crucial task in UWSNs is underwater acoustic local-
ization, which involves estimating the position of an underwater signal source based on
measurements received by the network. However, the propagation of sound signals in
water is influenced by several factors, including multipath propagation, signal attenua-
tion, and ambient noise. Underwater source localization encounters significant challenges.
Therefore, it is imperative to develop effective and robust algorithms for source localization
in UWSNs.

Offering a comprehensive survey, Reference [5] reviews localization techniques for
UWSNs. The foundational concepts are elucidated, covering key assumptions and range
measurement methodologies. The work categorizes UWSN architectures based on node
mobility into stationary, mobile, and hybrid networks, contrasting centralized and dis-
tributed localization approaches. Specific techniques like hyperbola-based and motion-
aware self-localization are highlighted. From an algorithmic lens, localization algorithms
are bifurcated into range-based methods such as Time Difference of Arrival (TDOA) [6,7],
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Time of Arrival (TOA) [8,9], angle of arrival (AOA), and Received Signal Strength Indi-
cator (RSSI), and range-free techniques including hop count and area-based techniques.
Through practical examples, [5] provides an insightful comparison of the relative merits
and limitations of these algorithms.

In UWSNs, TOA necessitates highly synchronized clocks between transmitters and
receivers to ensure accurate measurements, whereas TDOA is less affected by clock syn-
chronization. Achieving accurate clock synchronization is challenging in the underwater
environment due to long signal propagation delays. Consequently, TDOA-based methods
are often more effective than TOA-based approaches. However, traditional TDOA methods
typically assume ideal LOS propagation, neglecting the impact of multipath effects. In
harsh underwater environments, particularly in shallow seas, underwater acoustic channels
often consist of multiple NLOS links. Another significant challenge is the movement or
drift caused by ocean currents, which leads to inaccuracies in the positions of sensor nodes
within the UWSN.

To tackle these challenges, we present a TDOA-based algebraic solution suitable
for shallow seas. This method accurately locates the source in the presence of sensor
node position errors by utilizing LOS and the sea-surface reflection non-line-of-sight
(SNLOS) links. Firstly, we differentiate between the SNLOS links and the LOS links by
classifying and processing underwater multipath signals. We then exploit the sea surface
reflection properties to determine the position of the virtual sensor node associated with the
SNLOS link. Taking into account potential TDOA measurement errors and sensor position
inaccuracies, we incorporate measurement noise and sensor position noise to formulate
a weighted coefficient matrix. Using the weighted least squares algorithm, we derive an
initial estimate of the unknown source position. Subsequently, we compute the estimated
deviation and refine the initial estimate to produce the final result.

The key contributions of this paper can be summarized as follows:

• Proposing a practical TDOA-based algebraic solution for underwater source local-
ization in shallow seas, which addresses the challenges arising from sensor position
errors and multipath effects;

• Exploiting the SNLOS link to introduce virtual sensors, providing additional TDOA
measurement information;

• Employing the weighted least squares method to obtain an initial estimate of the
source position, followed by direct estimation and correction of bias to refine the
solution;

• Avoiding the introduction of intermediate parameters, allowing precise localization
using only four sensors even when only the LOS link is considered;

• Deriving the CRLB and providing theoretical analysis showing the proposed solution
can achieve CRLB accuracy under low noise conditions.

The rest of the paper is organized as follows. Section 2 provides an overview of the re-
lated work in underwater acoustic localization. Section 3 describes the localization scenario
and summarizes the TDOA measurement model. Section 4 presents an algebraic solution
for localization in the presence of LOS and NLOS links. The evaluation of the CRLB for
this problem is discussed in Section 5, and theoretical analysis is provided to demonstrate
that the proposed solution can achieve CRLB accuracy under specific conditions. Section 6
illustrates the performance of the proposed methods through simulations. Finally, Section 7
concludes the paper.

In this paper, bold lowercase letters represent vectors, while bold uppercase letters
denote matrices. ‖α‖ represents the l2-norm of a vector. α(i) is the i-th element of vector α.
A(:, j) represents the j-th column of matrix A. αo indicates the true value of its noisy coun-
terpart. 0N and 0M×N represent zero vectors and matrices of appropriate size, respectively.
All vectors are column vectors in this paper unless otherwise specified.
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2. Related Work

The TDOA-based positioning method is a well-established technique in the field of
passive localization. It involves estimating the position of a signal source by measuring the
differences in arrival times of the signal at multiple receivers. Numerous TDOA algorithms
have been developed and can be broadly categorized as either iterative methods [10–12] or
non-iterative methods [13,14]. Iterative methods typically require accurate initial solution
guesses and more computational resources. In contrast, non-iterative methods aim to
directly estimate the position using analytical or closed-form solutions, eliminating the
need for iterative refinement. Consequently, these methods significantly reduce algorithm
complexity and enhance computational efficiency. One classic non-iterative approach is
the two-step WLS method based on TDOA, introduced in [10], while an iterative method
utilizing maximum likelihood estimation (MLE) was developed in [13]. The latter employs
the semidefinite programming (SDP) technique to transform the non-convex problem into
a convex optimization problem, enabling an iterative solution.

However, these studies rely heavily on the stability of the LOS link of the direct signal
path. Recently, literature has emerged focusing on source localization in environments with
NLOS links [14–19]. In [14], a method based on weighted least squares is proposed to solve
the problem of TDOA-based localization in mixed LOS/NLOS environments. To effectively
mitigate NLOS errors in TDOA systems, ref. [15] developed an SDP method with con-
straints. Furthermore, in a mixed LOS/NLOS environment, the positioning performance
of TOA and TDOA within a cellular communication system was analyzed and compared
in [16]. For precise localization in a TDOA-based indoor target positioning system and to
combat NLOS link interference, a combined weighted method was proposed in [17]. The
TDOA-based source localization problem under NLOS conditions is transformed into a
robust least squares problem in [18], and two convex relaxation methods are proposed
to solve this problem. In [19], a method for sensor selection in wireless sensor networks
(WSNs) under NLOS conditions is presented.

However, direct application of the aforementioned methods to the underwater envi-
ronment is hindered by various factors, including limited communication range, multipath
effects, and the absence of global positioning systems like GPS. In the field of underwater
passive localization, a method based on frequency diversity was proposed in [20] for multi-
path estimation. The algorithm simplifies the problem by representing all NLOS links as an
equivalent NLOS link, and employs the differential evolution algorithm to tackle it. We
proposed a closed-form solution in [21] for underwater acoustic localization that exploits
multipath effects and corrects sensor position errors by introducing a single calibration
source with a precisely known position.

The complexities of localization within UWSNs are delved into in [22], introducing
both distance-based and angle-based schemes. By estimating inter-node distances or angles,
node locations can be determined, and the average localization errors can be computed
over multiple iterations. Simulations demonstrate that these methods prioritize energy
efficiency and substantially decrease the average estimation errors, establishing a new
standard for underwater data collection. In [23], a range difference-based source localization
algorithm was developed for NLOS conditions in UWSN. The source localization problem is
transformed into a generalized trust region subproblem to obtain an initial estimate, which
is then iteratively refined to obtain the final estimate of the source localization. A closed
least squares source location algorithm based on the angle of arrival (AOA) suitable for the
shallow water multipath environment was presented in [18]. This method utilizes LOS and
surface-reflected NLOS information to locate a drifted node. In [24], an efficient method for
classifying LOS and NLOS links in underwater acoustic localization was proposed.

This paper builds on our previous work published in [21]. We improved the localiza-
tion algorithm in [21] by considering LOS and SNLOS propagation in shallow seas. Our
solution in this paper eliminates the need for a calibration source and achieves accurate
source localization, even in the presence of uncertain sensor positions. Importantly, it
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minimizes the number of nodes required for underwater acoustic positioning by avoiding
intermediate variables, even in scenarios with only LOS links.

3. Scenario and Measurement Model

In the shallow marine environment, sound waves emitted by an unknown source
can reach receiving sensors through various paths, including LOS and NLOS links. The
underwater acoustic signal is significantly affected by multipath propagation. Theoretically,
sensors can detect signals from numerous links, but in practice, signal energy loss is
significant due to multiple reflections and refractions in the sea. Only links with higher
energy, such as the LOS and SNLOS propagation, can be detected. This paper focuses on
scenarios where the received signal includes the SNLOS link and the LOS link.

Figure 1 depicts the source localization model. The unknown underwater source is denoted as
uo = [x, y, z], while the M sensor nodes are positioned at so

i,1 = [xi, yi, zi](i = 2, 3, . . . , M). The
virtual sensor positions, which correspond to the SNLOS link, are mirror images of the sen-
sor positions relative to the sea surface and are located at so

i,2 = [xi, yi,−zi](i = 2, 3, . . . , M).
For the purposes of TDOA measurement, so

1 = [x1, y1, z1] is designated as the reference
node, and only its LOS link is taken into account.
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For simplicity, we assume a constant signal propagation speed, denoted as c. We have
the measurements

ri1,l = cTi1,l = ro
i1,l + ni1,l , i = 2, 3, . . . , M; l = 1, 2, (1)

where Ti1,l denotes the TDOA measured between the sensor pair i and 1 along path l. ri1,l
is referred to as the range difference of arrival (RDOA) with noise ni1,l .

In this paper, TDOA and RDOA are used interchangeably due to their equivalence.
ni1 is the noise in RDOA measurements. ro

i1,l represents the true RDOA, and we have

ro
i1,l = ro

i,l − ro
1 =

∥∥∥uo − so
i,l

∥∥∥− ‖uo − so
1‖, (2)

where ‖∆‖ indicates the l2 norm of ∆. By gathering all M− 1 measurements together in
matrix form, we obtain

r = ro + n, (3)

where ro =
[
ro

21,1, ro
21,2, . . . , ro

M1,2

]
and n is assumed to be a zero-mean Gaussian random

vector with a covariance matrix Qn.
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The true positions of the sensors, so
i,l , are often unknown, particularly when the

underwater sensor nodes drift with the ocean current. In this study, the available sensor
positions, si,l , are related to the true positions by

s = so + ∆s, (4)

where s =
[
sT

1 , sT
2,l , . . . , sT

M,l

]
and so =

[
so

1,l
T , so

2,l
T , . . . , so

M,l
T
]
. ∆s denotes the position

error in s, which is modeled as a zero-mean Gaussian random vector with a covariance
matrix Qs.

4. The Proposed Algebraic Localization Algorithm

In this section, we propose a closed-form solution for the underwater localization
problem in the presence of sensor position errors. Our solution is divided into two stages.
Firstly, the virtual sensors associated with the SNLOS link are determined. Following
that, the nonlinear equation is transformed into a pseudo-linear format and then solved.
By introducing a polynomial equation, the range difference parameter and the source
position parameter are separated, providing an initial estimate for the unknown source.
In the second stage, the source position estimate is refined by calculating the error term,
leveraging the initial solution from the first stage.

Stage 1: Initial estimation of the underwater source position.
In real-world oceanic conditions, both TDOA measurements and sensor positions are

susceptible to errors, primarily due to the non-uniform nature of the propagation medium
and the effects of ocean currents. Consequently, we initially incorporated the noise associ-
ated with TDOA measurements and the inaccuracies in sensor positions. Utilizing these,
we formulated a weighted coefficient matrix, which facilitates a more precise preliminary
estimation of the target’s location. This estimation was derived using the weighted least
squares method.

Rewriting (2), squaring both sides, and simplifying yield, we obtain

ro
i1,l

2 + 2ro
i1,lr

o
1 = so

i,l
Tso

i,l − so
1

Tso
1 − 2

(
so

i,l − so
1)

Tuo. (5)

Substituting the ro
i1,l by ro

i1,l = ri1,l − ni1,l and so
i,l by so

i,l = si,l − ∆si,l , we have

ri1,l
2 + s1

Ts1 − si,l
Tsi,l + 2

(
si,l − s1)

Tuo + 2ri1,lro
1 = εi,l , (6)

where
εi,l = 2ro

i,lni1,l − 2(uo − s1)
T∆s1 + 2(uo − si,l)

T∆si,l , (7)

where the second-order noise terms are ignored.
Let us define

h1 =


r21,1

2 + s1
Ts1 − s2,1

Ts2,1
r21,2

2 + s1
Ts1 − s2,2

Ts2,2
...

rM1,2
2 + s1

Ts1 − sM,2
TsM,2

, (8)

G1 =


2
(
s1 − s2,1)

T

2
(
s1 − s2,2)

T

...
2
(
s1 − sM,2)

T

, (9)

ε = [ε2,1, ε2,2, . . . , εM,2]. (10)

The equation error vector ε can be rewritten as

ε = P1n + F1∆s, (11)
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where
P1 = 2diag

{[
ro

2,1, ro
2,2, . . . , ro

M,2
]}

, (12)

F1 =

−2(uo − s1)
T 2(uo − s2,1)

T · · · 0
...

...
. . .

...
−2(uo − s1)

T 0 · · · 2(uo − sM,2)
T

 (13)

and diag{α} is a diagonal matrix with the elements of α as the diagonal.
Expressing (6) in matrix form yields

ε = h1 −G1uo + 2rro
1. (14)

By applying weighted least squares (WLS), we obtain the solution to (14) as follows:

u1=
(

GT
1 W1G1

)−1
GT

1 W1(h1 + 2rro
1), (15)

where the weighting matrix is W1 expressed as

W1 = E
[
εεT

]−1
=
(

P1QnPT
1 + F1QsFT

1

)−1
, (16)

where E[α] represents the expectation of α.
For simplicity, we can represent

ξ =
(

GT
1 W−1

1 G1

)−1
GT

1 W−1
1 h1, (17)

κ = 2
(

GT
1 W−1

1 G1

)−1
GT

1 W−1
1 r. (18)

Hence,
u1 = ξ + κro

1. (19)

By squaring both sides of ro
1 =
∥∥so

1 − u
∥∥ and substituting it into (19), we can simplify

it to (
‖κ‖2 − 1

)
ro

1
2 + 2

(
ξ − so

1)
Tκro

1 + ‖ξ − so
1‖

2 = 0. (20)

After computing ro
1 using Equation (20), substituting it into Equation (19) yields the

solution for u1.
Stage 2: Estimation of the bias term:
This stage aims to refine the sound source estimation from the prior step, thereby

enhancing the overall precision of localization. In this phase, we account for the target
position error and formulate a new equation. Leveraging the weighted least squares
algorithm, we ascertain this error. Utilizing this identified error, we refine the preliminary
estimated position acquired in the initial phase, yielding a more accurate final outcome.

By defining the estimation error as ∆u1 = u1 − uo and considering the first-order
Taylor-series expansion, ro

1 can be expressed as

ro
1 = ‖u1 − s1‖ − ρT

u1,s1
∆u1 + ρT

u1,s1
∆si,l , (21)

where the second-order noise term is neglected, and ρT
α,β =

(
α− β)T /‖α− β‖.

Substituting (21) into the RDOA measurement Equation (5) and incorporating the
noise of the measured value, we obtain

ei,l = ri1,l
2 + s1

Ts1 − si,l
Tsi,l + 2

(
si,l − s1)

Tu1
+2ri1,l‖u1 − s1‖ − 2

[(
si,l − s1)

T + ri1,lρ
T
u1,s1

]
∆u

, (22)
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where

ei,l = 2
∥∥u1 − si,l

∥∥ni1,l − 2
[(

u1 − s1)
T + ri1,lρ

T
u1,s1

]
∆s1 + 2

[(
u1 − si,l)

T
]
∆si,l . (23)

Forming a matrix by collecting Equation (22) for all M − 1 RDOA measurements,
we have

e = h2 −G2∆u1, (24)

where

h2 =


r21,1

2 + s1
Ts1 − s2,1

Ts2,1 + 2
(
s2,1 − s1)

Tu1 + 2r21,1‖u1 − s1‖
r22,1

2 + s1
Ts1 − s2,2

Ts2,2 + 2
(
s2,2 − s1)

Tu1 + 2r21,2‖u1 − s1‖
...

rM1,2
2 + s1

Ts1 − sM,2
TsM,2 + 2

(
sM,2 − s1)

Tu1 + 2rM1,2‖u1 − s1‖

, (25)

G2 = 2


(
s2,1 − s1)

T + 2r21,1ρT
u1,s1(

s2,2 − s1)
T + r21,2ρT

u1,s1
...(

sM,2 − s1)
T + rM1,2ρT

u1,s1

. (26)

The error vector e can be expressed as

e = P2n + F2∆s, (27)

where
P2 = 2diag{[‖u1 − s2,1‖, ‖u1 − s2,2‖, . . . , ‖u1 − sM,2‖]}, (28)

F2 = 2


−(u 1 − s1)

T − r21,1ρT
u1,s1

(u1 − s2,1)
T · · · 0

...
...

. . .
...

−(u 1 − s1)
T − rM1,2ρT

u1,s1
0 · · · (u1 − sM,2)

T

. (29)

The solution to Equation (24) using WLS is given by

∆u1=
(

GT
2 W2G2

)−1
GT

2 W−1
2 h2. (30)

The weighting matrix W2 is given by

W2 = E
[
eeT
]−1

=
(

P2QnPT
2 + F2QsFT

2

)−1
. (31)

After calculating ∆u using (30), the final estimate for the unknown source position is

u2 = u1 − ∆u1. (32)

5. CRLB and Performance Analysis

In this section, we derive the CRLB for the localization scenario illustrated in Figure 1
and analyze the performance of the proposed algebraic solution.

5.1. Derivation of CRLB

The CRLB establishes a stringent lower limit on the variance of an unbiased estimator.
Essentially, it delineates the utmost level of accuracy achievable when estimating the
position of the source based on the available measurements. The derivation of the CRLB
relies on the utilization of the Fisher Information matrix (FIM), which serves to quantify
the informational value encapsulated within the measurements pertaining to the position
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of the unknown objective. Let us start by evaluating the probability density function (PDF)
of the composite vector

[
rT , sT]T ,

P(r, s; uo, so) = K·exp
[
−1

2
(r− ro)TQn(r− ro)− 1

2
(s− so)TQs(s− so)

]
, (33)

where K represents a constant independent of the unknowns. The computation of the FIM
can be expressed as follows:

FIM =

[
X Y
Y Z

]
, (34)

where

X = −E
[

∂lnP
∂uo∂uoT

]
=

(
∂ro

∂uo

)T
Qn

(
∂ro

∂uo

)
, (35)

Y = −E
[

∂lnP
∂uo∂soT

]
=

(
∂ro

∂uo

)T
Qn

(
∂ro

∂so

)
, (36)

Z = −E
[

∂lnP
∂so∂soT

]
=

(
∂ro

∂so

)T
Qn

(
∂ro

∂so

)
+ Qs. (37)

Next, we proceed to evaluate the partial derivatives ∂ro/∂uo and ∂ro/∂uo.

∂ro

∂uo =


ρT

uo ,s2,1
− ρT

uo ,s1

ρT
uo ,s2,2

− ρT
uo ,s1

...
ρT

uo ,sM,2
− ρT

uo ,s1

, (38)

∂ro

∂so =


ρT

uo ,s1
−ρT

uo ,s2,1
0 0 0

ρT
uo ,s1

0 −ρT
uo ,s2,2

· · · 0
...

...
...

. . .
...

ρT
uo ,s1

0 0 · · · −ρT
uo ,sM,2

. (39)

By invoking the partitioned matrix inversion formula [25], we obtain:

CRLB(u) = FIM−1 =
(

X− YZ−1YT
)−1

= X−1 + X−1Y
(

Z− YTX−1Y
)−1

YTX−1. (40)

It is worth noting that X−1 is the CRLB of u when the source location is known exactly.
The second term in (38) represents the increase in CRLB due to errors in the source positions.
The trace of CRLB(u) is the minimum possible source location MSE that any linear unbiased
estimator can achieve.

To obtain intuitive insights, we perform simulations comparing the CRLB across four
scenarios. Besides CRLB(u) in (40) (denoted by CRLB-SNLOS-E), we considered a CRLB
that accounts only for the SNLOS link, ignoring the sensor position errors (denoted by
CRLB-SNLOS-NE). We also included two CRLBs: one with sensor error knowledge for
the LOS link (denoted by CRLB-LOS-E) and one without such knowledge (denoted by
CRLB-LOS-NE) for comparison. The true positions of the sensors are provided in Table 1.
The RDOA measurements are generated by adding zero-mean white Gaussian noise to
the true values. The noise covariance matrix is denoted as Qn= 0.5Rn, where Rn is a
3·(2M− 1)× 3·(2M− 1) matrix with σn

2 in the diagonal and 0.5σn
2 in all other elements,

and σn
2 is fixed at 0.01. Similarly, the covariance matrix corresponding to the position

errors of the sensor nodes is denoted as Qs = σS
2I3·(2M−1)×3·(2M−1).
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Table 1. True sensor positions (in meters).

Sensor
No.

1 2 3 4 5 6

xi 238 −640 160 −314 560 890
yi −127 457 −200 85 −439 232
zi 330 176 372 157 349 88

Figure 2 displays the CRLBs for the four cases with increasing noise power, where a
stationary source uo = [230, 500,−100]T m is positioned near the sensors. In general, incor-
porating the SNLOS link decreases the CRLB by approximately 10 dB. This improvement is
attributed to the introduction of virtual sensors, which enrich the TDOA measurements.
The deviation in CRLBs between scenarios with and without sensor position errors becomes
noticeable at σS

2 = 0.1, and their magnitude gradually amplifies with higher σS
2.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 9 of 15 
 

 

 
Figure 2. Comparisons of the CRLBs for a near stationary source. 

Similarly, Figure 3 compares the CRLBs when the unknown source is positioned at 𝒖𝒐 = [480, −1500, 1700]், far from the sensor array. The overall trend observed closely 
resembles that in Figure 2. Notably, when the source is distant from the sensors, the 
CRLBs increase by roughly 10 dB compared to the case where the source is nearby. This 
is because TDOA-based positioning methods exhibit enhanced performance when the 
source is in close proximity to the sensors. 

 
Figure 3. Comparisons of the CRLBs for a far stationary source. 

5.2. Performance Analysis of The Proposed Algorithm 
The study presented in this subsection is based on a first-order analysis, where the 

consideration of second and higher-order error terms is neglected. Therefore, the results 
are valid only under the assumption that the RDOA noise and sensor position errors are 
sufficiently small. 

By employing (30) and (32), the estimated error component Δ𝒖ଶ in the final source 
position estimate 𝒖ଶ can be expressed as Δ𝒖ଶ = (𝑮ଶ்𝑾ଶ𝑮ଶ)ିଵ𝑮ଶ்𝑾ଶ(𝑷ଶ𝒏 + 𝑭ଶ∆𝒔). (41)

To ensure the proposed solution remains unbiased, we compare the covariance ma-
trix of 𝒖ଶ with the CRLB under the condition where the RDOA measurement noise and 
sensor errors are small. Hence, we have cov(𝒖ଶ) = 𝔼[Δ𝒖ଶΔ𝒖ଶ்]= [𝚲்𝑸𝒏ଵ𝚲 − 𝚲்𝑸𝒏ଵ𝚪(𝑸𝒔 ଵ + 𝚪்𝑸𝒏ଵ𝚪)ିଵ𝚪்𝑸𝒏ଵ𝚲]ିଵ, (42)

where 𝚲 = 𝑷ଶି ଵ𝑮ଶ, (43)

Figure 2. Comparisons of the CRLBs for a near stationary source.

Similarly, Figure 3 compares the CRLBs when the unknown source is positioned at
uo = [480,−1500, 1700]T , far from the sensor array. The overall trend observed closely
resembles that in Figure 2. Notably, when the source is distant from the sensors, the CRLBs
increase by roughly 10 dB compared to the case where the source is nearby. This is because
TDOA-based positioning methods exhibit enhanced performance when the source is in
close proximity to the sensors.
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5.2. Performance Analysis of the Proposed Algorithm

The study presented in this subsection is based on a first-order analysis, where the
consideration of second and higher-order error terms is neglected. Therefore, the results
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are valid only under the assumption that the RDOA noise and sensor position errors are
sufficiently small.

By employing (30) and (32), the estimated error component ∆u2 in the final source
position estimate u2 can be expressed as

∆u2 =
(

GT
2 W2G2

)−1
GT

2 W2(P2n + F2∆s). (41)

To ensure the proposed solution remains unbiased, we compare the covariance matrix
of u2 with the CRLB under the condition where the RDOA measurement noise and sensor
errors are small. Hence, we have

cov(u2) = E
[
∆u2∆uT

2

]
=

[
ΛTQ−1

n Λ−ΛTQ−1
n Γ

(
Q−1

s + ΓTQ−1
n Γ

)−1
ΓTQ−1

n Λ

]−1
, (42)

where
Λ = P−1

2 G2, (43)

Γ = P−1
2 F2. (44)

After substituting P2 from (28) and G2 from (26) into (43), and simplifying the expres-
sion, we can derive

Λ =

[
(uo − si,l)

T

ro
i,l

− (uo − s1)
T

ro
i,l

− ri1
ro

i,l

]
×
[

I3×3
ρT

uo ,s1

]
. (45)

where the RDOA measurement noises are considerably smaller than the distance between
the unknown source uo and the sensor so

i,l , that is∣∣ni1,l
∣∣

ro
i,l
≈ 0, i = 2, 3, . . . , M; l = 1, 2, (46)

The i− 1st row of Λ in (45) can be approximated as follows:

Λ[i− 1, :] ≈
[

ρT
uo ,si,l

−
ro

1
ro

i,l
ρT

uo ,s1
−
(

1−
ro

1
ro

i,l

)]
×
[

I3×3
ρT

uo ,s1

]
= ρT

uo ,si,l
− ρT

uo ,s1
. (47)

When the 2-norm of the sensor position error vector, ∆s, is considerably smaller than
the distance between the unknown source uo and the sensor so

i,l , this assumption can be
expressed as ∥∥∆si,l

∥∥
ro

i,l
≈ 0, i = 2, 3, . . . , M; l = 1, 2. (48)

We can obtain
ρT

uo ,si,l
= ρT

uo ,so
i,l

, (49)

and Λ can be approximated by

Λ ≈


ρT

uo ,so
21
− ρT

uo ,so
1

ρT
uo ,so

2,2
− ρT

uo ,so
1

...
ρT

uo ,so
M,2
− ρT

uo ,so
1

. (50)
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Similarly, by substituting (28) and (29) into (44), we obtain the following:

Γ[i− 1, :] =
[
−
(

1− ro
1

ro
i,l

)
ρT

uo ,si,l
− ro

1
ro

i,l
ρT

uo ,si,l
0 (uo−so

i,l)
ro

i,l

]
. (51)

Under the conditions of (46), (51) can be approximated as the following:

Γ ≈


ρT

uo ,so
1
−ρT

uo ,so
21

0 0 0
ρT

uo ,so
1

0 −ρT
uo ,so

2,2
· · · 0

...
...

...
. . .

...
ρT

uo ,so
1

0 0 · · · −ρT
uo ,so

M,2

. (52)

For comparison, we consider the CRLB(u) from (35) as

CRLB(u) =
(

X− XZ−1YT
)−1

. (53)

A notable observation is that the CRLB(u) and the covariance matrix cov(u2) share
the same structural form. By substituting X, Y, and Z from (35) into (53) and comparing it
with cov(u2), we obtain the following:

Λ ≈ ∂ro

∂uo , (54)

Γ ≈ ∂ro

∂so . (55)

Hence, it can be concluded that the proposed solution achieves the CRLB accuracy
when both (46) and (48) are satisfied.

6. Simulation Results

In this section, we conduct simulations to verify the performance of the proposed
method and compare it with the CRLB and two existing similar methods. The first is
the MP method (referred to as “MP-Solution”), which was developed for shallow water
multipath environments, as described in [21]. By exploiting multipath effects in shallow
seas and introducing a single calibration source, the method corrects sensor position errors
and enhances localization performance. The other is the SDP method in [13], which is
utilized as the initial solution for the iterative MLE approach (referred to as “SDP-MLE”)
and was devised to tackle sensor position inaccuracies in TDOA localization. It is important
to note that the localization models used in these methods differ slightly from the model
employed in this article. Further details regarding the model adjustments will be provided
in subsequent simulation scenarios. The other simulation parameters are consistent with
those in Section 3. Performance evaluation is based on the MSE criterion, defined as

MSE(u) = 1
M ∑M

k=1

∥∥∥uk−uo
∥∥∥2

, where M represents the number of Monte Carlo runs, and uk

corresponds to the estimate of the true value uo in the k-th run. The number of ensemble
runs is set to 5000.

6.1. The Impact of the Distance between Source and Sensor Nodes

In this simulation scenario, we consider six sensor nodes whose true positions are
provided in Table 1. To ensure a meaningful comparison of algorithm performance, we
standardize the positioning models across the three methods. Specifically, for the MP solu-
tion, only the sea surface reflection path is utilized. In the case of the SDP-MLE method, we
introduce additional virtual sensor positions denoted by so

i,2 = [xi, yi,−zi](i = 2, 3, . . . , M)
to unify the localization model.
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Figure 4 presents the performance comparison of different solutions for a near-
stationary source located at uo = [230, 500,−100]T m as the noise power increases. The
three solutions exhibit comparable performance in achieving CRLB accuracy when the
noise level σS

2 is below 1. However, as the noise power grows, the proposed method
consistently tracks the CRLB accurately and outperforms the other algorithms significantly.
The SDP-MLE method begins to deviate from the CRLB at σS

2 = 1, while the MP solution
deviates at σS

2 = 10.
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The performance of the SDP-MLE method suffers due to approximation errors from
truncating the second-order Taylor series, as described in [13]. On the other hand, the MP
solution experiences performance deterioration because of the introduction of pseudo-linear
equations, which makes it susceptible to the threshold effect and causes rapid deviation
from the CRLB as the noise level rises.

Figure 5 illustrates the performance of the three estimators when the source is located
at uo = [230, 500,−100]T m, far away from the sensor array. Similar to Figure 4, the
proposed method maintains good adherence to the CRLB as the noise power increases,
exhibiting superior performance compared to SDP-MLE and the MP solution.
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Comparing Figure 5 to Figure 4, we observe that the accuracy of localization for a far
source, about 10 dB, is generally lower than that for a nearby source. This can be attributed
to the hyperbolic nature of TDOA measurements. As the distance between the source
and the receiver sensors increases, the impact of measurement errors and uncertainties in
TDOAs becomes more prominent, leading to a significant decrease in positioning accuracy.
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6.2. The Impact of Using Only Four Sensor Nodes

We proceeded to evaluate the localization performance of the proposed solution using
the minimum number of sensors. Specifically, we utilized only four receiving sensors,
which satisfies the minimum requirement for 3D localization. These sensors were selected
from the entries in Table 1. The model parameters matched the specifications in Figure 4,
with the near source at uo = [230, 500,−100]T .

Figure 6 plots the performance of the three methods as noise power increases using the
SNLOS link. It is evident that the introduction of virtual sensors enables all three algorithms
to achieve the CRLB when σS

2 < 0.1. However, in comparison to Figure 4, the SDP-MLE
and MP solution begins to deviate from the CRLB earlier due to the reduced number of
sensors. In contrast, the proposed solution continues to exhibit superior performance and
closely follows the CRLB.
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Figure 7 displays the results obtained when only the LOS links are considered. It is
evident that the overall performance of the algorithms decreased. Specifically, the MP
solution lost its point source positioning capability. This is because the MP solution heavily
relies on leveraging the underwater multipath effect to enhance its positioning accuracy.
However, its assumptions about the underwater environment are overly idealistic, and
in practical scenarios, it is often challenging to receive a substantial number of multipath
signals. When disregarding the multipath effect, the MP solution requires at least five
sensors to be effective due to the introduction of intermediate parameters in the algorithm.
On the other hand, SDP-MLE can still achieve the CRLB when the noise level is extremely
low. Although the proposed solution starts deviating from the CRLB when σS

2 > 103, it
remains capable of accurately and effectively locating the unknown source under moderate
noise conditions.
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Algebraic solutions have gained popularity due to their computational efficiency and
ability to avoid getting trapped in local optima. Table 2 presents the processing times for the
algorithms utilized in the simulation scenario depicted in Figure 4. The proposed closed-
form solution exhibits a processing time that is 729.10 times lower than that of SDP-MLE
and approximately comparable to the MP solution. In SDP-MLE, the semidefinite relaxed
programming utilized for initialization accounts for 96.9% of the total computation time.

Table 2. Computation processing times.

Solution Posed Solution MP Solution SDP-MLE

Time(s) 3.62 5.87 2639.7
Rel. Time 1 1.62 729.20

7. Conclusions

In this study, we introduced an innovative algebraic solution for underwater source
localization in shallow seas, which addresses the challenges arising from sensor position
errors and multipath effects. By exploiting LOS and SNLOS links, our method provides a
robust approach to underwater acoustic localization. Theoretical analysis demonstrates
that the proposed solution achieves CRLB accuracy when TDOA measurement noise and
sensor position errors are sufficiently small. Simulation results illustrate that the proposed
algorithm maintains higher positioning accuracy over a wider noise range compared to
previous methods like MP and SDP-MLE, closely following the CRLB. Moreover, our
closed-form solution is computationally more efficient than iterative localization algo-
rithms. A comprehensive simulation comparison verifies the robustness and efficiency of
the proposed solution, highlighting its potential for practical applications in underwater
sensor networks.
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