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Abstract: This paper investigates the wind wave deformations above two isolated shallow seamounts
using a phase-resolved wave model simulation using the HAWASSI-AB software. The first seamount
is located some 8 km from the south coast of Jawa, Indonesia, near Glagah, with its top area about
2 m from the water level, while the second is the Socotra Rock, in the East China Sea, which has a top
4.6 m under the sea surface. The simulations found that isolated shallow bathymetry may generate a
crossing sea region endangering ships. In both domains, short-crested wave simulations of second
order show strong refraction and diffraction effects when waves run towards and downstream of
the top of the seamount. Waves near the summit embrace the seamount and form a focal area with
larger waves downstream. After crossing the Socotra Rock, the interaction waves lead to a crossing
sea in the deep water. On the other hand, having passed the Glagah, waves further downstream
are partly absent over a substantial stretch of the coast. For both cases, the phase-resolved wave
simulation results determine detailed wind wave conditions and wave spectra over the whole area,
compensating for a lack of experimental data.

Keywords: Glagah; Socotra Rock; short-crested waves; wind wave; diffraction; refraction; bathymetry;
cross sea

1. Introduction

Coastal wave research, experiments, and simulations are important for protective
measures, sedimentation studies, and the design of coastal structures such as harbors and
dikes near the coast. Wave research in the open ocean is also essential for the safety of struc-
tures and navigation. Apart from measurements in the field or environmental laboratories,
numerical simulations are commonly used to obtain more extensive information about the
expected wave transformations and their interaction with structures, bathymetry, or the
beach. Wave interactions with a complex bathymetry with a shallow part are interesting as
the waves may behave abnormally, which can endanger ships and structures. The study
by [1] showed that shallow bathymetry in the open ocean may also affect the global ocean.
They revealed that nonlinear internal wave fronts radiating from a shallow sill bathymetry
on a broad shelf have substantial implications for transporting and redistributing heat,
energy, momentum, and materials in the global coastal ocean as well as the regional East
China Sea.

Shallow seamounts can be found abundantly worldwide. A database of nearly
25,000 seamounts [2] gives extensive information about global seamounts, including their
locations and approximate sizes. The water depth in which seamounts are found can vary
from bottomless to very shallow water. Larger seamounts will disturb ocean circulation
and, depending on their size and the water depth above the top, their presence may perturb
the surface waves. Thus, shallow seamounts are a concern for navigation around shipping
routes, as the wind-wave field surrounding them can be very peculiar [3].

Theoretical research on the effects of the presence of seamounts on the surrounding
waves started with [4,5]; see also [6]. Early numerical simulations of the flow dynamics
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around a seamount used a large-scale ocean circulation model; see, e.g., [7–9]. Ocean
simulations dealing with seamounts studied the effect of their presence on the surrounding
oceanic flow, such as mixing and turbulence effects; see, for instance, [10–12]. Numerical
wave simulations based on a phase-averaged wave model over smaller ocean domains
were conducted by [3]. Their study modeled the Socotra Rock, which has a top just 4.6 m
below the sea surface in the Yellow Sea. Meanwhile, [13] also used a phase-averaged wave
model to compare numerical wave simulation results with observations over domains with
top heights of 21, 42, and 54 m, near the coast of north Brazil.

Numerical simulations using a phase-averaged wave model are able to describe the
interactions between surface waves and the seafloor [3,13]. Without resolving the surface
elevation and wave phase, the model computation is efficient, which makes the model
more practical for applications. However, the model is still incapable of simulating strong
nonlinear phenomena such as strong diffraction around large obstacles [14,15], captur-
ing inhomogeneity and incoherence in the wave fields [16], and modeling the spectral
transformation into lower frequencies [17]. In contrast, phase-resolved wave models show
extensive details of the wave field, including wave shoaling, refraction, reflection, diffrac-
tion, wave breaking, and special wave patterns such as square waves [16]. The work
of [18] used a phase-resolved model based on Boussinesq equations to investigate the
effect of the alongshore variations induced by topography and the phase interaction of
multi-directional random waves in the surf zone wave field. The phase-resolved wave
model demonstrated skill in a relatively short 300 m cross-shore model domain for pre-
dicting phase-resolved run-up and the number of overtopping events in the field during
storm conditions [19]. A phase-resolved fully nonlinear potential flow model was used to
investigate wave propagation over large gradients of bathymetry changes and irregular
coastline geometries in Norwegian fjords. The strong nonlinear wave transformations and
the wave field inhomogeneity and incoherence were captured [16]. Similarly, the study
of [20] also applied a phase-resolved wave model, FUNWAVE-TVD, to investigate the
effects of complex bathymetry and the wave coherency effect along an open boundary.

This paper will deal with numerical wave simulations over shallow seamounts to in-
vestigate the wind wave characteristics around the seamount. We conduct numerical phase-
resolved wave simulations based on Boussinesq equations over large domains. We expect to
obtain more detailed wave and spectrum transformation results due to abrupt bathymetry
changes. The numerical simulations are performed with the well-tested HAWASSI software
for nonlinear irrotational wave simulations with a spectral implementation.

Two bathymetries with shallow seamounts in busy areas will be studied: the so-called
Glagah seamount and the Socotra Rock. The Glagah seamount is located on the south
coast of Jawa, Indonesia, near a small harbor at Glagah (110.07931◦ E, 7.92011◦ S) where
many marine activities are conducted. Bathymetry data shows the depth for some 12 km
seawards. The depth contours of Glagah bathymetry show large variations over relatively
small distances. The area is geologically active, with a tectonic plate collision further from
the coast and volcanoes on the island. The near-shore area shows an isolated underwater
mountain 8.5 km from the coastal harbor, with its top just 2 m under the still water level.
The Socotra Rock, also known as Ieodo, is a shallow submerged rock with a summit 4.6 m
below the surface in an area of ocean with busy shipping lanes between the Yellow Sea and
the East China Sea, 149 km from the closest land. Moreover, the Korean Ocean Research
and Development Institute has installed a remote ocean site, the Ieodo Ocean Research
Station (IORS), as a scientific research station at a water depth of 41 m located 700 m
away in the southeast direction from the Socotra summit. The detailed results of the wave
simulations over Glagah and Socotra are expected to give an understanding of the wind
wave characteristics in those areas.

The organization of the rest of the paper is as follows. In Section 2, we provide some
details of the phase-resolved wave model that we used. Section 3 deals with the Glagah,
providing results of short-crested wave simulations that are analyzed in detail, including
plots of refraction and diffraction and statistics of wave properties over the area. Section 4
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deals with the Socotra Rock for seasonal waves from the north. Section 5 discusses the major
results and the contribution of this study. In Section 6, we contemplate and summarize the
main findings.

2. Materials and Methods
2.1. HAWASSI Model

The HAWASSI software (acronym for “Hamiltonian Wave–Ship–Structure Interac-
tion”) uses a spectral implementation of the Hamiltonian equations, [21,22] to model irro-
tational wave motion above bathymetry in one and two horizontal dimensions (2HD).
The dynamic equations for surface elevation η(x, y, t) and surface tangential velocity
u(x, y, t) are formulated in (1). The first equation, in (1), represents the changes in the
surface elevation, while the second represents the changes in the surface tangential velocity
in the x- and y-directions.

∂tη =−∇.(δuH(η, u))
∂tu =−∇

(
δηH(η, u)

) (1)

with H(η, u) being the Hamiltonian that represents the total energy, i.e., the sum of the
kinetic and potential energy. The notation ∇. is a divergence of a vector field resulting in a
scalar, ∇ is a gradient operator in the x- and y-directions, and δ is a functional derivative
with respect to η or u. Taking the fluid density as constant and equal to one, the Hamiltonian
is given by

H(η, u) =
1
2

∫∫∫
|Ū|2dxdydz +

1
2

∫∫
gη2dxdy (2)

Here, Ū = ∇Φ is the fluid velocity in the domain, with Φ the potential in the fluid
domain that is determined by satisfying the Laplace equation with the surface elevation
and potential at the surface. With u being the tangential velocity at the surface, the kinetic
energy can be written symbolically as

K(η, u) =
1
2

g
∫∫
|Cu|2dxdy (3)

with g the acceleration due to gravity, and C = C(D, η) the phase velocity operator
depending on the depth D. The operator is a deformed surface according to the nonlinear
exact dispersion relation ω2 = gk tanh(k(D + η)), with the wave number k related to
the wavelength λ and the frequency ω related to the period T according to k = 2π/λ,
ω = 2π/T. A schematic illustration of wave evolution in the x-direction is presented in
Figure 1.

Figure 1. Illustration of wave variables in x-direction. Free surface elevation η, surface tangential
velocity v, water depth D, friction coefficient F, acceleration due to gravity g, wavelength λ, wave
amplitude A, and wave height H. The red arrow illustrates the bottom friction.

The numerical computation uses a pseudo-spectral implementation of the equations,
in which the time differential equation is solved using the Runge–Kutta solver while the
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space derivatives are calculated using the Fourier spectral method. Since all approximations
are incorporated in the Hamiltonian, this leads to approximate equations that retain the
Hamiltonian structure truncated to the desired order. The simulations in this paper use
equations of second-order approximation at each depth. The dispersion relation and
the differential operator will not vary in depth for a flat seafloor. Over varying depths,
the equations can lead to a numerically expensive evaluation of Fourier integral operators;
this is drastically reduced by taking for the nonlinear dispersion relation a partition of
unity with a restricted number of dispersion modes at different depths; see [23]. For one-
and two-dimensional wave simulations above a varying seafloor, implementing the spatial
pseudo-spectral method shows sufficiently good dispersion and efficient computation [24].

An influx of waves into the domain is modeled by adding a source term in the
continuity equation, an embedded influx of a signal to generate the desired wave field,
as derived in detail in [25]. Damping zones around the simulation domain are designed
to prevent periodic looping. The bottom friction effect in HAWASSI is estimated with a
similar approach as the friction term in [26]. A dissipative term is added in the momentum
equation, −F|u|u/(D + η), with F a non-dimensional friction coefficient.

In addition, HAWASSI also includes a breaking wave model, limited to a spilling
breaking wave. Wave breaking in HAWASSI uses a kinematic breaking criterion by pre-
scribing the maximal value β of the quotient of crest velocity and phase velocity, with β < 1,
followed by wave dissipation [27]. The phase velocity is locally defined at the crest and
computed using the partial Hilbert transform concerning x to determine the instantaneous
or local wave number; see [23] for the detailed derivation.

2.2. Model Validation

Simulations using HAWASSI have been tested against many laboratory experiments.
The one-dimensional model was validated for an irregular breaking wave above deep water
and above a trapezoidal bar [23]. Three experimental cases have also been used to validate
the model: focusing and irregular waves over a bar and bichromatic breaking waves over
a flat bottom [28]. Many experiments of breaking waves in focusing waves, bichromatic
waves, and irregular waves above a flat bottom were conducted by [29], showing that
HAWASSI is sufficiently accurate to support the design task prior to the actual experiment.
Another study [30] evaluated various cases of breaking and non-breaking waves with
experiments. The breaking waves dealt with the Peregrine breather, waves over a bar, wave
run-up, and the dam-break case, while the non-breaking waves dealt with waves over an
underwater slope. Moreover, recent validation for waves over a shoal and waves over
a slope have been discussed, together with the statistics of storm waves above various
bathymetries, in [31].

In a two-dimensional model, waves in harbors with an access channel were compared
with laboratory experiments [32]. The study in [33,34] also illustrated the performance
of simulations against measurements for three application areas: wave tank experiments,
incoming waves in a harbor with a deep access channel, and extreme waves such as in
the Draupner wave, a measured freak wave at the Draupner platform in the North Sea
on 1 January 1995 over deep water. Furthermore, HAWASSI was identified as one of
the potential wave kinematics solvers to generate nonlinear irregular waves for the “JIP
on Reproducible Computational Fluid Dynamics (CFD) Modeling Practices for Offshore
Applications” [35,36]. It has been used for engineering applications to develop reliable
numerical wave modeling practices. Its quality had been verified against measurements
and also compared with other potential numerical wave tank models [37].

3. Case 1: Waves over the Glagah Seamount to the Coast
3.1. Domain and Numerical Setting

The topography map from the Indonesian Geospatial Information Agency BIG (https:
//tanahair.indonesia.go.id/portal-web/, accessed on 1 November 2021) in Figure 2 shows
the top of the seamount some 8 km seaward of a small harbor, Glagah Port, that will serve

https://tanahair.indonesia.go.id/portal-web/
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as the origin of the coordinate system, (x, y) = (0, 0). To consider the environmental wave
input in the main prevailing wave direction from southwest to the coastline, a rotation
of about 23 degrees counter-clockwise is applied, as illustrated in Figure 2; the chosen
simulation domain then extends about 8 km along the coastline and 12 km seaward from
the coastline. After the rotation, the domain is described with x ∈ (−4000, 4000) m
in the direction along the coast and y ∈(−12,500, 0) m perpendicular to the coastline.
The seamount is near (x, y) = (0,−8500) m in the simulation domain. In the direction
from bottom to top, the bathymetry over the cross-section through the top increases from a
depth of 60 m to 2 m at the top, followed by a decrease to nearly 40 m, and then increases
to the shoreline. The converging and diverging level lines are expected to cause substantial
diffraction and refraction.

The choice of the orientation of the domain is partly determined by the dominant wave
direction from the ocean in the area, but partly also for numerical reasons, to reduce the
realistic energy outflow through the boundaries as much as possible. To prevent periodic
looping, damping zones with widths of 296 m are added along all boundaries; therefore,
outgoing waves will reduce the total energy in the area without compensation for incoming
waves from outside the simulation area.

Figure 2. Simulation domain of case 1, in which the left plot is for waves from the southwest, rotated
to show waves from bottom to top in the right plot. The black dashed lines are the boundaries of the
simulation domain with a damping zone.

Referring to the bathymetry plot in Figure 2, we used the rotated domain with a total
area of 96 km2 that is covered by a grid with a size of 4 m in the x-direction and y-direction,
resulting in 2048 × 3072 grid points in the simulation domain. Waves were simulated over
a total time of 4800 s, in which the main waves fill the domain and reach the coastal area in
approximately 20 min; all statistical quantities are calculated for the last 3600 s.

The influx properties are determined by a Jonswap spectrum with γ = 3.3, peak
period Tp = 12 s or wave frequency f = 0.083 Hz, and significant wave height Hs = 2 m.
The waves are influxed without spreading along the line that has a length of −7600 m,
x ∈ (−3800, 3800) m at y = −11,500 m. We applied damping boundary conditions so that
the outflow smoothly vanishes at all boundaries. The damping zones along the domain
boundary have a width of 296 m. We used bottom friction with the coefficient F = 0.05
around the seamount x ∈ (−1100, 1500) m, y ∈ (−9700,−7400) m.

3.2. Wave Elevation

In this section, we present the numerical wave simulation results over the whole
domain and zoom in near the seamount. Figure 3a gives a snapshot view of the wave
elevation at a time of 2400 s, while Figure 3b shows the significant wave height with contour
levels of the bathymetry. The zoomed versions are presented in Figure 3b,c. The significant
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wave height from the numerical simulation is computed from the surface wave elevation
Hs = 4σ, where σ is the standard deviation of the surface wave elevation. The highest
significant wave height is 2.97 m, i.e., 1.49 times the influx Hs, near (x, y) = (188,−7432)
downstream of the seamount.

(a) (b)

(c) (d)
Figure 3. (a) Wave elevation at t = 2400 s with the dashed line in the south showing the influx
line. (b) The bathymetry level lines over the domain; the background color is determined by the
significant wave height Hs. (c,d) The zoomed versions of (a,b), respectively, near the seamount.

The depth contour lines, as shown in Figure 3b, and Fermat’s principle guide the
understanding of the energy propagation over the area. From the influx at the bottom,
the bent contour lines will cause the waves to focus strongly and embrace the mount. As the
waves approach the top of the seamount, waves from the sides of the simulation domain
are refracted strongly toward the top. Because there is no influx from the left (and right)
vertical boundary in the simulation downstream to the west of the mount, the waves nearly
vanish and are small towards the east. This creates, at the west side, an area towards the
beach with very few waves, so that the effects of a second mount with a top of 10 m below
the surface at (−2000, −3000) is hardly noticeable. From Figure 3b, we also observe that
the significant wave height Hs shows substantial changes due to depth differences; for
instance, the value of Hs = 1 m at the top of the seamount is only one-third of the value in
the ring-shaped yellow area that is caused by strong diffracting surrounding waves.

Figure 4 shows snapshots of the waves moving from deep water toward the coast (left
to right) over three cross-sections, at x = −1000, 0, and 1000 m. The wave elevation at a
certain time already shows the wavelength changes due to the seamount; shorter waves
are generated when waves approach the top of the seamount.
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Figure 4. Snapshots of the wave elevations at t = 2400 s on three vertical cross-sections (from top
down at x = −1000, 0, 1000 m); the bathymetry is indicated with a dashed line with the depth on the
right-hand axis.

3.3. Main Wave Directions (Wave Rays)

The numerical simulation in Figure 5a describes the main wave direction near the
seamount computed from the wave spectrum roses. The length of the vector indicates the
wave’s potential energy, Var(η2), proportional to the significant wave height, which is also
spatially presented as the background color. Meanwhile, Figure 5b shows the analytical
wave ray tracing for comparison. The plots show that the seamount acts like a convex lens
in optics, where incoming light waves are focused on a focal point behind it. The wave
tracing shown in Figure 5b is obtained by applying Snell’s law based on the wave group
velocity at peak frequency. The theoretical ray tracing starts by calculating at each point of
the domain the group velocity V(x, y) from the local peak wave frequency and depth [38].
For the chosen contour spacing dV, contour lines of the group velocity are determined,
and the averaged value between two successive contour lines provides the discretized
V(x, y). For the given initial position and propagation direction, at each ray-crossing,
the propagation direction is adjusted according to Snell’s Law; for the velocity spacing dV,
we took 1% of the maximum group speed, approximately 0.1 m/s.

(a) (b)

Figure 5. (a) Main wave directions near the seamount, in which the background color indicates the
significant wave height and the vector length indicates the wave energy. (b) The wave trajectories
constructed with Snell’s law at peak frequency.
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3.4. Wave Spectra

The wave transformation over the Glagah seamount can also be investigated from the
changes in the wave spectra. Figure 6c,d shows the 2D wave spectra corresponding to the
significant wave height in Figure 6a,b.

Observe from Figure 6 the initially large significant wave height drops to a value of
Hs = 1 m over the top of the seamount. Even though the waves converge to the summit,
the wave shoaling process is limited by the water depth. The low wave height over the
shallowest area occurs because of the diffraction and the energy dissipation. The waves
then develop a focusing area downstream by a strong refraction process. While we observed
significant changes along the x-cross-sections, the waves along the y-cross-sections do not
differ so much, except the cross-section over the top. The cross-section at y = −8500 m
shows decreasing waves over the summit.

(a) (b)

(c) (d)
Figure 6. (a) Hs along cross-sections x = −1000, 0, 1000 m with the bathymetry as a dashed line
(right-hand axis), and (b) along y = −10,000, −8000,−6000,−4000 m. (c,d) The corresponding
wave spectra.

Each plot aims to portray the transformation of the waves in the spatial and frequency
domains. Along the line, it not only presents the peak frequency of the waves, but it also
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exhibits the changes in the distribution of the energy spectral density over the frequency
domain. Looking at the spectrum over the vertical line through the top of the seamount
(x = 0 m) (Figure 6c,d), a broadening of the spectrum occurs just before the top, showing
the development of short waves and infra-gravity waves during wave shoaling.

Over the top of the seamount, there are no high-energy density spectra, showing that
the waves lose energy. Some distance further in the direction of the coast, waves from
the sides merge and become visible in the spectrum. From Figure 6d, the wave spectrum
along y = −10,000 m still has the same peak frequency with a similar distribution of the
energy density, while along y = −8500 m, the waves are only prominent to the sides of the
seamount. The gaps in the spectra indicate that the waves transform to a flow towards the
top of the seamount; after passing it, undulations grow and transform into down-running
waves. After crossing the top of the seamount, the wave spectrum at y = −6000 m describes
refracted waves with less energy than the influx, which then run-down in a nearly waveless
flow. Less energy reaches the coast due to the dissipation of energy over the top of the
seamount and also due to energy outflow through the domain boundaries.

4. Case 2: Waves over the Socotra Rock
4.1. Domain and Numerical Setting

As a second case, we show results for waves over the Socotra Rock, south of Korea
in the East China Sea, with a top 4.6 m under the sea surface, surrounded by 60 m deep
water. The rock has a research station with an observation platform; see [39], https://
en.wikipedia.org/wiki/Ieodo_Ocean_Research_Station (accessed on 1 November 2021).
Simulations with input determined by a Jonswap spectrum are presented in this section to
show the deformation of phase-resolved waves over an area of 16 km × 14 km (224 km2).
For wave influx, the wave direction distribution is taken from the platform data over one
year (March 2021–March 2022), during which most waves propagated from north to south.
The selection of the main wave direction and the peak periods is based on the wave data
distribution over one year. Waves from the north are simulated above the bathymetry in
the large and small domains shown in Figure 7. The domains, with the top of the seamount
positioned at the origin (0, 0), are chosen to reduce energy outflow through the boundaries
as much as possible. In both the large and small domains, damping boundary conditions
are applied, with a width of 200 m as a damping zone along all sides.

Figure 7. (left) Plot shows the bathymetry around Socotra Rock from GEBCO over the large-domain
simulation with the dashed line represent the influx line and an arrow shows the wave influx
diretion. (right) Plot shows the high-resolution bathymetry over the small-domain simulation.

For the Socotra Rock case, we conduct two simulations. The first simulation is in
a large domain with bathymetry data obtained from the General Bathymetric Chart of
the Oceans (GEBCO). The simulation uses a grid size of 8 m in the x- and y-directions
(1320 × 1280 grid points) with a friction value of 0.05 applied at depths less than 10 m

https://en.wikipedia.org/wiki/Ieodo_Ocean_Research_Station
https://en.wikipedia.org/wiki/Ieodo_Ocean_Research_Station
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where the bottom is assumed to be mostly rock at shallower depths. In deeper water, we do
not in include friction, to prevent more energy loss approaching the top of the seamount.
Wave influx without directional spreading is generated from the north at y = 8000 m to
the south. The wave has a typical Jonswap spectrum with Tp = 15 s and Hs = 4 m for a
duration of 80 min (the main wave takes approximately 20 min to fill the area). Looking at
the bathymetry changes above Socotra, the waves from the north are expected to converge
to the summit. We expect the waves will converge more if we choose no spreading wave as
the influx. The expected focusing wave will be higher as it spreads less than the real one.

The second simulation is conducted in a smaller domain (2.5 km by 3 km) using
high-resolution bathymetry data obtained from an in situ 2017 survey by the Korea Hydro-
graphic and Oceanographic Agency (KHOA), which is available at http://www.khoa.go.
kr/oceanmap/main.do (accessed on 1 November 2021). The domain is
x ∈ (−1600, 959), y ∈ (−1320, 1796), with damping zones of 200 m along the bound-
aries. Different from the large domain’s bathymetry that changes smoothly, the bathymetry
in the smaller domain changes abruptly. Waves with a large significant wave height will
become much steeper and mostly break. To avoid a chaotic wave condition and focus on
details of the waves around the rock, a smaller wave height will be chosen for the simula-
tion. Therefore, for wave influx from the north at y = 1580 m, Jonswap spectra are used
with significant wave height Hs = 1 m, peak wave period Tp = 15 s, peak enhancement
factor γ = 3.3, and no directional spreading.

4.2. Waves Over the Large Domain (GEBCO)

The snapshot of the wave elevation at t = 1200 s in Figure 8a,b shows a very different
pattern between the upstream and downstream regions of the seamount. Interference
of the refracted waves downstream of the mount creates a characteristic cross sea, as
shown in Figure 8. The cross seas are observed from the wave direction in Figure 9 (left),
showing the waves from the right turn to the left and vice versa after passing the mount.
The directional spectrum at the mount and downstream in Figure 9 (right) also presents
how strong the refraction waves are after crossing the mount; incoming waves with no
spreading transform into waves with very wide spreading and turn to crossing waves in
the wake of the Socotra Rock.

(a) (b)
Figure 8. (a) Shows at t = 1200 s waves from the north creating a cross sea downstream of the mount
shown in (b).

Figure 10 presents a snapshot of the wave elevation and the significant wave height at
t = 1200 s along the top of the mount cross-section. The wavelength changes are observed
in the upper plot of Figure 10; short waves appear on top of the mount, while longer waves
are observed downstream. A lower wave amplitude over the top also results from friction.
We observe peaks before and after the seamount from the significant wave height presented
in the lower plot of Figure 10. The first peak before the top is caused by wave shoaling,
while the strong wave refraction causes the second peak after the top.

http://www.khoa.go.kr/oceanmap/main.do
http://www.khoa.go.kr/oceanmap/main.do
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Figure 9. (left) Plot shows the main wave directions with the value of Hs as background. The length
of the vector indicates the wave energy. (right) Plot shows the 2D spectra for the two positions
indicated in the left plot.

Figure 10. Wave elevation at a time of 1200 s (upper panel) and significant wave height (lower panel)
over a cross-section (x = 0 m). The intervals with the orange and purple stars represent the locations
of the friction and the breaking, respectively. The dashed line indicates the bathymetry.

4.3. Waves Around the Rock (KHOA)

Unlike the bathymetry used in the large-domain simulation that is mostly ideal cir-
cular, the high-resolution bathymetry around the rock is relatively complex with quite
steep rock. Therefore, the wave elevation in Figure 11 (left) shows that the crossing sea
pattern downstream is less visible here. Waves from the north over the Socotra Rock show
strong refraction effects creating focusing waves downstream. The incoming waves with a
significant wave height of 1 m develop a focusing wave with a significant wave height up
to almost three times that after passing the top of the seamount; see Figure 11 (right).
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Figure 11. A snapshot of the wave elevation at t = 5100 s (left) and the significant wave height
(right). The contour lines in both plots shows the bathymetry.

The zoomed version of the significant wave height in Figure 12 (left) shows the wave
shoaling phenomenon when waves approach the top; the decreasing depth up to the top
amplifies the wave. Further, the wave amplification is much more significant due to the
wave refraction. The simulated and theoretical directional patterns in Figure 12 show a
large focusing area with denser arrows, indicating that waves collectively merge into higher
waves downstream of the summit, followed by a gradual decrease further downstream.
Consequently, flanks are also generated on both sides of the focusing region.

Figure 12. The significant wave height (left) with arrows representing the wave direction. (right)
Plot shows the wave tracing using Snell’s Law with 10 m bathymetry level line.

Figure 13 (top) shows the wave elevation at t = 5100 s, while the bottom panel shows
the changes in Hs over a cross-section passing the focusing point. Like the large-domain
simulation results, waves from the north generate at least two local peaks. The wave
shoaling generates the first peak when waves approach the top. The second peak, which is
much larger, is generated by strong wave refraction behind the top of the seamount.
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Figure 13. The upper plot shows the wave elevation over a cross-section (x = −60 m) at t = 5100 s.
The lower plot shows the significant wave height. The dashed line indicates the bathymetry.

5. Discussion

Collecting measurement data over seamounts is a challenging task. So, numerical
models are invaluable tools to give insight into the expected wave transformations due to
the interactions between the surface wave and the seamount. Numerical wave simulations
are, therefore, commonly conducted prior to experiments in the field or laboratory, which
require more resources. Here, we studied the interactions between surface waves and the
seamounts Glagah and Socotra Rock. The validation of the simulations near the seamounts
is out of the study scope. Nevertheless, the summary of the model verification sufficiently
justifies the model we used.

The numerical wave simulations over Glagah and Socotra Rock show similar physical
processes, such as wave shoaling, diffraction–refraction, and shadowing effects down-
stream. The bathymetry data from GEBCO and KHOA used in the Socotra Rock simula-
tions differ significantly. The GEBCO bathymetry is mostly an ideal circular bathymetry,
in which the distance between the top of the seamount to 40 m depth is approximately
5 km, while it is only 500 m in the KHOA data. This different steepness of the slope leads
to a different wave transformation. The generated crossing sea in the simulation using
GEBCO could cover an area of several kilometers, while the crossing sea over KHOA only
covers a small area. The steeper bathymetry in the simulation using KHOA makes the
generated downstream focusing wave up to three times the input wave height. In contrast,
the maximum significant wave height in the simulation using GEBCO is only two times
the input. Compared to the Socotra case, the Glagah bathymetry is less steep, and the
amplification is only 1.5 times the input wave.

This study has complemented the work of [40] that simulated the long-crested waves
over a cross-section of Glagah. The long-crested wave simulations do not capture the
physical wave deformations of diffraction–refraction that are essential in the area near the
seamount. The lack of wave diffraction and refraction brings a less reliable approximation
of the waves near the shore in the shadow area of the seamount. Here, we presented the
importance of diffraction–refraction in the wave transformations over Glagah seamount
and Socotra Rock. The numerical wave simulation over Socotra Rock conducted by [3]
was based on a phase-averaged wave model. They observed the refraction from the
asymmetrical distribution of the significant wave height; downstream wave heights were
lower than the input wave. In this study, the refraction is directly observable from the
wave rays, in agreement with the wave direction shown in [13]. The coarse resolution in [3]
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may lead to missing wave-refracted rays. Moreover, the unresolved wave would not show
clearly the crossing sea right after the summit, as presented in our study.

In addition, the diffraction–refraction due to the seamount determines the focusing
wave and the shadow zone downstream. The seamount acts like a convex lens as the
refractive processes alter the incoming waves similarly [13]. The shadowing effect has been
shown as being characteristic of a wave’s interaction with an obstacle. The shadow zone
is clearly observed in both the Glagah and Socotra cases. The numerical phase-averaged
model could also reveal this characteristic as well [3,13]. Similar phenomena have been
found to be not only caused by seamounts but also in wind farms’ fields [41] and in swell
simulations around islands [42].

In addition to the advantages of the phase-resolved wave model in showing most
physical aspects of wave transformation, the model is still computationally demanding as
it requires a fine grid to present the wave details. The numerical computation of the phase-
resolved wave simulation by [16] took 5–10 times the length of the simulated time period.
Even though the HAWASSI model has been claimed as an accurate and efficient model,
especially the one-dimensional model, the simulation in two dimensions over a large-scale
domain is still less practical unless we reduce the resolution. In this study, the computation
time of the wave simulation mainly depends on the grid size. In the simulation of the
Socotra Rock in the small domain (with 640 × 780 grid points), the computation takes
approximately 23 h for an hour of simulation time. It would be only five hours if we
reduced the grid to half of the origin, as the computation time is approximately linearly
proportional to the grid size. Optimizing the model solver to reduce the computational
cost would make the model more practical for forecasting applications.

6. Conclusions

This paper presents numerical phase-resolved wave simulations over two shallow
seamounts. The detailed results in both cases show that the mounts act like an optical lens,
refracting and diffracting the waves considerably, leading to wave crossing downstream of
the summit. Two local maxima before and after the summit always occur because of the
seamount, shoaling, and refraction phenomena. The direct decrease in the water depth
amplifies the wave amplitude and creates a local maximum before the summit. Over the
summit, waves dissipate energy because of the breaking and bottom friction effect. Even
though the waves lose energy over the summit, wave refraction merges the waves from the
right and left of the seamount into another focusing area behind the summit, accompanied
by a wake zone ahead. The contour line in Socotra Rock makes the strong refraction from
the right and left almost give the same energy; thus, a noticeable cross sea in deeper water
is developed downstream of the rock.

In the isolated Glagah seamount, the wave transformations are observed further
towards the coast. Towards the coast, a confused sea will result in noticeable effects on
waves until the coastline. Although the bathymetry is nearly the same along the coast
until a depth of 30 m, the incoming wave energy shows large variations because the
mount substantially perturbs the wave directions and determines the waves near the
coastline. Therefore, simulations with a sufficiently large domain are required to support
structural designs and coastal safety investigations. Improvement and optimization of
the model and validation should be considered for more practical applications. Reducing
the model’s limitations in the complex breaking phenomena and bottom friction effect
would be challenging. Nevertheless, this study provides insights into the detailed wave
characteristics of the interactions between surface waves and obstacles in real fields.
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