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Abstract: This study presents an optimized container-stowage plan using reinforcement learning
to tackle the complex logistical challenges in maritime shipping. Traditional stowage-planning
methods often rely on manual processes that account for factors like container weight, unloading
order, and balance, which results in significant time and resource consumption. To address these
inefficiencies, we developed a two-phase stowage plan: Phase 1 involves bay selection using a
Proximal Policy Optimization (PPO) algorithm, while Phase 2 focuses on row and tier placement. The
proposed model was evaluated against traditional methods, demonstrating that the PPO algorithm
provides more efficient loading plans with faster convergence compared to Deep Q-Learning (DQN).
Additionally, the model successfully minimized rehandling and maintained an even distribution
of weight across the vessel, ensuring operational safety and stability. This approach shows great
potential for enhancing stowage efficiency and can be applied to real-world shipping scenarios,
improving productivity. Future work will aim to incorporate additional factors, such as container size,
type, and cargo fragility, to further improve the robustness and adaptability of the stowage-planning
system. By integrating these additional considerations, the system will become even more capable of
handling the complexities of modern maritime logistics.

Keywords: stowage plan; reinforcement learning; rehandling; Proximal Policy Optimization

1. Introduction
1.1. Research Background

In general, shipping companies develop a container-stowage plan to reduce logistics
costs for container ships and to consider the stability of the vessel by appropriately posi-
tioning the containers. Currently, planners often create stowage plans manually, taking
into account information such as loading and unloading ports, size, type, and weight of the
cargo. Since the container-stowage plan is directly related to the safety of the vessel, the
position of each container must be carefully determined. Heavy cargo should be loaded
first to maintain a low and stable center of gravity for the ship, and cargo that will be un-
loaded soon should be placed at the top to avoid rehandling during loading and unloading.
Handling all these complex conditions manually places a significant burden on planners.

To address this issue, many researchers have conducted studies on finding optimal
container-stowage plans that satisfy the constraints to be considered when loading cargo.
Various techniques such as genetic algorithms, simulation optimization, and mixed integer
linear programming (MILP) have been applied in research. Recently, there has also been
active research on utilizing artificial intelligence and machine-learning technologies to
further improve the accuracy and efficiency of stowage planning.

1.2. Previous Research

The container stowage-planning problem is defined by two main issues: the Con-
tainer/Block Relocation Problem (CRP/BRP) and the Container Ship Stowage Planning
Problem (CSPP).
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In relation to CRP/BRP, Dong-Hee Hong’s research applied a hierarchical clustering
method to containers with similar attributes, based on the yard map and loading instruc-
tions, to improve the efficiency of container terminals. The study organized containers
into stack-level clusters and defined constraints to prevent relocations, determining an
efficient container-loading sequence [1]. Young-Gyu Park and Gyu-Seok Kwak proposed a
method to reduce relocations in the yard by utilizing container weight information when
containers are brought into the storage yard. Based on the Minimum Difference First
(MDF) heuristic, their approach involved moving already stored containers if a future
relocation seemed likely, and then loading the new container to minimize the number of
future relocations [2]. M. Hakan Akyüz conducted research on the Dynamic Container
Relocation Problem (DCRP) using a beam search heuristic to maximize yard efficiency and
minimize the number of relocations [3].

Regarding CSPP (Container Stowage Planning Problem), many researchers have
developed container-stowage plans aimed at minimizing rehandling operations by utilizing
genetic algorithms (GA) [4–8]. Yuchuang Wang and colleagues optimized the ship’s stability
and trim while minimizing the number of container movements through a multi-objective
container stowage optimization problem based on an improved NSGA-III [9]. Francisco
Parreno, Dario Pacino, and others used the Greedy Randomized Adaptive Search Procedure
(GRASP) to establish an optimal container-stowage plan based on the type, size, and
weight of the cargo. They aimed to find the optimal stowage condition that satisfies all
constraints by starting with a random arrangement of containers and then adjusting their
placement [10].

However, even after the establishment of a stowage plan, there can be issues with
changes to the loading schedule or the containers that need to be loaded while loading is
underway. However, algorithms like genetic algorithms (GA) find it quite challenging to
re-optimize or modify constraints in real time as the environment changes. Consequently,
many researchers have pursued studies on establishing stowage plans using reinforcement
learning to address these dynamic changes [11–14].

Tiecheng Jiang and colleagues applied heuristic rule-based reinforcement learning to
the Container Relocation Problem (CRP) using Unity’s ML-Agent’s toolkit. They trained a
model using the Proximal Policy Optimization (PPO) algorithm to minimize the number of
relocations. Their research focused on developing a stowage plan for containers in the yard
and minimizing relocations. However, considerations related to the center of gravity were
not included in the study [15].

Yifan Shen, Ning Zhao, and colleagues applied the Deep Q-learning Network (DQN),
a reinforcement learning algorithm, to container stowage planning. Through this, they
developed an optimal container stowage plan that considered container weight, minimizing
yard crane movement, and adjacent row weight-difference constraints. Similarly [16], Jae-
Hyung Shin and Hyun-Seung Ryu developed a container stowage plan based on the
loading and unloading sequence planned by the shipping company. Using the same DQN
algorithm as in previous studies, they created an optimal container stowage plan that
considered both the loading/unloading sequence and the container weight [17].

However, the studies by Yifan Shen, Ning Zhao, Jae-Hyung Shin, and Hyun-Seung
Ryu [17] focused on stowage planning within a single bay, making it difficult to apply these
methods directly to actual ships.

Dongmin Jeon and Kiyong Kim conducted research on developing an optimal con-
tainer stowage plan for 60 containers in a 5 × 3 × 4 rectangular cuboid 3D grid space,
ensuring that no relocations occurred. However, the research by Dongmin Jeon, Kiyong
Kim, and others involves considering the bay plan, row, and tier plan simultaneously for a
3D stowage space, which leads to inputting the state in three dimensions into the neural
network. This results in longer training times and a more complex model structure [18].

After reviewing the relevant literature, it is evident that, as in previous studies, focus-
ing on a single bay makes it difficult to apply the findings to real vessels. Additionally,
considering the bay, tier, and row simultaneously results in longer neural network training
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times, making it challenging to find an optimal solution for the stowage plan. To address
this, we propose dividing the stowage plan into two phases: in Phase 1, selecting the bay
where the container will be loaded, and in Phase 2, selecting the row and tier for container
placement. Additionally, to handle real-time changes in the arrangement of containers to
be loaded, the study proposed using PPO (Proximal Policy Optimization), one of the most
efficient reinforcement learning algorithms. Notably, this study is the first to propose ap-
plying the PPO algorithm when considering bay, row, and tier simultaneously in container
stowage planning. PPO offers advantages over other reinforcement learning algorithms
due to its faster convergence to the optimal solution and shorter training time. To validate
the performance of the PPO algorithm, it was compared with the DQN algorithm, which is
recognized for its superior performance in reinforcement learning by applying both to the
same container stowage problem and comparing the results. In summary, the contribution
points of this study are as follows:

1. A method is proposed to divide the process into Phase 1 and Phase 2 to establish an
optimal stowage plan efficiently and stably for a 3D loading space.

2. This study is the first to propose the application of the PPO algorithm for the container-
stowage planning problem considering bay, row, and tier simultaneously.

In this study, Section 2 provides a brief explanation of reinforcement learning. Section 3
explains Phase 1, which focuses on the bay plan, and presents its results. In Section 4, the
Phase 2 plan for rows and tiers is established using only POD numbers. Following this,
Section 5 introduces weight constraints to optimize the stowage plan. Finally, Section 6
presents the results of loading containers into a 10 × 10 × 10 stowage space, and Section 7
explains the process of designing the program’s Graphical User Interface (GUI).

2. Reinforcement Learning
2.1. Overview of Reinforcement Learning

In this study, the reinforcement learning (RL) method used for container-stowage
planning is a branch of machine learning where an agent interacts with an environment
to learn optimal actions. The agent receives an input in the form of a state, takes an
action, and transitions to the next state. During this process, the agent receives rewards,
and it learns to maximize the actions based on the expected value of the reward, defined
through the state value function and the action value function. Reinforcement learning is
modeled based on the Markov Decision Process (MDP), a mathematical framework that
supports decision-making processes. MDP consists of the following components: state,
action, reward function, discount factor, and policy. The expected values of the state and
action, following a policy, are expressed through the state value function and the action
value function. Common reinforcement learning algorithms include DQN, PPO, A2C, and
Q-learning.

2.2. Proximal Policy Optimization Algorithm

The Proximal Policy Optimization (PPO) algorithm is one of the policy optimization
algorithms, similar to Advantage Actor-Critic (A2C) and Trust Region Policy Optimization
(TRPO).

As shown in Figure 1, the PPO algorithm uses two neural networks. The state is input
into the neural networks to predict the probability of actions, as in Figure 1a, and the state
value, as in Figure 1b.
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State value represents how good the current state is and refers to the total expected
reward the agent can obtain from that state onward. The advantage value is estimated
using the state value to evaluate how good or bad a certain action is in the current state.
If an action results in a good outcome, the probability of taking that action is increased,
whereas if it results in a bad outcome, the probability is decreased.

PPO improves the training stability of existing A2C and TRPO algorithms by intro-
ducing a clipping mechanism, which limits the range of policy updates, allowing for more
stable and efficient learning. This clipping mechanism reduces computational complexity,
enabling faster convergence even in high-dimensional state spaces [19].

PPO’s computational complexity is reduced due to the clipping mechanism and the
use of first-order optimization. The clipping mechanism prevents large policy updates,
allowing for stable and localized optimization, which enables multiple policy updates
without additional constraints. Additionally, the use of first-order optimization, such as
gradient descent, requires significantly less computational cost compared to second-order
optimization methods like those used in TRPO. As a result, PPO maintains computational
efficiency and converges quickly, even in high-dimensional state spaces.

3. Applying Reinforcement Learning for Phase 1—Bay Plan
3.1. Problem Definition

In this study, the process of loading cargo onto a container ship is divided into two
stages: the bay plan and the row-and-tier plan. The bay plan is defined as Phase 1, and the
row-and-tier plan is defined as Phase 2, with the goal of establishing an optimal stowage
plan. In Phase 1 of this chapter, the bay where the cargo will be loaded onto the container
ship is determined.

To apply reinforcement learning, a total of 10 bays were defined, with each bay
assumed to hold 16 containers. It was also assumed that containers are provided one by
one in sequence during loading, and the agent does not know which container will be
loaded next. Additionally, containers cannot be loaded outside the designated loading
space. In Phase 1, the stowage plan was developed with the goal of ensuring that the ship’s
longitudinal center of gravity (LCG) does not shift excessively towards the bow or stern.

3.2. Definition of Input Variables and Parameters

In this study, the input variables and parameters were defined as follows to model the
formulated stowage-planning problem.

Wi : Container weight (1)

BCx : The number o f containers loaded in the x − th bay (2)

BWx : The total weight o f containers loaded in the x − th bay (3)

LCGx : Longitudinal center o f gravity (LCG) o f the ship (4)
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3.3. Application of Reinforcement Learning

The problem defined to apply reinforcement learning in Phase 1 has been described as
an MDP with the following definitions for state, action, and reward. The state was assigned
a total of 21 values, as shown in Figure 2.
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Figure 2. Phase 1_state definition.

The first position of the state is assigned the weight of the container that needs to be
loaded currently. From the second to the eleventh positions, the availability of each bay to
hold containers is indicated; if a bay is full, it is assigned a 1. Otherwise, it is assigned a 0.
From the twelfth position to the last, the total weight of the containers loaded in each bay
is assigned.

For example, the second position is assigned a value of 0 because Bay 1 has 5 containers
loaded, which is fewer than the maximum capacity of 16 containers. For Bays 5 and 6,
where the number of loaded containers has reached the maximum capacity of 16, a value
of 1 is assigned, indicating no further containers can be loaded. The twelfth position is
assigned a value of 64, representing the total weight of 64 tons for the containers loaded in
Bay 1. Next, the action space is defined as determining which bay to load the next container
into. The agent can choose from 10 actions, corresponding to the 10 bays. Finally, to apply
reinforcement learning to Phase 1, rewards were assigned as shown in Table 1.

Table 1. Phase 1 reward assignment.

Condition Reward

−0.1 < COGx < +0.1 +1
−0.1 > COGx, 0.1 < COGx −2

BCx ≥ 16 −500
BWx ≤ 232 +1
BWx > 232 −2

−3 < BCx − BCx−1 < 3 +1
BCx − BCx−1 > 3, BCx − BCx−1 < −3 −2

−3 < BCx − BCx+1 < 3 +1
−3 < BCx − BCx+1 < 3 −2

3.4. Development of a Stowage Model Using the PPO Algorithm

The PPO algorithm trains two neural networks using the state as input, predicting the
probability of each action and the value of the current state. The state used as input for the
neural networks is modeled according to the state allocation method defined in Phase 1.
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The action selection strategy in the PPO algorithm follows the probability of each
action. Figure 3 shows an example of the agent selecting actions based on these probabilities.
The agent predicts the value of the current state using the neural network and determines
whether each action is good or bad, updating the neural network weights accordingly.
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3.5. Phase 1 Training Results

The values of the parameters related to the training were set as shown in Table 2.
Among these parameters, the learning rate determines how quickly the model learns by
controlling the magnitude of the updates to the neural network’s weights. The gamma
parameter defines how much the agent values future rewards, while lambda adjusts how
much distant data is used when calculating the difference between rewards and the value
function. The clipping parameter represents the magnitude of changes during policy
updates, and the number of nodes refers to the number of neurons in the hidden layers of
the neural network. Finally, the optimizer, which determines how the neural network’s
weights are updated, was set to Adam in this study.

For the experiment, a total of 160 containers were randomly assigned weights of
13 tons, 14 tons, 15 tons, or 16 tons, and the model was trained for 200,000 iterations. As
shown in Figure 4, the model converged towards the optimal policy, reaching close to the
maximum score of 300 points between 175,000 and 200,000 episodes.

Table 2. Parameter setting of Phase 1 PPO model.

Parameter Value

Learning rate 0.0001
Gamma 0.9
Lambda 3
Clipping 0.1

Number of Nodes 128, 64, 32
Optimizer Adam
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side the designated loading space. 
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Figure 4 shows the training results of the PPO algorithm in Phase 1. The performance
of the Phase 1 model trained using the PPO algorithm was evaluated. For performance
validation, a stowage plan was established by randomly assigning a total of 90 containers,
each weighing 13 tons, 14 tons, 15 tons, or 16 tons, to 10 bays with 16 loading spaces each.

Figure 5 shows the results of loading 90 randomly assigned containers using the
trained Phase 1 PPO model. The results demonstrate a well-balanced stowage plan, with
no significant shift in the center of gravity or excessive concentration of containers in a
single bay.
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4. Application of Reinforcement Learning for Minimizing Relocations in Phase 2—Row,
Tier Plan
4.1. Problem Definition

Rehandling refers to a situation where containers destined for unloading at a current
port are stacked on top of containers destined for a farther port, necessitating unnecessary
temporary movement of containers. Rehandling is determined by comparing the Port Of
Discharge (POD) of containers. In this study, the POD of the first container to be unloaded
is defined as NO.1, the next as NO.2, and so forth, with the last POD being NO.4.

To apply reinforcement learning for minimizing rehandling, a 4 × 4 loading space was
defined, consisting of four stacks, each capable of holding four containers. It is assumed
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that containers are provided one at a time during loading, and the agent does not know
which container will be loaded next. Additionally, containers cannot be loaded outside the
designated loading space.

Containers with smaller POD numbers, indicating the order in which they need
to be unloaded first, should be loaded on top to minimize rehandling. As depicted in
Figure 6, in Stack 1, containers are loaded from the bottom up in the order of POD NO.4,
POD NO.2, POD NO.2, and POD NO.1, with the largest POD numbers at the lowest tier,
ensuring no rehandling. Similarly, in Stack 2, containers are loaded from the bottom up
as POD NO.4, POD NO.3, POD NO.3, and POD NO.1, also resulting in no rehandling.
In Stacks 3 and 4, containers with the largest POD numbers are loaded from the bottom
up, preventing rehandling. This method of loading ensures that all containers are loaded
without rehandling, successfully achieving the objective defined in this chapter.
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4.2. Definition of Input Variables and Parameters

In this study, the input variables and parameters were defined as follows to model the
stowage-planning problem.

i : Container loading number (5)

j : Loaded container number (6)

y :Stack number (7)

Vs : Longitudinal center o f gravity (LCG) o f the ship (8)

Dy
j : POD o f the j container on stack y (9)

Ty : Number o f row in stack y (10)

SC(i,y) =

{
1 , Di > Dy

j or Ty = 4
0 , Di ≤ Dy

j or Ty < 4
(11)

4.3. Application of Reinforcement Learning

The problem defined to apply reinforcement learning in Phase 1 has been described
as an MDP with the following definitions for state, action, and reward. First, the state
is represented using characteristic values that can identify both the containers currently
loaded and the container that needs to be loaded.

State :
[
i, T1, T2, T3, T4, SC(i,1), SC(i,2), SC(i,3), SC(i,4)

]
(12)

The state is defined with a total of nine elements: the POD number of the container
to be loaded, the count of containers already loaded in each of stacks 1 through 4, and
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whether rehandling is necessary for each stack, calculated as 0 or 1, to indicate the absence
or presence of rehandling, respectively.

In Figure 7, an example is used to illustrate the definition of the state. The first position
of the state is assigned the POD number 3 of the container that needs to be loaded. The
number of tiers in Stacks 1 to 4 are 3, 1, 2, and 3, respectively, so these values are assigned
to the second through fifth positions of the state. Since rehandling occurs when loading
containers in Stack 1, a value of 1 is assigned to the sixth position; Stack 2 does not require
rehandling and is capable of loading, so a value of 0 is assigned to the seventh position;
rehandling occurs when loading into Stacks 3 and 4, so a value of 1 is assigned to each, in
the eighth and ninth positions, respectively. Defining the state in this way ensures that the
state size does not grow exponentially with the number of tiers, even as the loading space
increases. Next, the action space is defined as determining which stack to load the next
container into. The agent can choose from four actions, corresponding to the four stacks.
Finally, to apply reinforcement learning to Phase 2, rewards were assigned as shown in
Table 3.
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Table 3. Phase 2 reward assignment.

Parameter Value

Learning rate 0.0001
Gamma 0.9
Lambda 3
Clipping 0.1

Number of Nodes 128, 64, 32
Optimizer Adam

4.4. Development of a Stowage Model Using the PPO Algorithm

In Phase 2, the application of the PPO algorithm also involves training a neural
network using the state as input, just as in Phase 1, and predicting the probability of each
action and the value of the current state. The neural network uses the state described in
Section 4.3 as its input, and similar to Phase 1, it predicts the probability of each action and
the value of the current state using two neural networks.

4.5. Training Results of the PPO Algorithm in Phase 2

For the agent’s training, parameters related to learning were set as described in Table 4.
POD numbers 1, 2, 3, and 4 were randomly assigned to 16 containers, and the number of
training iterations was set at 200,000.
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Table 4. Parameter setting of Phase 2 PPO model.

Parameter Value

Learning rate 0.0001
Gamma 0.9
Lambda 3
Clipping 0.1

Number of Nodes 128, 64, 32
Optimizer Adam

Figure 8 shows the training results of the PPO algorithm. Table 5 presents the perfor-
mance validation of the trained PPO model across nine different test container cases. The
validation of the trained model was conducted by sequentially loading containers from the
leftmost container in the test container list. The test results indicated that a stowage plan
was established without any rehandling for all test container cases.
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Table 5. Test results of Phase 2 PPO model trained.

Rehandling Occurs: O, Rehandling Does Not Occur: X

Case Container List (POD NO) Rehandling
Status

1 3 2 2 1 3 2 2 1 3 2 2 1 3 3 2 1 X
2 3 3 3 3 3 3 2 2 2 2 2 1 1 1 1 1 X
3 4 3 2 2 4 4 3 3 4 3 2 1 4 3 2 1 X
4 4 3 3 1 4 3 2 1 3 2 2 1 3 3 3 2 X
5 4 4 4 4 4 4 3 3 2 2 1 1 1 1 1 1 X
6 4 4 2 1 4 4 2 1 4 3 2 1 4 3 2 1 X
7 4 3 3 3 3 2 2 2 4 4 3 3 2 2 1 1 X
8 3 2 2 3 4 4 3 3 2 2 3 3 1 1 1 1 X
9 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 X

Figure 9a,b shows the results of loading for Cases 1 and 4 from Table 5, respectively.
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4.6. Performance Comparison with the DQN Algorithm

The Deep Q-Network (DQN) algorithm is one of the methods used in reinforcement
learning, enhancing Q-learning by utilizing artificial neural networks. Q-learning is an
algorithm in which an agent learns a policy to maximize rewards for provided states and
actions, calculating the total expected reward for taking a specific action in a specific state
through the Q-function. However, Q-learning faces a challenge as the size of the table
storing the Q-values grows exponentially with the increase in combinations of states and
actions. To address this, the DQN algorithm uses artificial neural networks to approximate
and learn the Q-function [20]. Figure 10 shows the results of training using the DQN
algorithm under the same conditions to compare its performance with the PPO algorithm.
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Table 6 presents the performance validation of the DQN Model across nine different
test container cases. The DQN algorithm, like the PPO algorithm, successfully established a
stowage plan without rehandling for all test container cases. Figure 11a,b shows the results
of loading for Cases 1 and 4 from Table 6, respectively.
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Table 6. Test results of DQN model trained.

Rehandling Occurs: O, Rehandling Does Not Occur: X

Case Container List (POD NO) Rehandling
Status

1 3 2 2 1 3 2 2 1 3 2 2 1 3 3 2 1 X
2 3 3 3 3 3 3 2 2 2 2 2 1 1 1 1 1 X
3 4 3 2 2 4 4 3 3 4 3 2 1 4 3 2 1 X
4 4 3 3 1 4 3 2 1 3 2 2 1 3 3 3 2 X
5 4 4 4 4 4 4 3 3 2 2 1 1 1 1 1 1 X
6 4 4 2 1 4 4 2 1 4 3 2 1 4 3 2 1 X
7 4 3 3 3 3 2 2 2 4 4 3 3 2 2 1 1 X
8 3 2 2 3 4 4 3 3 2 2 3 3 1 1 1 1 X
9 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1 X
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Both the model trained with the PPO algorithm and the model trained with the
DQN algorithm successfully established stowage plans without rehandling for all nine
test container lists. However, the PPO algorithm demonstrated faster convergence and
less noise compared to the DQN algorithm. In terms of training speed, the PPO algorithm
took around 50 min for 200,000 iterations, while the DQN algorithm took about 2 h and
10 min. Therefore, the PPO algorithm is considered to be a more efficient and superior
reinforcement learning method compared to the DQN algorithm.

5. Container Stowage Planning with Weight Constraints Added in Phase 2
5.1. Problem Definition

The container-stowage plan with added weight constraints follows the same problem
definition as described in Section 4, with the addition of weight-specific rewards. The
weight reward ensures that the weight limit for each stack is not exceeded, heavier contain-
ers are prioritized for loading at the bottom, and the total weight of the containers loaded
on both sides of the ship, relative to the centerline, is balanced to prevent tilting. This
stowage method lowers the ship’s center of gravity and increases GM, thereby enhancing
the ship’s stability.

As shown in the stowage state in Figure 12, containers with larger POD numbers are
loaded from the bottom in all stacks, resulting in no rehandling. Additionally, the total
weight of the containers in Stack 1 and Stack 2 is 113 tons, while the total weight in Stack
3 and Stack 4 is 117 tons, with only a 4-ton difference between the left and right sides.
Under the condition of prioritizing the loading of heavier containers, the heavier containers
are loaded first from the bottom, and the container weight decreases as the tiers go up.
This example demonstrates that all containers were loaded without rehandling and in
compliance with the weight constraints, achieving the objective defined in this chapter.
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5.2. Definition of Input Variables and Parameters

In this chapter, the input variables and parameters were additionally defined as follows
to model the weight constraints in the stowage-planning problem defined earlier.

Wi : i Container weight (13)

Wy
j : weight o f the j container loaded in stack y (14)

RWy : total weight o f containers loaded in stack y (15)

VWy : min
(

Wy
j

)
− Wi (16)

5.3. Application of Weight Constraints in Phase 2

In this chapter, the PPO algorithm is used over the DQN algorithm, as it reaches the
highest point faster during training and exhibits less noise. To apply container stowage
planning with weight constraints to reinforcement learning, additional weight constraint
conditions were defined for the state, action, and reward as outlined in Section 3. To
incorporate the weight constraints, nine more characteristic values were added to the state,
which was originally defined with nine values. These additional values include the weight
of the container to be loaded, the total weight of containers already loaded in each stack,
and the weight difference between the container being loaded and the one directly below it.
The details are as follows.

state :
[

i, Wi, T1, T2, T3, T4, SC(i,1), SC(i,2), SC(i,3), SC(i,4),
RW1, RW2, RW3, RW4, VW1, VW2, VW3, VW4

]
# (17)

In Figure 13, among the values assigned to the state, the first position is assigned the
POD number 3 of the container to be loaded, and the second position is assigned the weight
15 of the container to be loaded. From the third to the tenth positions, the values related
to the POD are used, as in the previous stowage plan that only considered rehandling
constraints. Positions 11 through 14 represent the total weight of containers loaded in each
stack. For example, in the eleventh position, the total weight of the containers loaded in
stack 1 is 16 tons + 15 tons + 14 tons = 45 tons, so a value of 45 is assigned. From the fifteenth
position, the difference between the weight of the container to be loaded and the weight
of the container at the top of each stack is assigned. For example, in the fifteenth position,
the difference between the weight of the container at the top of stack 1, and the container
to be loaded is 14–15 tons = −1 ton, so a value of −1 is assigned. As in the stowage plan
with rehandling as the only constraint, the agent has four possible actions, corresponding
to the number of stacks. On the other hand, unlike the stowage plan that only considered
container rehandling, the weight constraint condition was added to the reward using the
method outlined in Table 7.
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Table 7. Phase 2 reward assignment with weight constraints.

Condition Reward

RWx ≤ 58 ton +0.1
RWx > 58 ton −0.2

VWx ≤ 0 +0.2
VWx > 0 −0.4

(RW1 + RW2)− (RW3 + RW4) ≤ 3 +0.3
(RW1 + RW2)− (RW3 + RW4) > 3 −0.6

5.4. Model Training Results

The values for the training-related parameters were set as shown in Table 8. The
experiment in this chapter was conducted similarly to Section 4, where 16 containers were
randomly assigned POD NO.1, POD NO.2, POD NO.3, and POD NO.4, and the container
weights were randomly set to 13 tons, 14 tons, 15 tons, and 16 tons to train the PPO model.

The training results of the PPO model with added weight constraints are shown in
Figure 14. The PPO model for Phase 2, with added weight constraints, was also evaluated
using the same nine test container lists as Phase 2, which only considered rehandling.
Table 9 shows the test container lists used for performance validation and the results. The
validation results indicate that all nine test container lists resulted in stowage plans without
any rehandling. Figure 15a,b shows the stowage results for Test Container Lists 6 and 9,
respectively.

Table 8. Parameter setting of PPO model with weight constraints.

Parameter Value

Learning rate 0.0001
Gamma 0.9
Lambda 3
Clipping 0.1

Number of Nodes 128, 64, 32
Optimizer Adam
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Table 9. Test results of the Phase 2 PPO model trained with weight.

Rehandling Occurs: O, Rehandling Does Not Occur: X

Case Container List (POD NO) Rehandling
Status

1
POD 3 2 2 1 3 2 2 1 3 2 2 1 3 3 2 1

XWeight 15 14 14 13 15 14 14 13 15 14 14 13 15 15 14 13

2
POD 3 3 3 3 3 3 2 2 2 2 2 1 1 1 1 1

XWeight 15 15 15 15 15 15 14 14 14 14 14 13 13 13 13 13

3
POD 4 3 2 2 4 4 3 3 4 3 2 1 4 3 2 1

XWeight 16 15 14 14 16 16 15 15 16 15 14 13 16 15 14 13

4
POD 4 3 3 1 4 3 2 1 3 2 2 1 3 3 3 2

XWeight 16 15 15 13 16 15 14 13 15 14 14 13 15 15 15 14

5
POD 4 4 4 4 4 4 3 3 2 2 1 1 1 1 1 1

XWeight 16 16 16 16 16 16 15 15 14 14 13 13 13 13 13 13

6
POD 4 4 2 1 4 4 2 1 4 3 2 1 4 3 2 1

XWeight 16 16 14 13 16 16 14 13 16 15 14 13 16 15 14 13

7
POD 4 3 3 3 3 2 2 2 4 4 3 3 2 2 1 1

XWeight 16 15 15 15 15 14 14 14 16 16 15 15 14 14 13 13

8
POD 3 2 2 3 4 4 3 3 2 2 3 3 1 1 1 1

XWeight 15 14 14 15 16 16 15 15 14 14 15 15 13 13 13 13

9
POD 4 3 2 1 4 3 2 1 4 3 2 1 4 3 2 1

XWeight 16 15 14 13 16 15 14 13 16 15 14 13 16 15 14 13
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ers are loaded in the stowage space defined in Phase 2 without rehandling. 
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Figure 15. (a) The loading results of Phase 2 PPO model for Test Container Case No.6 with weight
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6. Application of Phase 1 and Phase 2 in a 3D Stowage Space
6.1. Problem Definition

To establish the stowage plan in a 3D loading space, which is the final objective of this
study, both Phase 1 and Phase 2 were applied simultaneously. The 3D loading space was
defined as a space capable of holding a total of 1000 containers, with 10 bays, 10 rows, and
10 tiers. To establish the stowage plan for the 3D loading space, the Phase 1 model was
used to select the bay, and the Phase 2 model was used to select the row.

6.2. Stowage Planning

As the loading space was changed from 4 rows and 4 tiers to 10 rows and 10 tiers,
Phase 1 and Phase 2 were retrained. For Phase 1, the number of bays and training iterations
remained the same, but the number of containers used for training was increased to 1000
containers, which were randomly assigned for training. For Phase 2, due to the expansion
of the loading space, the number of training iterations was set to 300,000. Figure 16a shows
the training results for Phase 1, and Figure 16b shows the training results for Phase 2.
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In Figure 16a, the score converged near the maximum possible score of 4300, which can
be obtained when 500 containers are loaded in Phase 1. In Figure 16b, the score converged
near the maximum possible score of 200, which can be obtained when 100 containers are
loaded in the stowage space defined in Phase 2 without rehandling.

The containers used for the stowage plan were randomly assigned POD numbers from
POD NO.1 to POD NO.4, and their weights were randomly assigned as 13 tons, 14 tons,
15 tons, or 16 tons. A stowage plan was established using 800 containers for a total of
1000 stowage spaces. Figure 17 shows the stowage plan results for Phase 1. Figure 18b
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shows the stowage results for Bay 5, which had the most containers loaded, while Figure 18a
shows the stowage results for Bay 1, which had the fewest containers loaded.
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Figure 18. (a) Phase 2 container-stowage results for Bay 1; (b) Phase 2 container-stowage results for
Bay 5.

In the bay plan using Phase 1, the longitudinal length of the loaded space was 61 m,
and the Longitudinal Center of Gravity (LCG) of the container ship was +3.111 m from the
midship, meaning that the center of gravity did not significantly deviate from the center.
The stowage plan was established without concentrating the load in a single bay. In the
row and tier plan using Phase 2, all 800 containers were loaded across 10 bays, and an
average of six to eight rehandlings occurred per bay. Compared to the previous study by
Dongmin Jeon, where two to three rehandlings occurred in a 5 × 5 stowage space, the
current study shows favorable results, as the stowage space increased fourfold, yet only six
to eight rehandlings occurred. The vertical length of the loaded space was 24 m, and the
Vertical Center of Gravity (VCG) of the container ship was well balanced, with the center of
gravity at +1.656 m in Bay 1 and +1.08 m in Bay 2 from the centerline. The overall stowage
results are included in the Appendix A.

7. Program Development
7.1. Program Overview

In this study, a program was developed to be user-friendly. First, the program receives
the POD number and weight of the container to be loaded. Then, the container’s weight
information and the loading status of each bay are input into the pre-trained Phase 1 model
in the form of the defined state to predict the probability of loading into each bay. Based on
the predicted probabilities, a bay is selected. The loading status of the selected bay, along
with the POD number and weight of the container to be loaded, are input into the Phase
2 model in the form of the Phase 2 state to predict the probability of loading into each
row. Based on these predicted probabilities, a row is selected. The stowage plan allows
containers to be entered one by one in sequence. Once the stowage plan is completed, the
final output includes the loading status, the center of gravity of the container ship with
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the loaded cargo, the total weight, the number of loaded containers, and the remaining
available space.

7.2. Program Graphical User Interface

The Graphical User Interface (GUI) of the program developed in this study is designed
as shown in Figure 19. The “input data” button at the top right of the GUI is used to input
the information of the containers to be loaded before establishing the stowage plan. To the
right of the “input data” button, a “run” button is created to execute the program. Further
to the right, the “ship info” window allows input of the ship’s number of bays, rows, and
tiers. At the center of the GUI, a schematic of the container ship is displayed with each
bay represented as a button, enabling visualization of the loading status within each bay
after the stowage plan has been established. The center-right section of the GUI shows the
center of gravity (X, Y, Z) of the container ship after the stowage plan is created. Finally,
the “current status” window at the top right of the GUI displays the number of loaded
containers, remaining space, and the total weight of the ship.
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Figure 20 shows the window that appears when the previously mentioned “input
data” button is clicked. It allows users to manually input the POD number and weight
information for up to eight containers. When a large amount of container information needs
to be entered, users can click the button on the right to input the data in Excel file format.
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7.3. Execution Result

Figure 21 shows the result window after running the program. For the experiment
in this study, 144 containers were input into the program to check the results. The POD
numbers assigned to the containers were POD NO.1, POD NO.2, POD NO.3, and POD
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NO.4, while the weights were assigned as 13 tons, 14 tons, 15 tons, and 16 tons. The target
ship was assumed to have 9 bays, 10 rows, and 10 tiers, with a total of 900 loading spaces.
The ship’s weight was assumed to be 100 tons. The loading results related to Phase 1 can
be seen in Figure 21, which shows the number of containers loaded at the top of each bay
and the total weight of the loaded containers.
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Figure 22 shows the loading results within each bay. By clicking on the bay button,
the loading status of each bay can be viewed. The POD numbers of the containers are
displayed, and at the top of each row, the number of loaded containers and the weight per
row are shown.
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8. Conclusions

Establishing a container-stowage plan using reinforcement learning must take into
account various factors, such as container weight, unloading order, size, and type. This
process requires significant time and effort when done manually. To address this issue,
this study applied reinforcement learning to develop an optimal container-stowage plan.
Traditional optimization algorithms like GA have the drawback of needing to re-optimize
each time there is a change in the containers to be loaded. To overcome this, the study
developed a stowage plan that accounts for real-time changes by setting reward functions
based on rehandling and the ship’s center of gravity.

To establish the stowage plan using reinforcement learning, the environment was
mathematically modeled, and the state, action, and reward of the Markov Decision Process
(MDP) were defined. In Phase 1, the state was defined using the weight information of the
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container to be loaded, the loading status of each bay, and the total weight of containers
loaded in each bay. In Phase 2, the state was defined using characteristic values for a 4 × 4
loading space. The agent’s actions were defined as determining where the container should
be loaded. The rewards based on actions were calculated according to conditions such as
successful loading, inability to load, rehandling, the center of gravity, weight constraints by
bay and row, and prioritizing the loading of heavy cargo.

The Proximal Policy Optimization (PPO) algorithm was used for reinforcement learn-
ing. To compare the performance of PPO, the study also employed the Deep Q-learning
Network (DQN) algorithm under the same conditions. When only the unloading order
was considered, the comparison showed that the PPO algorithm outperformed the DQN
algorithm in terms of both learning speed and performance. Both Phase 1 and Phase 2 were
trained using the PPO algorithm, and container-stowage plans were established using the
trained model, with the results being reviewed. The results confirmed that the approach to
solving the container-stowage problem using reinforcement learning is an effective method.

In this study, Phase 1 and Phase 2 were combined to establish a container-stowage
plan for a 3D loading space. A program was developed, and a user-friendly GUI was
designed to allow easy use of this system.

It was confirmed that by considering not only the unloading order and weight but
also the size and type of containers, a container stowage-planning system that can be used
in real-world operations can be developed in the future.
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Appendix A

This appendix contains the stowage results for the bays other than Bay 1 and Bay 5,
which are shown in the main text, regarding the experimental results from Section 6.

As a result of the stowage process, all containers were loaded within the predefined
stowage space of 10 × 10 × 10, ensuring compliance with the ship’s visibility requirements
that were considered during the design phase.
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Appendix B

Algorithm A1 represents the pseudocode based on the methodology.

Algorithm A1: Container Stowage Planning using Proximal Policy Optimization (PPO)

Input:

- N: Number of containers
- State: Current state of the ship’s stowage (container weights, bays, rows, and tiers)
- γ: Discount factor
- ε: Clipping range for PPO
- α: Learning rate
- πθ: Policy network with parameters θ

Vφ: Value network with parameters φ
Output:

- Optimized stowage plan (container positions in bays, rows, and tiers)

### Phase 1: Bay Selection ###
1: Initialize policy network πθ and value network Vφ with random weights
2: For each iteration do
3: For each container i = 1 to N do
4: Observe current state s_i (bay capacities, container weights, ship’s LCG)
5: Select action a_i (choose bay) based on πθ(s_i)
6: Execute action a_i (stow container in the selected bay)



J. Mar. Sci. Eng. 2024, 12, 1832 24 of 25

Algorithm A1: Cont.

7: Compute reward r_i based on the stowage (e.g., LCG balance, bay capacity)
8: Store transition (s_i, a_i, r_i, s_i+1) in memory
9: End for
### Phase 2: Row and Tier Selection ###
10: for each container i = 1 to N do
11: Observe current state s_i (row and tier capacities, POD numbers)
12: Select action a_i (choose row and tier) based on πθ(s_i)
13: Execute action a_i (stow container in the selected row and tier)
14: Compute reward r_i based on rehandling avoidance and weight distribution
15: Store transition (s_i, a_i, r_i, s_i+1) in memory
16: End for
### Training and Optimization ###
17: Compute advantages A_i using rewards and value network Vφ

18: For each mini-batch of data do
19: Compute the ratio r = πθ(new action)/πθ(old action)
20: Clip the ratio r to [1 − ε, 1 + ε] to avoid large policy updates
21: Update policy network πθ using a clipped loss function
22: Update value network Vφ using mean squared error between predicted and actual
returns
23: End for
24: Apply updates to policy network πθ and value network Vφ

25: End for
26: Output the optimized stowage plan
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