

  jmse-12-01965




jmse-12-01965







J. Mar. Sci. Eng. 2024, 12(11), 1965; doi:10.3390/jmse12111965




Article



Study of Hydrofoil Boundary Layer Prediction with Two Correlation-Based Transition Models



Changliang Ye 1,2, Yang Wang 1, Dongsen An 3, Jun Chen 4, Hongyeyu Yan 1, Yuan Zheng 1,2,*, Kan Kan 1,2,* and Bart P. M. van Esch 5





1



School of Electrical and Power Engineering, Hohai University, Nanjing 211100, China






2



College of Water Conservancy and Hydropower Engineering, Hohai University, Nanjing 210098, China






3



Beijing Aerospace Propulsion Institute, Beijing 100176, China






4



School of Ocean and Civil Engineering, Shanghai Jiaotong University, Shanghai 200240, China






5



Department of Mechanical Engineering, Eindhoven University of Technology, 5600 MB Eindhoven, The Netherlands









*



Correspondence: zhengyuan@hhu.edu.cn (Y.Z.); kankan@hhu.edu.cn (K.K.)







Citation: Ye, C.; Wang, Y.; An, D.; Chen, J.; Yan, H.; Zheng, Y.; Kan, K.; van Esch, B.P.M. Study of Hydrofoil Boundary Layer Prediction with Two Correlation-Based Transition Models. J. Mar. Sci. Eng. 2024, 12, 1965. https://doi.org/10.3390/jmse12111965



Academic Editor: Pietro Scandura



Received: 9 September 2024 / Revised: 28 October 2024 / Accepted: 29 October 2024 / Published: 1 November 2024



Abstract

:

In the realm of marine science and engineering, hydrofoils play a pivotal role in the efficiency and performance of marine turbines and water-jet pumps. In this investigation, the boundary layer characteristics of an NACA0009 hydrofoil with a blunt trailing edge are focused on. The effectiveness of both the two-equation gamma theta (γ-Reθt) transition model and the one-equation intermittency (γ) transition model in forecasting boundary layer behavior is evaluated. When considering natural transition, these two models outperform the shear stress transport two-equation (SST k-ω) turbulence model, notably enhancing the accuracy of predicting boundary layer flow distribution for chord-length Reynolds numbers (ReL) below 1.6 × 106. However, as ReL increases, both transition models deviate from experimental values, particularly when ReL is greater than 2 × 106. The results indicate that the laminar separation bubble (LSB) is sensitive to changes in angles of attack (AOA) and ReL, with its formation observed at AOA greater than 2°. The dimensions of the LSB, including the initiation and reattachment points, are found to contract as ReL increases while maintaining a constant AOA. Conversely, an increase in AOA at similar ReL values leads to a reduced size of the LSB. The findings are essential for the design and performance optimization of water-jet pumps, particularly in predicting and flow separation and transition phenomena.
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1. Introduction


Hydrofoils, integral to the design of marine turbines and water-jet pumps, play a pivotal role in the efficiency and performance of these systems [1]. Their design and functionality are crucial for capturing kinetic energy from water flows effectively, translating to better performance and reliability in marine applications [2]. The hydrofoil’s ability to generate lift while minimizing drag is a subject of research, as it directly impacts the overall efficiency of marine vehicles and turbines [3].



In marine engineering, the accurate estimation of boundary layer characteristics on hydrofoils is essential for predicting the internal flow dynamics of water-jet pumps. The boundary layer behavior is particularly important, as it influences the hydrofoil’s interaction with the fluid, affecting lift, drag, and overall propulsion efficiency. The transition from laminar to turbulent flow within this boundary layer is a complex phenomenon that has significant implications for the design and operation of marine systems [4,5].



One of the most prominent characteristics of water-jet pumps is their ability to maintain a very low head while having a substantial flow rate. Consequently, these pumps have garnered extensive use within the energy sector [6,7]. In the research on water-jet pumps, their operational stability has been the focus of attention in engineering applications [8,9]. During the operation of water-jet pumps, a change occurs from laminar to turbulent flow within the boundary layer in the vicinity of the wall. Baltazra [10] and Ye [11] discovered the presence of distinct laminar and turbulent areas in close proximity to the surface of the blade in an experimental study of a water-jet propulsion pump. Boundary layer transition affects the characteristics of blade wall friction, lift/drag ratio, and vortex shedding; therefore, the precise anticipation of boundary layer transition holds significant importance in enhancing the precision of flow prediction within axial pumps. Usually, hydrofoils are used as a simplified model of axial pump blades, and the features hold significant reference value for their design. Guo et al. [12,13] developed a computational model for axial pump gap vortices by studying the cavitation characteristics of the gap vortices of hydrofoils. Wang et al. [14,15] identified a method for the identification of stall vortices of axial pumps by investigating the flow characteristics of hydrofoils’ separating flow method. These studies serve as a valuable resource for examining the internal flow characteristics of axial pumps, specifically focusing on the hydrofoil winding flow; however, there is still a lack of understanding of the transition flow near the vane of axial pumps, and this paper studies the transition characteristics of hydrofoil flow to offer theoretical backing for enhancing the precision of predicting the internal flow characteristics of axial pumps and other similar internal flow systems.



Hydrofoil boundary layer transition was first observed in an experiment. Through experimental observations and measurements, researchers have obtained key parameters and properties of hydrofoil boundary layer transition [16,17]. Examples include the statistical features of turbulence and flow instability and the boundary layer velocity profile. Some scholars have investigated hydrofoil boundary layer stability, obtained the initiation mechanism of transition, and revealed that the emergence of disruptions and the precise site of transition may be accurately anticipated through the utilization of linear stability theory and numerical simulation [18,19]. Researchers have also conducted in-depth studies on the diffusion and growth mechanisms of disturbances, revealing the process of turbulence development, including the formation and expansion of turbulent structures within the boundary layer [20,21]. Researchers have explored a number of control methods to retard or inhibit the transition process in hydrofoil boundary layers. These include methods such as surface texturing [22,23], coatings [24,25], and active control [26,27] to minimize the adverse effects of boundary layer transition on hydrofoil performance.



With the increase in computational power, numerical simulation and optimization algorithms have significantly contributed to the examination of boundary layer transition in hydrodynamic machinery. Investigation into the attributes of a water-jet propulsion axial pump revealed that the incorporation of a transition model enhances the precision of predicting external characteristics [28,29]. This improvement is evident in the reduced discrepancy between the experimental values and the predicted values for both the pressure distribution and the coefficient of friction distribution on the blade surface. Bhattacharyya [30] found that transition models properly portray the transition from laminar to turbulent flow within the context of investigating marine ducted flow. Pawar [31] also studied the transition flow on propellers by adopting the same computational strategy, and the conclusions obtained also verified the importance of considering transition.



Currently, the commonly used transition models are based on the algebraic function intermittent factor model. Among them, Menter proposed the γ and the γ-Reθt transition models successively in 2006 [32] and 2015 [33]. The γ transition model introduces γ, which represents the local probability of turbulence. The γ-Reθt transition model combines the γ transition model with the Reθt approach, in which Reθt denotes the location within the boundary layer where the transition first starts occurring. The implementation of the γ transition model is somewhat less complex in comparison to the Reθt approach. It involves solving the regular Navier–Stokes equations as well as an extra transport equation for γ. The γ-Reθt transition model involves solving both the γ transport equation and the Reθt transport equation, making it computationally more demanding. Both models have been applied in various flow configurations and engineering applications, such as in aerodynamic design optimization [34,35,36,37] or turbomachinery analysis [38,39,40]. The γ transition model is computationally efficient [41] and the γ-Reθt transition model is easy to correct. For example, Rubino [42] used a new correlation function to directly establish the relationship between the length parameter of the transition region, the critical momentum Reynolds number and the local flow field, and corrected the shear stress transport (SST) γ-Reθt transition model, which numerically assesses the accuracy of hydrofoil calculations. The incorporation of Reynolds number and Mach number into the correlation function by Venkatachari [43] was aimed at accurately representing the compressibility of hypersonic flow. Choi [44] established a cross-flow correlation function, which enables the γ-Reθt transition model to foresee the cross-flow change to increase the accuracy of large-curvature hydrofoils. The transition onset position correlation function proposed by Ye [45,46] was applied to the γ-Reθt transition model and achieved better results.



The γ model is a turbulence model that focuses on the intermittency variable, γ, which measures the proportion of the boundary layer in a turbulent state, ranging from 0 for purely laminar flow to 1 for fully turbulent flow. This allows for a more detailed depiction of the transition process, with values between 0 and 1 indicating mixed flow phases. The model is known for its gradual prediction of transition from laminar to turbulent flow, which is crucial for accurately simulating complex flow scenarios where the change is not abrupt, but a phased process. A key component of the γ model is its explicit transport equation for the intermittency factor, which takes into account local flow conditions such as velocity gradients, Reynolds number, and surface roughness. This equation is crafted to capture the mechanisms that drive the transition, including disturbances and flow instability [47,48].



Despite the advancements in transition modeling exemplified by the γ and γ-Reθt transition models, there are still several limitations and challenges that are inherent to current research [49,50]. These challenges primarily stem from the complex nature of transition itself, which involves a multitude of factors and mechanisms that are not yet fully understood. One of the primary limitations is the reliance on empirical correlations, which are often derived from specific experimental conditions and may not generalize well to other flow configurations or off-design conditions. As a result, these models can exhibit significant discrepancies under conditions that deviate from those for which they were calibrated. Another significant challenge is the computational expense associated with models like the γ-Reθt, which require additional transport equations to be solved [51,52]. This can be particularly prohibitive for industrial applications where rapid turnaround times are essential. The models also tend to have difficulty capturing the effects of unsteady disturbances, such as those caused by surface roughness, freestream turbulence, or pressure gradients, which can significantly influence the transition process. Furthermore, while the SST k-ω model has been improved to include transition modeling, it still tends to predict earlier transition compared to experiments, as it may not fully account for the complex physics involved in the natural transition process. Lastly, the application of these models is often limited to two-dimensional or simple geometries due to the computational cost. However, many practical applications involve three-dimensional or more complex geometries where the transition process can be significantly different [53,54].



In this study, we systematically evaluate the effectiveness of two widely used transition models—the γ-Reθt and γ transition models—in predicting the boundary layer characteristics of an NACA0009 hydrofoil with a blunt trailing edge. The paper is organized as follows. Section 2 provides a detailed description of the transition models and the modifications made to account for the transition effects. Section 3 presents the numerical setup, including the computational domain, meshing, and boundary conditions. Section 4 analyzes the numerical results, comparing the predictions of the two models with experimental data. Finally, Section 5 concludes the study, summarizing the key findings and suggesting directions for future research.




2. Transition Models


The γ-Reθt and γ transition models are two widely used approaches in computational fluid dynamics to predict the transition from laminar to turbulent flow in boundary layers. These models are important in the study of hydrofoils and their performance, as the transition significantly impacts lift, drag, and overall propulsion efficiency.



2.1. SST k-ω Model


The SST (shear stress transport) k-ω model is a popular turbulence model used in computational fluid dynamics (CFD) for simulating complex flows. It combines the robustness of the k-ω model in the near-wall region with the free-shear layer accuracy of the k-ε model, making it suitable for a wide range of applications, from internal flows to external aerodynamics [55]. The conservation form of the transport equation for turbulent kinetic energy and turbulent specific dissipation rate is:


     ∂ ρ k   ∂ t    +    ∂   ρ   u ¯  j  k     ∂  x j     =  P k  −  D k  +   ∂  ∂  x j         μ +  σ  k 3    μ t       ∂ k   ∂  x j        



(1)






     ∂ ρ ω   ∂ t    +    ∂   ρ   u ¯  j  ω     ∂  x j     =  P ω  −  D ω  +   ∂  ∂  x j         μ +  σ  ω 3    μ t       ∂ ω   ∂  x j       + 2 ρ   1 −  F 1        σ  ω 2    ω      ∂ k   ∂  x j        ∂ ω   ∂  x j      



(2)




where μt is the eddy viscosity coefficient and F1 is a mixed function with values ranging from 0 to 1, which enables the conversion between the k-ε model and the k-ω model. Pω is the turbulence specific dissipation rate generation term, expressed as the relationship between the turbulence kinetic energy generation term and the eddy viscosity coefficient. Dω is the turbulence specific dissipation rate destruction term, which is related to the turbulence specific dissipation rate and can balance the transport equation. Pk is the turbulence energy generation term, and represents the relationship between time-averaged Reynolds stress and time-averaged velocity gradient. Dk is the turbulence energy destruction term, and is related to the turbulence dissipation rate. Their expressions are as follows.


   P k  =  τ  i j      ∂   u ¯  i    ∂  x j      



(3)






   τ  ij   =  μ t       ∂   u ¯  i    ∂  x j     +    ∂   u ¯  j    ∂  x i       −   2 3   ρ k  δ  i j    



(4)






   D k  =  β *  ρ k ω  



(5)







Above, τij is the strain rate tensor and β* = 0.09. Coupling the transition model with the SST k-ω turbulence model involves integrating the intermittency factor into the SST k-ω model’s transport equations. The effective intermittency variable, γ, modulates the turbulence production and dissipation terms, allowing the model to account for the local probability of turbulent flow. This coupling enables the SST k-ω model to transition smoothly from laminar to turbulent flows, providing a more realistic prediction of the flow characteristics near the boundary layer.




2.2. γ-Reθt Transition Model


The γ-Reθt transition model is based on the transport equation of the intermittency factor γ, which represents the local probability of turbulence. This model also considers the momentum Reynolds number at the transition onset, Reθt. Reθt denotes the distance within the boundary layer where transition first starts occurring. The model involves solving both the γ transport equation and the Reθt transport equation, making it computationally more demanding. However, it provides a more detailed description of the transition process by coupling the γ with the Reynolds number at the transition onset [32]:


     ∂   ρ  R ˜   e  θ t       ∂ t    +    ∂   ρ   u ¯  j   R ˜   e  θ t       ∂  x j     =  P  θ t   +   ∂  ∂  x j        σ  θ t     μ +  μ t       ∂  R ˜   e  θ t     ∂  x j        



(6)






     ∂   ρ γ     ∂ t    +    ∂   ρ   u ¯  j  γ     ∂  x j     =  P γ  −  E γ    +     ∂  ∂  x j         μ +     μ t     σ γ          ∂ γ   ∂  x j        



(7)




where σθt is a constant of 2.0, used to control the diffusion coefficient, and Pθt is the source term used to control the Reynolds number of transition onset momentum in the transport equation. Pγ is the intermittent factor generation term, Eγ is the intermittent factor disruption term, and σγ = 1. To establish flow control, the turbulence model must be acted upon by the γ-Reθt transition model. The coupling of the two models is accomplished by acting on SST k-ω through effective intermittency variables, and the linked turbulence model transport equation has the following form [32]:


     ∂ ρ k   ∂ t    +    ∂   ρ   u ¯  j  k     ∂  x j     =   P ˜  k  −   D ˜  k  +   ∂  ∂  x j         μ +  σ  k 3    μ t       ∂ k   ∂  x j        



(8)






    P ˜  k  =  γ  e f f    P k  ,     D ˜  k  = min   max    γ  e f f   , 0.1   , 1.0    D k   



(9)






     ∂ ρ ω   ∂ t    +    ∂   ρ   u ¯  j  ω     ∂  x j     =  P ω  −  D ω  +   ∂  ∂  x j         μ +  σ  ω 3    μ t       ∂ ω   ∂  x j       + 2 ρ   1 −   F ˜  1        σ  ω 2    ω      ∂ k   ∂  x j        ∂ ω   ∂  x j      



(10)






    F ˜  1  = max    F 1  ,  F 3    ,    F 3  =  e  −         R y    120       8    ,    R y  =    ρ y  k   μ    



(11)







Above, Pk and Dk are the turbulent kinetic energy generation and destruction terms of the SST k-ω turbulence model, respectively.     F ˜  1    is a modified mixed function. The literature has detailed information regarding the exact parameters of the γ-Reθt transition model [32]. The γ-Reθt model has several advantages over other transition models. It provides a more detailed and accurate prediction of the transition process, especially in complex flow scenarios. The model’s ability to account for both the intermittency factor and the Reynolds number at the transition onset allows for a better representation of the physical phenomena. Furthermore, the model has been extensively validated and is known for its robustness and reliability in various engineering applications [56,57].




2.3. γ Transition Model


The γ transition model is a valuable tool in CFD for predicting the transition from laminar to turbulent flow. It is particularly useful in simulations where accurate prediction of boundary layer behavior is critical, such as in the analysis of hydrofoils and their aerodynamic performance. Menter and Smirnov introduced the model of γ transition [33], which originates from the γ-Reθt transition model. The determination of Reθc can be achieved through the use of variables within the boundary layer, hence substituting Reθt transportation equation:


     ∂ ρ γ   ∂ t    +    ∂   ρ  u j  k     ∂  x j     =  P γ  −  E γ  +   ∂  ∂  x j         μ +     μ t     σ γ          ∂ γ   ∂  x j        



(12)







The interplay between the generation term and the destruction term inside the source term serves to regulate the magnitude of the intermittent factor. The following is the definition formula for Pγ and Eγ:


    P γ  =  F  l e n g t h   ρ S γ   1 − γ    F  o n s e t     ,    E γ  =  c  a 2   ρ Ω γ  F  t u r b      c  e 2   − 1     



(13)







S is the strain rate magnitude and Flength = 100. Ω is the magnitude of the absolute vorticity rate, ca2 = 0.06, ce2 = 50, and Ωγ = 1. The propagation of kinetic energy in turbulent systems can be adjusted by changing the source term. The γ transition model is integrated with the SST k-ω turbulence model. The linked equation is given below.


    ∂  ∂ t    ( ρ k ) +   ∂  ∂  x j       ρ  u j  k   =   P ˜  k  +  P k  l i m   −   D ˜  k  +   ∂  ∂  x j         μ +  σ k   μ t       ∂ k   ∂  x j        



(14)






     P ˜  k  = γ  P k    ,     D ˜  k  = max ( γ , 0.1 ) ⋅  D k    ,    P k  =  μ t  S Ω   



(15)







To prevent exaggerating the turbulence strength in the stagnation zone in the source term, the Pk and Dk terms in the SST k-ω model have been employed. These terms allow for the enhancement of turbulent kinetic energy generation at low turbulence intensities. The literature has detailed information regarding the exact parameters of the γ transition model [33]. In computational fluid dynamic (CFD) simulations, the γ model is often used in conjunction with Reynolds-averaged Navier–Stokes (RANS) models to provide more precise predictions of boundary layer development. It offers enhanced representations of the transitional phase, leading to improved forecasts of flow separation, reattachment, and turbulence production compared to traditional RANS models that may struggle to capture the nuances of the transition region [58,59].





3. NACA0009 Blunt Trailing Edge Hydrofoil—Natural Transition


3.1. Modeling and Meshing


Ausoni [60] conducted an experimental study of the NACA0009’s blunt trailing edge hydrofoil wraparound characteristics and obtained the boundary layer flow field characteristics. In order to avoid extensive water rotation and reduce the degree of turbulence in the incoming flow, a steady flow section was added upstream of the test section. The angle of attack tested was 0°. The hydrofoil had an inlet that was 3L away from its leading edge and an outlet that was 5L away from its trailing edge. The empirical findings demonstrated that as a result of the hydrofoil’s influence, the mean velocity of the streamline direction at each position of the inlet differed from that of the entire section to a certain extent (within 2%), as shown in Figure 1. At diverse Reynolds numbers, the turbulence degree of the inlet section was approximately 1% and the hydrofoil boundary layer had an obvious laminar boundary layer zone while the natural transition process was observed. These experimental data on the flow field can serve as a basis for comparing and evaluating the accuracy of numerical calculations. With the use of this comparison, hydrofoil transition characteristics predicted using several models can be determined. The water used in the experiments had the following chemical and physical properties: temperature T = 25 °C, viscosity μ = 0.8904 × 10−3 Pa·s, density ρ = 997 kg/m3, and surface tension 0.0728 N/m.



These conditions were maintained throughout the study to ensure consistency in the results. The turbulence intensity Tu is defined as follows:


  T u  = 100       2 k / 3    U    



(16)







The experimental measurement results of reference [60] indicate that the turbulence intensity Tu, near the leading edge of the hydrofoil, is basically the same at different Reynolds numbers. Based on this, in this article’s calculation, 4% is taken, which is consistent with the experiment.




3.2. Verification of Grid Independence


In this study, ICEM CFD 2021R1 software was utilized for mesh generation and preprocessing, playing a crucial role in the accurate resolution of the flow domain around the NACA0009 hydrofoil. The software’s capabilities allow for the creation of a high-quality mesh, which is essential for reliable numerical simulations [61,62]. A study on the applicability of γ-Reθt grids in airfoil flow field applications was carried out in reference [32]. For hydrofoil wall grids, the grid resolution ranges from 50 ≤ x+ ≤ 150 in the flow direction, 0.77 ≤ y+ ≤ 0.97 in the normal direction of the wall, and 10 ≤ z+ ≤ 40 in the spreading direction. To enhance the quality of a compact boundary layer region in proximity to the wall, O-grids were used. Figure 2 displays the computational domain’s discrete mesh. The implementation of local mesh refinement is carried out in close proximity to the wall to meet the demands of the γ-Reθt approach, improve the precision of computational calculations, and faithfully depict the critical characteristics of the flow field, with x+max = 94.6, y+max = 1.02, and z+max = 36.4 for the x, y, and z-directions, respectively.



In this paper, a grid-independent study of the γ-Reθt transition model was carried out. The maximum y+ value of each of the four sets of grids with hydrofoil wall grids is close to 1. Grid M4 is a grid with a relatively large mesh, comprising a total of 2,750,156 individual nodes. Grids M3 and M4 have an equal number of hydrofoil nodes. However, refinements to grid M3 are made not only in the upstream and downstream areas of the hydrofoil but also in the direction perpendicular to the hydrofoil wall, resulting in a node count of 3,885,230. The quantity of surface nodes present on the hydrofoil, including both the leading and trailing edges of the hydrofoil, in grid M2 is twice that of grid M3. There are exactly as many nodes in M1 as there are in M2, except that the quantity of grid nodes along the hydrofoil wall surface is twice that of grid M2. The hydrofoil vortex shedding main frequency is selected as the key parameter, and the vortex shedding main frequency is compared under four sets of grid numbers, as shown in Table 1. The comparison reveals a minimal disparity between grid M1 and grid M2, and the standard errors of the experimental values are within 0.5% considering the computational efficiency, so grid M2 will be used for further calculations.



To precisely assess the flow characteristics of a hydrofoil, it is imperative to employ grid cells of sufficiently tiny size, enabling the precise determination of factors such as boundary layer separation. This research utilized ICEM CFD software to partition the computational domain into hexahedral meshes. Using the finite volume technique, the control equations are discretized on the grids.



The numerical simulations were performed using Ansys Fluent 2021R1, a computational fluid dynamic (CFD) software that employs the finite volume method for solving Navier–Stokes equations. The mixed bounded windward discretization scheme, a term specific to Ansys Fluent, refers to a numerical technique that combines the benefits of first- and second-order discretization schemes. This scheme is used to interpolate the interface values resulting from the discretization of the convective terms, ensuring a balance between accuracy and computational stability. It employs a first-order upwind scheme near the wall, where flow gradients are steep, and a second-order central difference scheme in the outer flow region, where the flow is smoother. This approach helps to accurately capture the flow behavior near the hydrofoil while maintaining solution stability [63,64].



Mixed bounded windward discretization is used to interpolate the interface values that emerge from the discretization of the convection terms while ensuring a maximum level of second-order accuracy. Center-difference interpolation is also used for the interface values that emerge from the discretization of the diffusion terms. For the unsteady Reynolds average simulation (URANS), transient term discretization is implemented utilizing the second-order backward Eulerian scheme, which achieves second-order accuracy. The coupled solution is used for solving the N-S discretized system of equation variables, and a multigrid technique is used to speed up the iterative convergence. The temporal interval between each successive step is 5 × 10−5 s and the average Courant number is less than 1. The computational aspect described in this context was executed at the High-Performance Computing Center of Eindhoven University of Technology. The computational resources used included 256 GB of RAM and 256 cores, which allows for parallel processing. To investigate the time-varying properties of the shedding vortices, monitoring sites were positioned inside the wake region.



A detailed analysis of the convergence of the two models was conducted. We found that by optimizing the initial conditions and adjusting the physical model parameters, the convergence speed of the models could be improved. We attempted different mesh partitioning strategies to ensure that the mesh was sufficiently refined to capture the spatial changes in the solution field, while avoiding the waste of computational resources caused by excessive mesh partitioning. We added a typical iteration history figure, as shown in Figure 3. In the figure, it can be seen that both models reached convergence after iterating for about 0.05 s of physical time. In addition, we also counted the typical number of iterative cycles required during the simulation process and the order of magnitude of the main residual drop. We found that in most cases, the models required tens of thousands of iterations to reach convergence, and the main residual could drop by as much as six orders of magnitude during the simulation process. This result indicates that although the models have a slower convergence rate, we can still ensure the convergence and accuracy of the models through appropriate adjustments and optimizations.




3.3. Comparative Analysis of 2D and 3D Calculation Results


In this study, the experimental setup involved a blunt trailing edge hydrofoil model tested in a high-speed cavitation tunnel at the EPFL-LMH laboratory [60]. The model was designed to simulate conditions relevant to hydraulic machinery, with a focus on vortex shedding phenomena. The setup included advanced measurement techniques, such as laser Doppler velocimetry (LDV), particle image velocimetry (PIV), and a laser Doppler vibrometer to capture detailed flow field data and hydrofoil vibrations. Data were collected at various free-stream velocities and cavitation indices, with high-precision sensors providing insights into the flow characteristics and structural responses. Analysis of the collected data encompassed time-averaged velocity profiles, vortex shedding frequencies, and vibration amplitudes, employing methods like fast Fourier transform (FFT) for spectral analysis and cross-correlation to assess the coherence and intermittency of the vortex shedding process. This approach allowed for a detailed investigation of the flow dynamics and the influence of cavitation on vortex shedding and hydrofoil vibrations.



Figure 4 depicts how the wall friction coefficient Cf at the hydrofoil wall distributes under ReL = 2 × 106. Data from a cross-sectional plane within the 3D computational domain was selected for analysis. The Cf prediction performance of the laminar model is significant within the x/L range, with a maximum value of 0.016, indicating the stress concentration trend of the model under specific conditions. In contrast, although the maximum stress value of the transition model is slightly lower at 0.012, its overall stress distribution is more balanced, indicating that the model can effectively disperse Cf and avoid excessive local Cf when dealing with complex flows. For the 2D computational domain model, the distribution of its calculated values is relatively flat across the entire range, indicating that Cf changes are relatively stable in the 2D computational domain. However, peak stress phenomena were also observed at certain specific x/L values, which may be related to local effects or structural changes in the flow. As for the 3D computational domain model, there is a significant difference in Cf variation trend compared to the 2D model. This difference may be because the 3D domain can better capture the complex structures and phenomena in flow, thereby providing more accurate Cf distribution predictions. However, overall, the stress difference between the 2D and 3D models is not significant.



Figure 5 displays the distribution of H12 of the boundary layer. It is widely accepted that the boundary layer transitions from laminar to turbulent flow as H12 decreases from values greater than 2.6 to less than 1.5, with an intermediate transition state existing between these thresholds [46].



In the hydrofoil leading edge region, the predicted H12 values align closely with experimental data, indicating a reliable result of the flow state. However, after x = 0.2L, the predicted H12 gradually diverges from the experimental values. Notably, the H12 decreases to 1.5 near x = 0.57L, marking the transition to a turbulent state. This is comparable to experimental measurements where the transition occurred at x = 0.85L, which indicates that the transition occurred earlier in the predicted model. Despite these minor differences, there is no significant deviation between the two-dimensional and three-dimensional results. The discrepancies between computational results and experimental data can often be attributed to the limitations inherent in the turbulence models. These models are based on empirical correlations and simplified assumptions that may not fully encapsulate the complex physics of the flow, particularly in regions characterized by high turbulence or near-wall effects.



In Figure 6, it can be seen that the disparity between two-dimensional and three-dimensional computations is minimal, with both approaches yielding results that closely align with the experimental values: in the region away from the trailing edge, the three-dimensional calculation closely approximates the experimental value when y takes a positive value, and the two-dimensional calculation closely approximates the experimental value when y takes a negative value, but in general, they all show little difference. To reduce the computational burden, subsequent calculations were carried out using the 2D calculation domain.




3.4. Analysis of Numerical Results


Figure 7 illustrates the results of the hydrofoil boundary layer’s tangential time-averaged velocity distribution, which is calculated by the two kinds of transition models. Within the figure, y designates the distance that is perpendicular to the hydrofoil wall, and h denotes the thickness of the trailing edge. Uxave represents the velocity that is averaged over time at the outermost boundary, and Ute is the time-averaged velocity at the outer edge. The velocity distribution curves for analysis purposes at points x/L = 0.3, 0.6, 0.8, 0.9, and 0.99 are shifted by 1, 2-, 3-, 4-, and 5-unit lengths, respectively, along the horizontal coordinates. Agreement between the velocity distributions of the two models and the experimental data is obtained at the leading edge at a location corresponding to 0.1 times the hydrofoil chord length. However, along the flow direction, velocity distributions calculated by the SST k-ω model show increasing error: the γ transition model is only computed with a larger error close to the aft region of the hydrofoil, i.e., at 0.8 times the hydrofoil chord length.



To clarify, the thickness refers to the spatial extent of the hydrofoil boundary layer measured from the adjacent wall (zero velocity) along the normal direction to the position of 0.990 external velocities, denoted as δ, i.e., δ = y|Ux = 99% of Ue. The outcome of the dimensionless thickness δ/h calculated by different models along the hydrofoil chord length is presented in Figure 8. As the boundary layer progresses, the thickness grows with the increasing distance from the leading edge. There exists a substantial disparity in thicknesses computed by these two models. Specifically, the SST k-ω model yields a significantly better thickness compared to the experimental findings. Conversely, thickness at the leading edge, as determined by the γ transition model, exhibits a satisfactory level of concordance with the experimental results.



Figure 9 illustrates the distribution of the shape factor H12 under different models. H12 is a parameter that quantifies the relationship between the displacement thickness δ1 and its momentum thickness δ2. When H12 exceeds 2.6, the laminar state is typically observed; when H12 is less than 1.5, the boundary layer is turbulent; and for H12 in the range of 1.5–2.6, it is in a transition state. The shape factor anticipated by the γ transition model deviates from the experimental value after x = 0.2L and decreases to 1.5 near 0.55L, indicating that the transition has been completed at this location, which is earlier than the end of transition observed in the experiment at 0.85L. The γ-Reθt transition model predicts that the transition endpoint will be close to 0.53L. Although the SST k-ω model has difficulties in capturing laminar flow and transition, while the γ-Reθt transition model and γ transition model perform better, there are still errors between them and experimental values. This error is particularly evident under high-Reynolds-number conditions, indicating that there is room for further improvement in the model.



Figure 10 presents the boundary layer intermittency factor distribution obtained using various models for hydrofoil analysis. When employing the SST k-ω turbulence model, the intermittency factor tends to converge towards 1. This observation can be elucidated by the more extensive manifestation of turbulent characteristics beyond the boundary layer under fully turbulent conditions. Conversely, utilizing the γ-Reθt transition model reveals a rapid increase in the intermittency factor at a distance of 0.4L from the hydrofoil, signifying the onset of transition, and culminating in a transition to a fully turbulent boundary layer at 0.6 chord lengths from the hydrofoil. The γ transition model predicts a gradual rearward shift in the transition location, with the transition end position stabilizing at a distance of 0.9L from the hydrofoil. These findings underscore the efficacy of the γ transition model in accurately predicting the transition position of the hydrofoil boundary layer.




3.5. Prediction Performance Analysis at Different Reynolds Numbers


The variation in the full transition site with Reynolds number is depicted in Figure 11, which can be employed to further examine the efficacy of the γ transition model in forecasting the transition of the boundary layer at various Reynolds numbers. Obviously, at a Reynolds number lower than 1.6 × 106, the measured result aligns more consistently with the position, while from Reynolds numbers higher than 1.6 × 106, as the Reynolds number rises, the location of the transition gradually diverges from the measured value. This suggests that the γ transition model is ineffective in accurately predicting boundary layer transition for hydrofoils operating at high Reynolds numbers. According to the relevant literature [65,66], the discrepancies between predicted and experimental values can be attributed to several factors, as suggested by Figure 11. The first is the rapid decrease in turbulence intensity within the free shear layer, especially at high Reynolds numbers. If this is too rapid, an inaccurate estimation of the transition location can result. The second is the necessity of carefully setting a higher turbulence level at the inlet to align with experimental conditions under high-Reynolds-number flows, where an overly high intensity might precipitate an early transition, contradicting experimental observations. Another factor is the potential limitation of the models’ applicability at high Reynolds numbers, where their ability to predict may not fully account for the intricacies of the flow.



To investigate the causes behind the γ transition model’s poor prediction performance at high Reynolds numbers, the development of turbulence degree Tu along the flow direction is given for a Reynolds number of 2.0 × 106 obtained by numerical calculations shown in Figure 12. It can be seen that the turbulence degree Tu decays rapidly along the flow direction, and the degree of turbulence does not hit 1% when it reaches the leading edge, which is inconsistent with the experimental measurements. Therefore, the inlet of the computational domain at a high Reynolds number must be set to a larger Tu value, but too large a value will accelerate the increase in the predicted value of the intermittency factor γ. This phenomenon results in an accelerated progression of the transition process, and Langtry [32] also pointed out that too large a Tu value will lead to the predicted wall drag coefficient deviating from the laminar flow value. Therefore, the primary cause of the incorrect transition position prediction is the significant degradation of transition in the free-flow field at high Reynolds numbers.



In our current simulation setup, we observed a decay in turbulence intensity within the free stream, which can affect the accuracy of our results, especially at higher Reynolds numbers. To mitigate this decay, future work will explore strategies such as adjusting the free-stream turbulence intensity or employing advanced turbulence models that can better predict and manage turbulence decay. Additionally, we will investigate the impact of different free-stream boundary conditions on the turbulence variables to ensure that they accurately represent the physical flow conditions. Proper management of free-stream turbulence is essential for accurate simulation results, particularly in regions where the boundary layer transitions from laminar to turbulent flow.





4. Analysis of Calculation Results at Different Angles of Attack


This section uses the γ transition model to study the flow characteristics of hydrofoils, with a focus on analyzing the boundary layer transition characteristics at different angles of attack. Figure 13 shows enlarged boundary layer flow line diagrams of the leading edge at AOA of 2°, 6°, 10°, and 14° under ReL = 2 × 106, with the cloud reflecting the change in the intermittency factor γ. The laminar separation bubble (LSB) appears in the boundary layer of the leading edge when the AOA is larger than 2° relative to the natural transition at 0°. In the LSB, areas of secondary backward flow and stagnation are present, and the flow downstream of the bubble is turbulent. The laminar separation bubble at 2° extends from xsep/L = 0.0266 to xre/L = 0.0622, where xsep and xre represent the location of the point of LSB separation and the spot where turbulent flow reattaches, respectively. The relative height is approximately h/L. The h/L of the LSB at 2° is 4.22 × 10−5. At an AOA of 6°, the LSB spans a range from xsep/L = 0.0165 to xre/L = 0.0476, with its height approximating h/L = 4.72 × 10−5. At an angle of α = 10°, the LSB spans from xsep/L = 0.017 to xre/L = 0.029, with a height of approximately h/L = 3.26 × 10−5. At the location of 0.017L, the boundary layer undergoes a transitional behavior, resulting in the emergence of the LSB. Subsequently, the bubble flow remains attached beyond 0.029L due to the intensified resistance caused by the downstream reverse pressure gradient. Compared with that at α = 10°, when the AOA is increased to 16°, the LSB expands in both the direction of flow and perpendicular to the wall and broadens from xsep/L = 0.0258 to xre/L = 0.0374. In fact, an increase in the AOA results in an intensified velocity gradient, causing the vortex to break up into multiple vortices. This guarantees the stability of the separation bubble, with the vortex located upstream being notably diminutive compared to the principal vortex positioned downstream. In a prior study, researchers also identified a twin-eddy arrangement in an airfoil, which was classified as a nonclassical separation bubble [67].



Figure 14 presents a comprehensive depiction of the relationship between the length of the leading edge suction bubble and the AOA across varying Reynolds numbers. As the Reynolds number rises while maintaining a constant AOA, the size of the LSB diminishes. Furthermore, under comparable Reynolds numbers, an increase in the AOA leads to a reduction in the size of the LSB. Notably, both the length and height of the LSB remain relatively stable until the occurrence of trailing edge stall.



Table 2 shows the variation in the LSB initiation position as well as the turbulence at the reattachment position with AOA for various Reynolds numbers. When ReL reaches 0.5 × 106 and the angle surpasses 12°, a deep stall ensues, resulting in an inability to record the LSB’s inception point or the turbulence at the point of reattachment. At the same AOA, the LSB initiation location changes rarely. As the Reynolds number rises, the turbulence at the reattachment position shifts upstream along the hydrofoil. With an augmentation in the AOA, the suction surface of the hydrofoil’s leading edge experiences a heightened inverse pressure gradient. This causes the laminar boundary layer to separate earlier, even when the Reynolds number remains constant. Once flow separation occurs at the trailing edge, the LSB’s initiation position and the turbulence at the reattachment location remain largely stationary.




5. Conclusions and Future Prospects


5.1. Conclusions


This study evaluates the accuracy of two transition models in predicting the boundary layer for the NACA0009 blunt trailing edge hydrofoil. The main findings are as follows.



	(1)

	
For natural transition scenarios, the application of the γ-Reθt and γ transition models significantly improved the predictive capabilities of boundary layer flow distributions in comparison to the SST k-ω turbulence model. At ReL = 2 × 106, the experimentally determined position for transition completion is 0.85L. In contrast, the SST k-ω turbulence model predicts an earlier transition completion at 0.2L. The γ-Reθt and γ transition models estimate the transition completion positions at 0.53L and 0.55L, respectively, suggesting a delayed transition relative to the SST k-ω model, but earlier than observed in the experiment.




	(2)

	
For natural transitions, when the ReL is below 1.6 × 106, the predictive accuracy of both transition models exhibits a notable proximity to the values obtained through experimental analysis. As the ReL increases, the transition position gradually deviates from the measured value, indicating that the two transition models have poor prediction performance for high-Reynolds-number hydrofoil boundary layer transitions. By analyzing the development of turbulence along the flow direction, it is found that the primary cause of erroneous prediction of transition positions is the significant decrease in turbulence intensity in the free-flow field at high Reynolds numbers.




	(3)

	
Using the γ transition model to study the effects of different angles of attack and Reynolds numbers on the hydrofoil’s leading edge boundary layer, it was found that the occurrence of the LSB is significantly correlated with the AOA, and its size decreases with an increase in the AOA. As the Reynolds number increases, the size of the LSB reduces and remains relatively stable until the onset of the trailing edge stall. Furthermore, an increase in the AOA leads to earlier separation of the boundary layer, which in turn affects the characteristics at the initiation and reattachment points of the LSB.








5.2. Future Prospects


The γ-Reθt model, with its ability to predict transition points accurately, is set to play a significant role in future studies. Its enhanced predictive capabilities can lead to more efficient designs in aerospace, renewable energy, and naval architecture. Future research could focus on refining the model to handle more complex flow scenarios, such as those involving plasma interactions or bio-inspired surfaces that affect flow transition.



The γ model’s strength lies in its simplicity and effectiveness in predicting transitional flows. Future work could explore the integration of the γ model with advanced numerical methods or machine learning techniques to improve its predictive accuracy further. Additionally, research could be directed towards expanding its applicability to a wider range of Reynolds numbers and flow conditions.



To address the decay of turbulence in the free stream, which is a common issue in many CFD simulations, future studies could explore the following approaches: investigate the potential of the SST k-ω model in sustaining turbulence levels in the free stream—this model could be tested against a variety of experimental data to assess its effectiveness; explore methods of managing turbulence decay by adjusting the free-stream turbulence values—this could involve setting the turbulence values to minimal levels that ensure the desired free-stream turbulence level without excessive decay; and develop or refine advanced turbulence models that can better predict and manage the decay of turbulence, leading to more accurate CFD simulations.
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Nomenclature




	Variable
	Definition



	Reθt
	Momentum Reynolds number based on the momentum thickness at the transition onset



	γ
	Intermittency factor, representing the local probability of turbulent flow in the boundary layer



	u
	Velocity component in the streamwise direction



	x
	Streamwise coordinate



	y
	Wall-normal coordinate



	z
	Spanwise coordinate (perpendicular to both streamwise and wall-normal directions)



	t
	Time



	ρ
	Fluid density



	μ
	Dynamic viscosity of the fluid



	σ
	Turbulent Prandtl number for temperature



	k
	Turbulent kinetic energy



	ω
	Specific dissipation rate of turbulent kinetic energy



	Pk
	Production term of turbulent kinetic energy in the SST k-ω turbulence model



	Dk
	Destruction term of turbulent kinetic energy in the SST k-ω turbulence model



	P
	Production term of the intermittency factor γ



	E
	Destruction term of the intermittency factor γ



	fj
	Damping function for the transition model



	R
	Correlation function used in the γ-Reθt transition model



	θ
	Momentum thickness



	δ
	Boundary layer thickness



	δ1
	Displacement thickness



	δ2
	Momentum thickness



	H12
	Shape factor, the ratio of displacement thickness to momentum thickness



	Tu
	Turbulence intensity



	AOA
	Angle of attack



	LSB
	Laminar separation bubble, a region of separated flow in the boundary layer



	xsep
	The streamwise location where the laminar separation bubble separates from the hydrofoil



	xre
	The streamwise location where the flow reattaches after the laminar separation bubble



	h
	The thickness of the hydrofoil’s blunt trailing edge



	Uxave
	Time-averaged velocity at the outer boundary of the boundary layer



	Ute
	Time-averaged velocity at the outer edge of the boundary layer



	UYmean
	Average velocity in the y-direction over time near the trailing edge
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Figure 1. NACA0009 blunt trailing edge hydrofoil computational domain. 
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Figure 2. Grid diagram. 
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Figure 3. Iterative convergence diagrams of two models. 
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Figure 4. Distribution of wall friction coefficient (ReL = 2 × 106). 
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Figure 5. Boundary layer shape factor distribution (ReL = 2 × 106). 
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Figure 6. Distribution of y-direction velocities over time in the wake region (ReL = 2 × 106). 
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Figure 7. Tangential time-averaged velocity distribution under different turbulence models. 
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Figure 8. Distribution of relative thickness δ/h under various models. 
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Figure 9. Distribution of the shape factor H12 for the hydrofoil boundary layer for various models. 
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Figure 10. Distribution of the intermittent factor γ for the hydrofoil boundary layer. 
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Figure 11. Complete transition position of the boundary layer at different Reynolds numbers. 
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Figure 12. Turbulence intensity development along the flow direction. 
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Figure 13. Layout of LSB on the surface at different AOA. 
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Figure 14. Laminar separation bubble length distributions of hydrofoil. 
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Table 1. Comparison of wake vortex shedding frequencies with different grid numbers.
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Grid

	
Number of Nodes

	
Maximum y+

	
Simulated Value

	
Tested Value






	
M1

	
6,521,238

	
0.62

	
1431 Hz

	
1428 Hz




	
M2

	
5,538,952

	
0.79

	
1420 Hz




	
M3

	
3,885,230

	
0.93

	
1336 Hz




	
M4

	
2,750,156

	
1.12

	
1307 Hz











 





Table 2. Location of LSB at three different ReL values.
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Onset Point (x/L)

	
Reattachment Point (x/L)




	
ReL

	
0.5 × 106

	
2.0 × 106

	
2.6 × 106

	
0.5 × 106

	
2.0 × 106

	
2.6 × 106




	
AOA






	
6°

	
0.00164

	
0.00164

	
0.00164

	
0.00578

	
0.00479

	
0.00471




	
8°

	
0.00147

	
0.00147

	
0.00147

	
0.00456

	
0.00305

	
0.00334




	
10°

	
0.00102

	
0.00132

	
0.00132

	
0.00385

	
0.00225

	
0.00225




	
12°

	
/

	
0.0012

	
0.0012

	
/

	
0.0021

	
0.00214




	
14°

	
/

	
0.00115

	
0.00114

	
/

	
0.00219

	
0.00217




	
16°

	
/

	
0.00114

	
0.00114

	
/

	
0.00199

	
0.00224
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