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Abstract: This paper investigates the terrain-following problem for an autonomous underwater vehi-
cle (AUV) from control perspectives with full consideration of terrain characteristics. By equipping
the AUV with three simple single-beam echo sounders, a set of precise along-track bottom slopes are
obtained in a real-time manner, and the occurrence of the lost bottom lock phenomenon caused by
a single sonar altimeter is eliminated. A slope-based data processing method is developed, which
enables an AUV to characterize seafloor features with complementary sensing modalities to generate
proper adaptive height-modified values. In order to keep a fixed height when maneuvering over
rugged terrains, a back-stepping depth control is implemented by adjusting horizontal rudder angle,
and Lyapunov theory is adopted to analyze the asymptotic stability of the resulting terrain-following
control system. At last, simulation results indicate the feasibility and effectiveness of the proposed
methodology with a discussion of various sensor configurations.

Keywords: AUVs; terrain feature extraction; terrain following; single-beam sonars

1. Introduction

As we all know, more than 70 percent of the earth’s surface is covered with oceans
that are full of future energies, thus countries are increasingly paying more attention
onto the exploration of marine resources. Autonomous underwater vehicles (AUVs), as a
kind of exploring equipment that could dive several hundred meters to conduct research
activities without operators, play an increasingly important role in the marine development
domain [1]. With the development of artificial intelligence technology and manufacturing
technology, AUVs have transformed from semi-intelligent, huge and heavy equipment
with economic shortcomings to highly autonomous, small and flexible tools with relatively
low cost, which makes it more reliable and easier to conduct ocean research activities [2–4].

Nowadays, in all kinds of underwater tasks, both civilian and military, such as deep
sea inspections, seabed topography surveys, seabed target search, oceanographic mapping,
mine detection and neutralization [5–10], an AUV can find its own specific position. Terrain
following is one of the most significant methods to efficiently carry out the missions
mentioned above [11,12]. In order to obtain high-resolution seabed topography and surface
details from various sensors, an AUV has to descend to a low altitude and steadily maintain
a specified height, although topographic data are usually not known in advance [13,14].
Additionally, an AUV needs to be able to avoid collision danger, even though the terrain
may be rough sometimes. As a result, with the sharp increase in accurate and efficient
tracking requirements, a key problem arises in the terrain-following-based task: how can
we track a terrain surface with high precision and good safety under sensing instruments
with limited capabilities [15]? Therefore, various approaches have been proposed for
seabed terrain tracking in recent years.

Regarding the path planning problem of AUV terrain tracking, Hongli Xu et al. pro-
posed a bounded ridge-based trajectory planning algorithm (RA*) for an AUV to cruise near-
bottom with a safety map based on a spherical structure [16]. Kangsoo Kim et al. [15,17]
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discussed an altitude-based steep terrain tracking method with consideration of possible
collisions because of altitude overestimation or loss of bottom lock. Then, waypoint-based
motion control was carried out to realize pseudo-terrain, followed by a procedure to guar-
antee safety. In reference [18], the authors proposed a safe near-bottom planning method
based on the spline curve of along-track terrain, and the constraints of a dynamic model of
an AUV are also satisfied according to the curvature designed. To obtain along-track terrain
data simply and efficiently, the authors of [19] presented a method regarding terrain fitting
with Doppler velocity log (DVL) data and carried out altitude control with an observer to
estimate seafloor gradient. In addition, in Ref. [20], the authors further proposed seafloor
geometry approximation with an altitude rate of change and fine/coarse contouring with
an adaptive adjustment of the surge velocity. Even though the research results of [19,20]
were about ROVs, sensors and strategies were also feasible for AUV platforms. Ref. [21]
designed a robust NMPC scheme to steer an AUV to the desired trajectory inside a con-
strained and dynamic workspace, whose knowledge is constantly updated online via the
vehicle’s onboard sensors, and obstacle avoidance is guaranteed by the online generation
of a collision-free trajectory-tracking path. A tube MPC scheme was addressed in [22]
for continuous-time nonlinear systems that were subjected to bounded disturbances; the
actual system was divided into an error system and a nominal system, and the actual
trajectory was in the sets centered along the nominal trajectory. The authors of [23] pro-
posed a method of path planning for an AUV’s seabed terrain-matching navigation based
on an A-star algorithm. It analyzed an area’s matching performance by mainly using
terrain entropy and terrain variance entropy, and the search length and dynamic matching
algorithms were presented to reduce the calculation burden. Furtermore, an online path
planning methodology was addressed in [24] for terrain-aided navigation of AUVs, which
applied a particle filter to obtain AUVs’ localization and set commands to AUVs. This
methodology’s feasibility and maneuvering performance were finally proven through
simulation experiments.

Besides seafloor approximation and path planning, another key component of terrain
following is an appropriate control methodology. Steenson et al. [25] proposed a model
predictive control method for depth control through linearization of the dynamic model
and successfully enabled the AUV to follow the terrain within 1 m in lake experiments
with hovering and flight-style modes. The authors of [12] presented a nonlinear model
predictive controller with a combination of tracking differentiator (TD) and long short-term
memory (LSTM) in order to improve the control accuracy with low computational costs.
Yan et al. [26] addressed the bottom-following problem of AUVs using integral terminal
sliding mode control (ITSMC), which guarantees an exponential vertical plane path fol-
lowing, with a tolerance of parameter perturbations. Gao in [27] proposed an improved
finite-time disturbance observer-based finite-time control (IFTDO-FTC) scheme for imple-
menting the exact bottom-following of a biomimetic underwater vehicle (BUV) with the
consideration of saturation and uncertainties based on the integral terminal sliding mode
control framework. Tao Liu et al. [28] designed a deep reinforcement learning controller for
vectored thruster AUVs, which only used the sensors’ measurements as inputs and outputs
continuous control actions; thus, the AUV’s accurate mathematical model is unnecessary.
Another continuous control strategy under deep learning frameworks was proposed by the
authors of [29] using a deep interactive reinforcement learning method based on the Deep
Deterministic Policy Gradient (DDPG). Its experimental simulation results showed that
this strategy could increase the precision of an AUV’s path following while simultaneously
reducing time consumption. In [30], the authors designed a kinematics controller and a
dynamic controller, the kinematics controller was designed based on a model predictive
control (MPC) that took wave disturbances into account, and the dynamic controller was
designed based on adaptive dynamical sliding mode control (ADSMC) that could reduce
errors resulting from model uncertainties.

As a matter of fact, many trajectory tracking methods can be adopted for the terrain-
following control of AUVs [31]. For example, due to practical simplicity and stability,
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PID-based methods are still preferred by industrial and commercial fields for many real-
life marine operations and control [32,33]. In [34], performances of PD-based non-model
control schemes were compared with model-based ones. Other than the PID method,
the authors of [35] proposed to combine the advantages of sliding mode control (SMC)
and back-stepping control, aiming at uncertainties and disturbances of AUV operations
in an ocean environment. Qiao et al. in [36] designed an adaptive sliding mode control
method for AUV trajectory tracking, which handles both model uncertainties and external
disturbances with fast convergence performance.

Based on the above discussions and the purpose of this paper, the main contributions
of this paper are focused on two aspects that can be summarized below:

• Navigating in an unknown environment autonomously to execute terrain-following
tasks. In response to this target, a terrain-aided navigation strategy is proposed,
by which the modeling of data from onboard sonar devices is accomplished for
reliable height and slope estimation. Note that as a preferred and economical option
for an altitude-measuring device, multiple single-beam echo sounders are equipped
in the vehicle and set in different directions, which forbids the phenomenon of bottom
lock loss in rough terrain scenarios.

• Terrain tracking control architecture with the decoupled mathematical model. The al-
gorithm constructed in this paper converts three-dimensional (3D) terrain following
into a joint control of motions in horizontal and vertical planes. Specifically, in the
horizontal plane, the AUV tracks the desired 2D waypoints. Meanwhile, it adopts a
back-stepping technique to establish a depth controller that allows us to follow the
surface of the terrain at a fixed altitude near the seafloor without collisions.

To better compare the proposed method with existing ones, Table 1 illustrates the
characteristics of this paper. As shown, neither sensor configuration nor the control method
adopted in this paper is the most advanced, but balance is acquired with the proper choice
of relatively simple sensors combined with a slope-based terrain construction strategy,
which makes the methodology discussed here capable of handling steep terrain variations
that are not applicable for certain methods in the table.

Table 1. Comparisons between different references.

Items Sensor Configurations Control Methods Terrain Profile Control Dimensions

Ref. [12] downward altimeter NMPC LSTM 2D

Ref. [13] stereo camera proportional feedback elevation map 2D

Ref. [14] altimeter and mechanical
scanning sonar PID not specified 2D

Refs. [15,17] forward-looking sonar PID waypoint adjustment decoupled 3D

Ref. [18] bathymetry data proportional feedback bathymetry 2D

Refs. [19,20] DVL feedforward and feedback linear approximation 2D

This Paper single-beam echo sounders back-stepping slope-based decoupled 3D

The remainder of the paper is organized as follows. Section 2 presents the mathemati-
cal model of an AUV and the underlying bottom construction method for terrain following
with simple beam-based data. Then, Section 3 discusses the model-based back-stepping
controller design and delivers the stability proofs in vertical plane for terrain tracking. Sim-
ulation results of applying the proposed terrain-following strategy to an AUV in a complex
seafloor environment are provided in Section 4. Finally, Section 5 concludes this paper.

2. Problem Formulation

The problem of seafloor terrain tracking is essentially a complex process of online
terrain perception, fixed height navigation and obstacle avoidance. To design an effective
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seafloor terrain tracking strategy, two requirements must be met. The first requirement
is to comprehensively utilize sonar configuration and detection information to realize
terrain perception. The other one is to achieve fixed-altitude navigation and obstacle
avoidance. As shown in Figure 1, the distance between the AUV and seafloor terrain
is defined as h, and the distance between AUV and sea level is defined as z. Obviously,
there is a risk of collision when an AUV is operating near the seafloor. Therefore, terrain
tracking with a fixed altitude value is necessary to avoid obstacles during the tracking.
But practically, topographic characteristics of the rugged seafloor are hard to predict
in advance for engineering applications and online prediction encounters difficulties in
reliability and financial cost.

Figure 1. Terrain tracking mission illustration.

To better formulate the terrain tracking problem, a mathematical model of an AUV is
constructed with the kinematic part and dynamic part in the following sections in order
to design proper controllers. In addition, to navigate in-vertical plane safely during the
tracking process, a seafloor feature extraction method is proposed with consideration of
the different types of seabed topography, including six different situations in Section 2.2
with limited sensor data requirements for practical feasibility.

2.1. Kinematics and Dynamics

The coordinate frames adopted in this paper are illustrated in Figure 2, including the
position, attitude, velocity and angular velocity variables of an AUV. In general, a 6-degree-
of-freedom (DOF) mathematical model of an AUV is described by several nonlinear and
strong coupled differential equations, as presented in [37]. Ignoring the relatively stable roll
dynamic of the vehicle and considering its symmetric structure, the vertical-plane dynamics
are presented for the terrain-following scenario and altitude-keeping controller design.

Figure 2. Coordinate frames of AUV.
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First of all, a 5-DOF kinematic model without consideration of roll is depicted below,
representing the transformation between the body frame and the fixed frame:

ẋ = u cos ψ cos θ − v sin ψ + w cos ψ sin θ,

ẏ = u sin ψ cos θ + v cos ψ + w sin ψ sin θ,

ż = −u sin θ + w cos θ,

θ̇ = q,

ψ̇ = r/ cos θ,

(1)

where x, y and z are surge, sway and heave displacements, while θ and ψ represent pitch
and yaw angles in the fixed frame, respectively. u, v, w, q and r are linear and angular
velocities in surge, sway, heave, pitch and yaw directions of the body frame. In addition,
the corresponding dynamic model is shown as Equation (2), defined in body frame:

m1u̇ = m2vr − m3wq − d1u + τu,

m2v̇ = −m1ur − d2v,

m3ẇ = m1uq − d3w + g1m3,

m5q̇ = (m3 − m1)uw − d4q − g2m5 + b1δs,

m6ṙ = (m1 − m2)uv − d5r + b2δr,

(2)

where m represents the mass of the AUV and the hydrodynamic-added mass terms are
defined as m1 = m − Xu̇, m2 = m − Yv̇, m3 = m − Zẇ, m5 = Iy − Mq̇, m6 = Iz − Nṙ, where
Iy is the moment of inertia about the y axis and Iz is the moment of inertia about the z axis.
For damping items, we have d1 = Xu + Xu|u||u|, d2 = Yv + Yv|v||v|, d3 = Zw + Zw|w||w|,
d4 = Mq + Mq|q||q|, d5 = Nr + Nr|r||r|, respectively.

Furthermore, static hydrodynamic and control surface coefficients are defined as
g1 = (W − B)cosθ, g2 = (zgW − zbB) sin θ, b1 = u2Mδs , b2 = u2Nδr , respectively, with zg
and zb as centers of gravity and buoyancy, and W and B as the weight and buoyant force
of the vehicle. In addition, τu, δs and δr are control inputs provided by thrusters and
horizontal and vertical rudders.

Taking advantage of the design of orthogonal rudders and symmetric hull, Equations (1) and (2)
can be divided into two non-interacting models for horizontal and vertical planes without loss of
generality. Then, the equations of vertical motion can be extracted from the 5-DOF mathematical
model in both kinematic and dynamic domains, as shown below:

ẋ = u cos θ + w sin θ,

ż = −u sin θ + w cos θ,

θ̇ = q,

(3)

and 

u̇ = −m3

m1
wq − d1

m1
u +

τu

m1
,

ẇ =
m1

m3
uq − d3

m3
w,

q̇ =
m3 − m1

m5
uw − d4

m5
q − g2 +

b1δs

m5
.

(4)

Based on hydrodynamic simulation and practical experiments on the depth control
of a vehicle, it can be concluded that vertical velocity w is much smaller compared to
longitudinal velocity u for AUVs with near-cylinder shapes and can be eliminated. There-
fore, Equation (3) is further reduced to
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ẋ = u cos θ,
ż = −u sin θ,
θ̇ = q.

(5)

2.2. Terrain Feature Extraction

In terrain-following missions, in order to obtain real-time altitude data above the
terrain surface, only three single-beam echo sounders with certain installation angles
(one forward facing, one downward facing, and one backward facing) are mounted on the
vehicle in this paper to map the true seafloor topography. Then, a slope-based method
is proposed to realize local environmental information extraction and real-time altitude
command generation to execute terrain-following tasks.

The distance from the vehicle to the seabed datum and a height correction value induced
by topographic variations on the seafloor are generated as measurements described below:

h = d sin(α + θ), (6)

where h is the current vertical height of the vehicle relative to the terrain surface; d is the
relative range measured by sonar and α indicates the installation angle of an echo sounder
transducer. Define the angles between three single-beam echo sounder directions and the
positive x-axis of the body-fixed reference frame as α1, α2 and α3, respectively, and it can
be obtained that d = di and α = αi with min

∣∣αi + θ − π
2

∣∣ for i = 1, 2, 3. Then, the current
altitude measurement h can be acquired based on Equation (5).

Due to complex seafloor features such as canyons, seamounts and hydrothermal vents,
six typical and representative cases are taken into account for extracting local features and
generating real-time height command corrections, as shown in Figure 3.

(1) Steep uphill

0AB BCk k 

A

B
C

A

B

C

(2) Small-scale sag 

0AB BCk k 

(3) Steep downhill

0 BC ABk k 

A

B
C

(5)  Gentle uphill

0BC ABk k 

(4) Small-scale uplift

0BC ABk k 

(6) Gentle downhill

0 AB BCk k 

A

B

C

A
B

C
A

B
C

Figure 3. Local topographic features perceived by AUV.

In the above figure, points A(x1, z1), B(x2, z2), C(x3, z3) represent detecting positions
of three single-beam echo sounders in vertical plane, where xi and zi can be calculated from
αi and di, respectively, as below for i = 1, 2, 3:{

xi = x + di cos αi cos θ − di sin αi sin θ

zi = z + di cos αi sin θ + di sin αicosθ
(7)
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In addition, define kAB, kBC and kAC as slopes of straight lines AB, BC and AC,
respectively. Based on illustrations in Figure 3, it can be easily presented that

kAB =
z2 − z1

x2 − x1

kAC =
z3 − z1

x3 − x1

kBC =
z3 − z2

x3 − x2

(8)

As a result, the method for describing terrain features corresponding to typical topogra-
phies can be presented as follows, along with the calculation of the height correction value.

Case 1. Steep uphill. When kAB > kBC > 0, it indicates that the terrain is uphill,
and the slope is rising. The uphill portion poses a considerable risk of collision impact on
the AUV. To enable the AUV to conquer steep uphill terrains, a higher slope parameter kAB
is used to generate the correction of height concerning altitude changes. Thus, it is defined
as ∆h = uTkAB, where T is the sampling period.

Case 2. Small-scale sag. When kAB > 0 > kBC, one possibility is that the AUV is
trapped in a relatively small but V-shaped underwater canyon. Considering factors such
as track quality, vehicle stability and safety, techniques to smooth the terrain should be
considered and the terrain surface with slope kAC is suitable to be chosen as the tracking
objective. The altitude change value is adopted as ∆h = uTkAC.

Case 3. Steep downhill. When 0 > kBC > kAB, it implies that the AUV is moving
down an increasingly steep hill with a low altitude. To prioritize vehicle safety, a solution
to remedy the situation is to follow the trend of gentle terrain gradient. Although tracking
the steeper part of the terrain is an alternative solution, overshoot may be produced when
the vehicle arrives at the end of the downhill route due to inertia and delays. In light of
these concerns, ∆h = uTkBC is chosen in this case.

Case 4. Small-scale uplift. When kBC > 0 > kAB, similar to the analysis process
in case 2, the small uplift can be ignored in order to keep the tracking process stable.
A compromise strategy for terrain following is adopted as ∆h = uTkAC.

Case 5. Gentle uphill. When kBC > kAB > 0, it can be observed that the terrain offers
a gentle slope. Note that the underactuation of a vehicle leads to constraints on its depth
adjustment capability. Concerning this problem, the higher slope kBC is utilized to generate
a new value for the altitude, i.e., ∆h = uTkBC, which allows the vehicle to quickly climb
the uphill section at a specified vertical distance above the terrain.

Case 6. Gentle downhill. When 0 > kAB > kBC, the vehicle is facing a gentle
downhill. To ensure the safety of the vehicle, an altitude command is given as ∆h = uTkAB,
although tracking precision has to be sacrificed to some degree.

By integrating strategies gained in the above-discussed cases, it can be concluded that
in different scenarios, the definition of ∆h can be defined as

∆h =


uTkAB, kAB > kBC ≥ 0, 0 ≥ kAB > kBC,

uTkAC, kAB ≥ 0 > kBC, kBC ≥ 0 > kAB,

uTkBC, 0 ≥ kBC > kAB, kBC ≥ kAB > 0.

(9)

Furthermore, define the altitude tracking error he as he = hd + ∆h − h, where hd is the
desired (reference) vertical distance between the vehicle and the sea bottom, and hd + ∆h is
a vertical profile command signal. Note that he will usually be converted into a depth error
counterpart of the AUV as in Figure 1, and then a depth controller can be in charge of the
terrain-following control in the following controller design.
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3. Terrain-Following Controller Design

A terrain-following mission has two purposes: On the one hand, it is necessary for
the mission to maintain a predetermined height above the seafloor in order to ensure the
performance of the sonar. On the other hand, it is also necessary for the mission to be able
to adjust the depth quickly enough so that substantial threats can be dealt with if steep-
sided terrain features are present. In order to achieve the control purpose, a back-stepping
control strategy is proposed in this section based on a multi-oriented observation of terrain
characteristics in order to maintain a constant height above the seafloor. A transformation
between the altitude above the seafloor and the depth below the sea level is established so
as to convert terrain-following into a traditional depth tracking control problem, which is
finally implemented by adjusting horizontal rudder angles.

Define ze = zd − z as the along-track depth error, where zd represents the desired
depth of the vehicle for sailing and z denotes the current depth obtained from a depth
meter. It can easily be understood that ze = −he. Then, the control surface deflection angle
is decided by

δs =− m5

b1
(c2 + c3)q −

m5

b1

(
c2c3 +

1
c2

1 p2

)
θ − m5

b1

(
c1c2c3 +

1
c1 p2

)
ze

+
m5

b1
c1c2u sin θ − 1

b1
((m3 − m1)uw − d4q − g2m5),

(10)

where c1 > 0, c2 > c1um, c3 > 0, p2 > 0 and um is the upper bound of velocity u. According
to the problem formulation of Section 2, the main result of this paper is given in the
following theorem.

Theorem 1. Consider an AUV with kinematics Equation (1) and dynamics Equation (4). If the
terrain-following controller is designed as (10), then the equilibrium point of the underlying system
is globally asymptotically stable.

Proof of Theorem 1. Construct a Lyapunov function as

V1 =
1
2

z2
e . (11)

Taking the derivative of V1 along with the trajectory of ze yields

V̇1 = ze że = ze(żd + u sin θ). (12)

Then, define the virtual control input and the tracking error of pitch angle as α1 = −c1ze
and θe = θ − α1, respectively. By taking the case where the desired depth signal is a step
function as an example, there holds żd = z̈d = 0. Then, it follows from Equation (12) that

V̇1 = zeu sin θ

=
sin θ

θ
zeu(−c1ze + θe)

= −c1u
sin θ

θ
z2

e + u
sin θ

θ
zeθe.

(13)

In addition, due to lim
θ→0

sin θ
θ = 1 and 0 < sin θ

θ ≤ 1 for ∀θ ∈
(
−π

2 , π
2
)
, it can be

concluded that
c1u

sin θ

θ
> 0. (14)

Consequently, the second Lyapunov function can be constructed as

V2 = V1 +
1
2

p1θ2
e , p1 > 0. (15)
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and the derivative of V2 leads to the following equation:

V̇2 = −c1u
sin θ

θ
z2

e + u
sin θ

θ
zeθe + p1θe θ̇e

= −c1u
sin θ

θ
z2

e + u
sin θ

θ
zeθe + p1θe(q + c1u sin θ)

= −c1u
sin θ

θ
z2

e + p1θe

(
q + c1u sin θ +

sin θ

θp1
uze

)
= −c1u

sin θ

θ
z2

e + p1θe

(
q + c1u

sin θ

θ
θe +

(
1
p1

− c2
1

)
sin θ

θ
uze

)
.

(16)

Let p1 = 1
c2

1
and based on (16), the following can be obtained:

V̇2 = −c1u
sin θ

θ
z2

e + p1θe

(
q + c1u

sin θ

θ
θe

)
. (17)

Define the virtual control input and the tracking error of pitch angular velocity as
α2 = −c2θe and qe = q − α2. Meanwhile, the function Equation (17) is reconstructed as

V̇2 = −c2u
sin θ

θ
z2

e − c2 p1

(
1 − uc1 sin θ

c2θ

)
θe

2 + p1θeqe, (18)

where 1 − uc1 sin θ
c2θ > 0 is ensured according to parameters adopted in Equation (10). Then,

we can construct the third Lyapunov function as follows:

V3 = V2 +
1
2

p2q2
e . (19)

Differentiating the expression of V3 gives

V̇3 = −c1u
sin θ

θ
z2

e − c2 p1

(
1 − uc1 sin θ

c2θ

)
θ2

e + p2qe

(
q̇e +

p1

p2
θe

)
= −c1u

sin θ

θ
z2

e − c2 p1

(
1 − uc1 sin θ

c2θ

)
θ2

e + p2qe

(
q̇ + c2(q + c1u sin θ) +

p1

p2
θe

)
.

(20)

From Equation (10), we have

δs =
m5

b1

(
−c3qe − c2(q + c1u sin θ)− p1

p2
θe

)
− 1

b1
((m3 − m1)uw − d4q − g2m5). (21)

By integrating (21) into (20), one arrives at the following inequality:

V̇3 = −c1u
sin θ

θ
z2

e − c2 p1

(
1 − uc1 sin θ

c2θ

)
θ2

e − c3 p2q2
e ≤ 0. (22)

As a result, it can be concluded that the back-stepping depth controller designed in this
section ensures that all the terrain-following errors converge to zero. The proof is complete.

4. Simulation Results

In order to better verify the proposed method, a comprehensive two-dimensional
vertical terrain is established to simulate the influence of different parameters such as the
speed of the AUV and installation angles of the sonars on the method. Then, a random three-
dimensional terrain is built by superimposing several Gaussian formulas and comparing
the results with the typical distribution formula as follows, to confirm the effect of the design
strategy. Then, a simulated seafloor terrain can be constructed with random parameters
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and an along-track profile sample-generated depth command can be calculated according
to Equation (9).

h = hmaxexp
(
− (x − xn)2 + (y − yn)2

2δ2

)
(23)

Simulations are carried out in a C/C++ environment and visualizations of data are
carried out with Origin from OriginLab. To realize numerical integration according to the
Runge–Kutta algorithm, major parameters of the AUV mathematical model are listed below
in Table 2. Due to the calculating advantages of C/C++, the frequency of dynamic model
integration is chosen as 50 Hz and the control frequency is 2 Hz with consideration of sonar
property in practice. According to Equation (10) and model parameters in Table 2, the
control parameters were chosen as c1 = 1.5, c2 = 5, c3 = 2.5, p2 = 3 during the simulation.

Table 2. Major parameters of AUV model.

Params m W Iy Iz Xu̇ Yv̇ Zẇ

Value 5 × 103 4.9 × 104 9.5 × 103 1 × 104 −350 −2.5 × 104 −1 × 104

Params Xu|u| Yv|v| Zw|w| Mq|q| Nr|r| Nδr Mδs

Value −100 −450 −677 −6 × 104 −1.9 × 103 −1.85 × 103 −1.75 × 103

4.1. Tracking Performance with Different AUV Speeds

In the AUV terrain-following mission, different speeds will affect tracking perfor-
mance. According to the formula ∆h = uTk, it can be noticed that the altitude error is
affected by the speed of the platform, so the vehicle is simulated at different speeds to
better illustrate this problem.

Through comparing the tracking effects in three different cases shown in Figures 4–6, it
can be noticed that accurate terrain tracking can be achieved at three different speeds when
tracking gentle terrain. In the sudden change part of the terrain, the terrain tracking error
is the largest when the speed is 3 m/s, which also reflects the practical property. However,
even though depth error increases with the speed of the AUV, the converge process is quick
enough based on the designed controller with a maximum error of less than 2.5 m, which
can guarantee the safety of the platform. The simulation results are presented below.

Figure 4. Tracking performance with surge velocity at 1 m/s.
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Figure 5. Tracking performance with surge velocity at 2 m/s.

Figure 6. Tracking performance with surge velocity at 3 m/s.

4.2. Tracking Performance with Different Installation Angles

From Equation (6), it is apparent that the installation angle of a single-beam sonar
will have an impact on the results of different topography ranges. As a result, the height
error of the terrain tracking control is affected. When the vehicle is moving at a specific
speed, the seafloor points detected by sonars with various installation angles are dissimilar.
Consequently, the k values obtained onboard during control are also different, which in
turn affects the performance of the depth controller for tracking performance.
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According to the simulation results shown in Figures 7–10, it can be inferred that
within the research scope, four groups of different sonar installation configurations can
all achieve terrain tracking with satisfactory performance. From the perspective of terrain
tracking effect, altitude tracking error and pitch angle change, the changes are consistent
across all four cases, and there is no discernible difference with respect to the same terrain.

Figure 7. Tracking performance at with angle α1 = 30◦ and α3 = 120◦.

Figure 8. Tracking performance at with angle α1 = 30◦ and α3 = 150◦.
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Figure 9. Tracking performance at with angle α1 = 60◦ and α3 = 120◦.

Figure 10. Tracking performance at with angle α1 = 60◦ and α3 = 150◦.

However, upon comparing the changes of rudder angle command in four cases, it can
be inferred that the internal adjustment process of the horizontal rudder is not that similar.
When the forward sonar angle remains constant, the rudder angle changes more frequently
as the backward sonar angle increases. Similarly, when the angle of the backward sonar is
constant, the steering angle adjustment curve becomes stronger as the angle of the forward
sonar increases. It can be concluded that good terrain tracking can be achieved by using
the proposed strategy under four different installation angles simulated. In order to make
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the rudder angle change to be relatively gentle, the installation angle of the two sonars can
be reduced under the premise of ensuring the tracking effect.

4.3. Three-Dimensional Terrain-Following Simulation

To further demonstrate the feasibility of the method proposed in this paper under
a more complex environment, terrain-following simulation regarding three-dimensional
seafloor constructed with seven Gaussian functions is carried out. Parameters of Gaussian
functions adopted in the simulation are listed in Table 3. The initial position of the AUV is
set at (−400,−400) with a height of 40 m, and the final target position is (400, 400). During
the simulation, the AUV surge velocity is set as 2 m/s and the terrain tracking results are
shown in Figure 11.

Table 3. Parameters of Gaussian functions for terrain construction.

GF1 GF2 GF3 GF4 GF5 GF6 GF7

East −400 0 0 0 200 200 400

North 0 −400 −300 0 0 200 200

Height 25 18 15 26 18 23 21

Cov 120 90 60 60 35 40 50

Figure 11. Tracking performance in complex environment (Green dot line represents terrain tracking
performance in 3D environment and red dot line is the horizontal plane projection of the tracking trajectory).

It is worth noting that even though the path of an AUV has encountered peaks and
valleys in the terrain, an AUV has completed the desired path safely. The height error and
pitch angle curves during the tracking process are presented as Figures 12 and 13 below,
with the largest height error being 1.11 m due to drastic changes in terrain. Based on the
simulation, it can be concluded that the methodology presented in this paper is capable of
tracking complex terrain with a simple sensor configuration and can guarantee the safety
of platform effectively.
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Figure 12. Height error during terrain tracking with a command of 10 m.

Figure 13. Pitch response during terrain tracking.

5. Discussion

With simulations demonstrated in Section 4, sensor configuration with three simple
echo sounders is proved to be effective with various installation angles. Compared with
a single-beam altimeter setup, the safety of an AUV platform is better guaranteed with a
faster surge velocity and can be suitable for more steep terrains. In addition, compared
with ones with multi-beam sonar, even though detailed terrain reconstruction cannot
be implemented, the slope-based characteristic used in this paper is more economically
beneficial and limited data processing demand can be easily carried out in real-time online.

In practice, investigations about different installation angles can be intuitive for prepa-
rations of terrain-tracking tasks with different prior information about task regions. With an
auto-adaptive strategy, sonar installation can be adjusted in situ to handle more complex
terrain topography with terrain-tracking control performance as feedback.

6. Conclusions

This paper has dealt with the terrain-following problem for an AUV without requiring
to know in advance the seabed profile via a slope-based topographic feature extraction
through a simple configuration of three single-beam sonars. Then, a back-stepping-based
depth control method is proposed with the derivation of sufficient conditions to guarantee
that the entire terrain-following control system is globally asymptotically stable by employ-
ing the Lyapunov theory. The performances of the proposed method are evaluated through
computer simulations under various settings, suggesting that the proposed design tech-
nique is a proper candidate to be implemented in practice with feasibility and effectiveness.
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Terrain-tracking errors are constrained within 2 m even in complex environments. With
an increase in the speed of the AUV to 3 m/s, which is quite fast for an AUV, the tracking
error can still be stabilized. Based on these results, further investigations can be carried
out, focusing on low-altitude terrain following and obstacle avoidance strategies for AUV
swarms through the sharing of slope-based features of the terrain, as well as benefit forma-
tion control. For simulations carried out with the C/C++ platform, benefits are obvious
since the algorithm used can be easily transferred to a real platform supporting C/C++
languages. However, limitations also exist due to relatively simple environment modeling.
These can be improved in the future with physical engines such as Unity for terrain and
sensor simulation.
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