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Abstract: Two coupled climate models that participated in the CMIP6 project (Coupled Model
Intercomparison Project Phase 6), the Earth System Model of Chinese Academy of Sciences version
2 (CAS-ESM2-0), and the Nanjing University of Information Science and Technology Earth System
Model version 3 (NESM3) were assessed in terms of the impact of four new sea ice parameterization
schemes. These four new schemes are related to air–ice heat flux, radiation penetration and absorption,
melt ponds, and ice–ocean flux, respectively. To evaluate the effectiveness of these schemes, key sea
ice variables with and without these new schemes, such as sea ice concentration (SIC) and sea ice
thickness (SIT), were compared against observation and reanalysis products from 1980 to 2014. The
simulations followed the design of historical experiments within the CMIP6 framework. The results
revealed that both models demonstrated improvements in simulating Arctic SIC and SIT when the
new parameterization schemes were implemented. The model bias of SIC in some marginal sea ice
zones of the Arctic was reduced, especially during March. The SIT was increased and the transpolar
gradient of SIT was reproduced. The changes in spatial patterns of SIC and SIT after adding new
schemes bear similarities between the two coupled models. This suggests that the new schemes
have the potential for broad application in climate models for simulation and future climate scenario
projection, especially for those with underestimated SIT.

Keywords: earth system model; sea ice parameterization scheme; arctic sea ice; sea ice concentration;
sea ice thickness

1. Introduction

The Coupled Model Intercomparison Project Phase 6 (CMIP6) is ongoing under the
leadership of the World Climate Research Program (WCRP) Working Group on Cou-
pled Modelling (WGCM) [1]. The evaluation of sea ice simulation is an essential part of
CMIP6 [2]. CMIP6 sea ice output has been widely analyzed and it is found that coupled
models involved in the comparison still have biases in the simulation of main sea ice
variables such as sea ice concentration (SIC), sea ice extent (SIE), and sea ice thickness
(SIT) [3–10]. CMIP6-coupled models from China have also been evaluated to identify
common issues [4]. It was found that the Chinese CMIP6 models tend to overestimate the
March SIC in marginal ice zones, especially in the Pacific region, and underestimate the
September SIC in the central Arctic. These results indicate that the sea ice models in climate
models from Chinese research institutions still need further improvement.
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The Los Alamos Sea Ice Model (CICE) [11] is commonly used in climate models.
For the current resolution of climate models, many sub-grid-scale processes have to be
parameterized, such as air–sea heat flux, radiation, melt pond, ice–ocean flux, etc. The bulk
flux formula [12] uses the difference in temperature and humidity between ice surface and
near-surface air and surface winds, together with empirical transfer coefficients to calculate
ice surface heat fluxes. However, the empirical coefficients could bring uncertainty in
flux calculation. The delta-Eddington (dEdd) scheme [13] is used for shortwave radiation
calculation in CICE. It uses the inherent optical properties (IOP) to calculate the apparent
optical (AOP) such as albedo and transmittance, which directly links albedo and sea ice
characteristics. However, ice microstructures (gas bubbles, brine pockets, and particulate
matter) inside the sea ice are not considered. These ice microstructures could have a
significant effect on radiation transfer. The Community Earth System Model (CESM)
scheme [14], Topography (TOPO) scheme [15], and Level ice (LVL) scheme [16] are three
melt pond schemes of CICE. Among them, the LVL scheme is commonly used. The LVL
scheme assumes that the melt ponds can only exist on level ice and uses the level ice
variable in CICE to carry melt pond tracers. The change in melt pond area and melt pond
depth is determined by an empirical parameter pond aspect ratio. The problem with this
scheme is that few observations can be used to constrain the pond aspect ratio parameter.
Furthermore, the horizontal sizes of melt ponds can have influences on melt pond depth
and radiation transfer but these factors are not considered in the LVL scheme. The default
ice–ocean heat flux parametrization scheme in CICE is a two-equation (2EQ) scheme [17,18].
One equation describes the energy balance at the ice–ocean interface between the heat
conduction within sea ice and oceanic heat flux from below. Another equation calculates the
ocean freezing point from mixed-layer salinity. However, the 2EQ scheme could simulate a
lower freezing temperature and thinner SIT [19,20].

These four processes are computed by new schemes and tested in two coupled models.
The Earth System Model of Chinese Academy of Sciences version 2 (CAS-ESM2-0) [21]
and the Nanjing University of Information Science and Technology Earth System Model
version 3 (NESM3) [22] are two of the nine Chinese models participating in CMIP6 (Table 1,
column 1 and column 3, hereafter referred as CAS-ESM2-0 old version and NESM3 old
version). Table 1 presents the details of the configuration of these two coupled models in
terms of their atmosphere, ocean, land, sea ice component, and coupler. Since CMIP6, four
new sea ice parameterization schemes (Table 2) have been developed and implemented in
the above two Chinese models (Table 1, column 2 and column 4, hereafter referred to as
CAS-ESM2-0 new version and NESM3 new version). The four schemes are the maximum
entropy production (MEP) scheme, the melt pond size distribution (MPSD) scheme, the
Inherent optical properties (IOP) scheme, and the three-equation ice–ocean boundary layer
(3EQ) scheme. The MEP scheme [23] was originally developed for land surface heat flux
calculation and is adapted to use for air–ice heat flux calculation. It uses just radiation heat
flux and temperature to compute sensible and latent heat flux directly. The IOP scheme [24]
was developed to describe the effects of ice microstructure on inherent optical properties
and used with the dEdd scheme to calculate the apparent optical properties of sea ice.
The MPSD scheme [25] is used to determine the sub-grid melt pond size distribution after
the melt pond fraction is calculated by melt pond schemes such as the LVL scheme. The
three-equation (3EQ) scheme [26] uses the salinity of the ice–ocean interface to define
the interfacial freezing temperature. An equation describing the salt flux balance at the
ice–ocean interface is also added. The summary of four new sea ice schemes can be found
in Table 2. Detailed explanations of these sea ice schemes are provided in Appendix A.

The implementation of these four new schemes is expected to improve the sea ice
component model and hence the coupled model. Therefore, it is necessary to make a
complete evaluation of their influence on global coupled sea ice simulation. In this study,
an assessment of the two coupled models with and without new schemes is presented. The
remainder of this paper is structured as follows. In Section 2, the coupled climate models,
datasets, and comparison methods are introduced. In Section 3, the simulations from the
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two coupled models with and without four new schemes are compared. In Section 4, the
influence of new schemes is discussed. The conclusion of the present study is summarized
in Section 5.

Table 1. Details of the CAS-EMS2-0 model and NESM3 model.

Component CAS-ESM2-0
Old Version

CAS-ESM2-0
New Version

NESM3 Old
Version NESM3 New Version

Atmosphere IAP AGCM5 IAP AGCM5 ECHAM6.3 ECHAM6.3
Ocean LICOM2 LICOM3 NEMO3.4 NEMO3.4
Sea Ice CICE4 CICE6 CICE4 CICE6
Land CoLM CoLM JSBACH JSBACH

Coupler Coupler7 Coupler7 OASIS_3.0-MCT3 OASIS_3.0-MCT3

Table 2. Summary of four old and new sea ice schemes.

Scheme Air–Ice Heat
Flux Exchanges

Shortwave
Radiation Melt Pond Ice–Ocean Heat

Flux Exchanges

old version Bulk formula dEdd LVL 2EQ
new version MEP dEdd + IOP LVL + MPSD 3EQ

2. Materials and Methods
2.1. Model Description
2.1.1. The CAS-ESM2-0 Earth System Model

The CAS-ESM2-0 Earth System Model’s old version consists of four component models,
which are coupled together by the CESM Coupler7 [27]. The atmospheric component
model of CAS-ESM2-0 is IAP AGCM. The land component model is the Beijing Normal
University/IAP Common Land Model (CoLM), with the IAP Vegetation Dynamics Model
and IAP fire model embedded. The ocean component model is the LASG/IAP Climate
System Ocean Model (LICOM) with the IAP ocean biogeochemistry model embedded. The
sea ice component model is CICE. It is based on an ice thickness distribution function with
5 thickness categories [28]. The vertical grid contains four ice layers and one snow layer on
top of the ice. Elastic–viscous–plastic rheology [29] and incremental remapping advection
schemes are used to describe the geophysical scale motion of sea ice. The horizontal grid
spacing is nearly 1 degree. The mechanical redistribution scheme is used to describe the
local scale ice motion [30]. Detailed model descriptions of the version participating CMIP6
(old version) can be found in [31,32]. The difference between the new version CAS-ESM2-0
and the old version is the addition of four new parameterization schemes in the updated
sea ice component model from v4 to v6 and a change in the ocean model mainly in terms
of the tri-polar grid (Tables 1 and 2).

2.1.2. The NESM3 Earth System Model

The NESM3 Earth System Model old version consists of three component models,
which are coupled together by the OASIS_3.0-MCT3 coupler [33]. The atmospheric compo-
nent model of NESM3 is ECHAM6.3, with the JSBACH land surface model embedded [34].
The ocean and sea ice component models are NEMO3.4 [35] and CICE4 [36], respectively.
The horizontal resolution of the atmospheric component model is nearly 1.9 degrees. There
are 47 vertical levels in the atmospheric model from the surface to 0.01 hPa. The ocean
component model uses a tri-polar grid system with a horizontal resolution of nearly 1 de-
gree. There are 46 vertical layers in the ocean model, with 10 layers in the uppermost 100 m.
The sea ice component model is configured from CICE4, which uses a displaced-polar grid
system with a horizontal resolution of ~1◦ × ~0.5◦. Detailed model descriptions and model
development of the old version can be found in [37]. The new version of NESM3 model in
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present research is an update of sea ice component model from v4 to v6 and the addition of
four new schemes (Tables 1 and 2).

2.2. Observation Data Used for the Evaluation
2.2.1. NSIDC Sea Ice Concentration

Observational data are essential for understanding the Arctic climate system, sea ice,
and assessing sea ice models. However, in situ observations in the Arctic region are highly
sparse in time and space, which are not easy to use in model evaluation. Satellites can
obtain sea ice observations that are abundant to be compared with model simulations. At
present, the commonly used satellite SIC observations are mainly retrieved from passive
microwave brightness temperatures. Two retrieval algorithms, the NASA Team (NT)
algorithm and Bootstrap (BT) algorithm, are widely used. The algorithms are both mature
and well-validated. Inter-comparison of NT and BT algorithms found that the BT algorithm
performs better, although they both underestimate the summer SIC [38]. Therefore, in
this study, the SIC product from the BT algorithm was selected as the reference data for
assessing the simulated SIC. This dataset has a spatial coverage of the entire Arctic and
Antarctic region with a resolution of 25 km × 25 km. The time range is from 25 October
1978 to present, with a resolution of one day. It should be mentioned that the SIC may be
underestimated due to melt ponds [39,40] or very low temperatures [41].

2.2.2. PIOMAS Sea Ice Thickness

The mostly used satellite SIT observations are monthly averaged Arctic SIT data
retrieved from ICESat, ICESat-2, and CryoSat-2 satellite altimetry data [42–44]. However,
the retrieval of SIT is still affected by factors such as snow on the ice, melt ponds, and
sea ice density. Although satellite altimetry can provide winter SIT data from January to
April and October to December, it lacks summer SIT observations from May to September.
This has limited the usage of satellite SIT in model evaluation. Recently, new algorithm
was developed to retrieve SIT from the reflectivity data of Global Navigation Satellite
System-Reflectometry (GNSS-R) [45]. However, the SIT retrieved using GNSS-R has not
been fully examined. Therefore, SIT product from the Pan-Arctic Ice Ocean Modeling
and Assimilation System (PIOMAS) [46] was used as the reference data to assess the
simulated SIT. PIOMAS was developed to assimilate the satellite-observed SIC and sea
surface temperature (SST) in a global ice–ocean coupled model. Leap years in PIOMAS
are treated by integrating forward for 365 days. The PIOMAS thickness data are provided
in the form of averaged thickness over the model grid for regions with ice thicker than
0.15 m. This dataset is widely used for sea ice model validation and evaluation. The time
range is from 1978 to present, with a resolution of one month. PIOMAS can capture the
major patterns of SIC and SIT in both polar oceans [46]. PIOMAS results are in reasonably
good agreement with submarine SIT observations. The SIT biases are within 9% in the
Arctic [46].

2.3. Taylor Score

The Taylor Score (TS) [47] was used here to assess the performance of the two models
in simulating the spatial pattern of a particular sea ice variable such as SIC or SIT, which is
defined as

TS =
4(1 + R)4(

σm
σo

+ σo
σm

)2
(1 + R0)

4
, (1)

where R is the pattern correlation coefficient of the observations and model outputs and R0
is the maximum attainable value of R taken as 1 in our study. σm is the standard deviation
of the model field and σo is the standard deviation of the observation field. A higher TS
value indicates a greater similarity between the model field and the observation field.
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2.4. Data Processing

SIC and SIT are two important physical variables of sea ice. Both NSIDC SIC ob-
servation and PIOMAS SIT products started in 1978. Both run with and without new
parameterization schemes follow the design of the CMIP6 historical experiment and span
from 1850 to 2014. The comparison conducted in this study is from 1980 to 2014. All data
have been gridded into 1◦ × 1◦ before comparison for convenience. The SIC data have
been scaled into 0–1 interval. All grid cells participate in the calculation of SIC and SIT
differences and Taylor Score calculation. The SIT from the NESM3 old version is provided
in the form of actual sea ice thickness, which is the ice thickness averaged over the ice-
covered area of a grid cell. This dataset is converted into equivalent sea ice thickness to
match PIOMAS product and CAS-ESM2-0 output by multiplying the SIT of each grid cell
by its SIC.

3. Results
3.1. Spatial Patterns of SIC and SIT

Figure 1 compares the climatological (1980–2014) spatial pattern of observed and
simulated SIC with and without these four new schemes. After adopting the new pa-
rameterization schemes, the simulated March SIC is reduced and is closer to NSIDC data
(Figure 1a,c,e) for both models, especially in the Pacific sector. In March, excessive marginal
sea ice cover around the Bering Strait and Okhotsk Sea is corrected by applying the new
schemes. However, there are still some unrealistic features when these new schemes are
used, such as too much sea ice being generated in the Greenland Sea and Barents Sea. In
September, the situation of the two models differs. For the CAS-ESM2-0 model, the new
version has a more realistic spatial distribution compared with the observation of the old
version (Figure 1f–h). For the NESM3 model, the new version has higher SIC in the central
Arctic than the old version and is more similar to the observation. However, the NESM3
new version has a much larger spatial coverage of high SIC compared to the old version
and is further deviated from the observation (Figure 1f,i,j).

Figure 1. Spatial distribution of climatological (1980–2014) March (upper) and September (lower)
SIC from NSIDC observation (a,f), CAS-ESM2-0 old version (b,g), CAS-ESM2-0 new version (c,h),
NESM3 old version (d,i), and NESM3 new version (e,j).

After applying the new parameterization schemes, the simulated March and Septem-
ber SIT is increased in both models. Figure 2 compares the climatological (1980–2014)
spatial pattern of observed and simulated SIT with and without these four new schemes.
The observed SIT reduces gradually from west to east. The thickest ice (thicker than 5 m) is
in the west of the Arctic, north of the Canadian Arctic Archipelago. The central Arctic sea
ice has a thickness of around 3 m. In the east of the Arctic, the sea ice is much thinner (less
than 2 m). Therefore, the PIOMAS March and September SIT has a transpolar gradient



J. Mar. Sci. Eng. 2024, 12, 555 6 of 20

(Figure 2a,f). This gradient has been reproduced in both models with the addition of four
new schemes in both March and September (Figure 2c,e,h,j). However, the SIT has been
adjusted too much in the Beaufort Sea, Chukchi Sea, and Baffin Bay.

Figure 2. Spatial distribution of climatological (1980–2014) March (upper) and September (lower)
SIT from PIOMAS (a,f), CAS-ESM2-0 old version (b,g), CAS-ESM2-0 new version (c,h), NESM3 old
version (d,i), and NESM3 new version (e,j).

The difference of SIC with and without new schemes bears similarity between the two
models (Figures 3 and 4). Black dots on Figures 3 and 4 represent points that are significant
at a 99% confidence level for the Student’s t-test. Figure 3 shows the multi-year mean
monthly SIC difference between the CAS-ESM2-0 new version and the old version from
January to December (the result of the new version minus that of the old version). It can be
concluded that there are two types of spatial patterns in the SIC difference of CAS-ESM2-0.
From December to May, the SIC of the new version decreases in the Pacific and increases in
the Atlantic. From June to November, the SIC of the new version increases in the central
and marginal Arctic Ocean. Figure 4 shows the monthly SIC difference between the NESM3
new version and the old version from January to December (a result of the new version
minus that of the old version). Similar to the situation of CAS-ESM2-0, from December
to May, the SIC of the new version decreases in the Pacific and increases in the Atlantic.
From June to November, the SIC of the new version increases in the central and marginal
Arctic Ocean. Comparing Figures 3 and 4, the differences in SIC from two models with
and without four parameterization schemes are very similar in their spatial patterns and
temporal evolutions. The results of the t-test show that the SIC changes associated with
these four new schemes are significant in most regions mentioned above.

The SIT difference of these two coupled models with and without these four new
schemes are also similar (Figures 5 and 6). Black dots in Figures 5 and 6 represent points
that are significant at a 99% confidence level for the Student’s t-test. Figure 5 shows the
difference of multi-year monthly mean SIT difference between the CAS-ESM2-0 new version
and the CAS-ESM2-0 old version. From January to December, positive SIT difference exists
in the western part of the Arctic, including Baffin Bay, Beaufort Sea, and Chukchi Sea.
This spatial pattern of SIT difference shows minor seasonal variations. Figure 6 shows the
difference in multi-year monthly mean SIT between the NESM3 new version and the old
version. Though similar to the spatial pattern of the CAS-ESM2-0 SIT difference, a positive
SIT difference exists over the entire Arctic for the NESM3 and the magnitude of the SIT
difference from the NESM3 is smaller than that of CAS-ESM2-0. Comparing Figures 5
and 6, it could be concluded that the difference in SIT with and without new schemes
from the two coupled models is similar in that the SIT increased over the entire Arctic
throughout the whole year. The results of the t-test show that the SIT differences associated
with these four new schemes are significant in most regions.
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Figure 3. Climatological (1980–2014) monthly evolution of SIC differences between CAS-ESM2-0
new version and old version (new version minus old version). Black dots represent points that are
significant at a 99% confidence level for the Student’s t-test.

3.2. Taylor Score of the 1980–2014 Mean SIC and SIT

The Taylor Score (TS) provides a quantitative measure when comparing the spatial
distribution of two fields. To assess the overall improvement for the entire year, TS was
computed between model SIC output and SIC observation, model SIT output, and PIOMAS
product. Figure 7 shows the TS value of the 1980–2014 multi-year mean SIC of the old
and new versions of the two models from January to December. For the CAS-ESM2-0,
the TS value of the old version has its minimum in September (red dashed line). The TS
value of the new version (red solid line) is higher than that of the old version, especially in



J. Mar. Sci. Eng. 2024, 12, 555 8 of 20

August and September. For the NESM3 model, the TS value of the old version is around
0.5 without significant seasonal variations (green dashed line) and the TS value of the new
version (green solid line) with the addition of four new schemes is about 0.1 higher than
that of the old version. With these new schemes, the SIC spatial distribution of the two
models is improved over the entire year.

Figure 4. Climatological (1980–2014) monthly evolution of SIC differences between NESM3 new
version and old version (new version minus old version). Black dots represent points that are
significant at a 99% confidence level for the Student’s t-test.

Figure 8 shows the TS value of the 1980–2014 multi-year mean SIT of the old and new
versions of the two models by comparing model SIT with the PIOMAS product. For the
CAS-ESM2-0 model, the TS value of the old version has its minimum in September (red
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dashed line). The TS value of the new version (red solid line) is higher than that of the
old version in July, August, September, and October but slightly lower in other months.
For the NESM3 model, the TS value of the old version has its minimum in August (green
dashed line). The TS value of the new version (green solid line) is higher than that of the
old version in July, August, September, and October. With these new schemes, the SIT
spatial distribution of the two models is improved in the melting season.

Figure 5. Climatological (1980–2014) monthly of SIT differences between CAS-ESM2-0 new version
and old version (new version minus old version). Black dots represent points that are significant at a
99% confidence level for the Student’s t-test.
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Figure 6. Climatological (1980–2014) monthly of SIT differences between NESM3 new version and
old version (new version minus old version). Black dots represent points that are significant for a
99% confidence level for the Student’s t-test.

Figures 7 and 8 support the notion that SIC and SIT simulation have been improved
in the two coupled models with the addition of four new schemes. The improvement is
mainly in the melting season.
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Figure 7. The Taylor Score of the 1980–2014 multi-year mean SIC field from CAS-ESM2-0 old version
(red dash line), CAS-ESM2-0 new version (red solid line), NESM3 old version (green dash line),
and NESM3 new version (green solid line). All the model SIC fields are compared against the
NSIDC observation.

Figure 8. The Taylor Score of the 1980–2014 multi-year mean SIT field from CAS-ESM2-0 old version
(red dash line), CAS-ESM2-0 new version (red solid line), NESM3 old version (green dash line), and
NESM3 new version (green solid line). All model fields are compared against the PIOMAS product.

4. Discussion

These four new sea ice parameterization schemes mainly influence sea ice thermo-
dynamic processes. In a stand-alone CICE simulation, Zhang et al. compared the MEP
scheme with the bulk formula scheme [48]. Their simulation results show that, during
sea ice growing season, in the central Arctic, the change in surface heat flux is positive
(positive heat flux represents upward heat flux from the sea ice to the atmosphere, while
negative heat flux represents downward heat flux from the atmosphere to the sea ice) and
ocean tends to lose more heat, and this effect could increase local SIT. Their simulation
results also show that, during the melting season, the change in surface heat flux is negative
in the central Arctic but positive in the marginal seas. This could lead to an increase in
heat loss of marginal sea ice during the melting season, hence increasing SIT. Overall, in
Zhang’s stand-alone CICE simulation, for the whole year, the simulated SIT using the MEP
scheme is thicker than that of the bulk formula scheme. This is consistent with the coupled
simulation in this paper, as is shown in Figure 2.

In stand-alone sea ice model simulations, compared to the 2EQ scheme, the 3EQ
parameterization leads to thicker ice [26,49], especially in the marginal ice zone during
summer. In these stand-alone simulations, the salinity of the ice–ocean interface in the
3EQ scheme is much lower than the salinity of the ocean mixed layer in the 2EQ scheme.
Therefore, the freezing temperature at the ice–ocean interface is relatively higher than that of
the 2EQ scheme, hence narrowing the gap between seawater temperature and the freezing
temperature at the ice–ocean interface. This reduces the upward temperature gradient
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towards the interface, leading to a decrease in oceanic turbulent heat flux. Meanwhile,
the downward heat conduction in ice is also decreased due to the reduced temperature
gradient between the ice bottom and ice–ocean interface. Finally, the decrease in upward
oceanic heat flux and downward heat conduction could decrease the basal melt of sea
ice and increase SIT. In this paper, the application of the 3EQ scheme in the two coupled
models leads to a thicker summer SIT in the marginal ice zone, as is seen in Figure 2, which
is consistent with the previous stand-alone simulations.

Though more numerical simulations and diagnostic analysis are needed to understand
the effect of each individual parameterization scheme, the consistency between coupled
and stand-alone simulation is reassuring. The Arctic is an amplifier and indicator of
global climate change. The projection of the timing of Arctic ice-free summer is a current
research topic with great societal impacts. Several researchers pointed out that models
with poor simulation skills are likely to reduce the accuracy of multi-model ensemble
projection [50,51]. In this study, we found that the four new sea ice parameterization
schemes improved the historical simulation of Arctic sea ice. Naturally, these new schemes
may improve the historical climate simulation and reduce the projection uncertainty in the
timing of Arctic ice-free summer.

5. Conclusions

Four new sea ice parameterization schemes, namely the MEP scheme, IOP scheme,
MPSD scheme, and 3EQ scheme, were added into two very different CMIP6 climate models,
the CAS-ESM2-0 model and the NESM3 model. These four new schemes are related to
the computation of air–ice heat flux, radiation penetration and absorption, melt ponds,
ice–ocean heat, and salt fluxes. In this work, an evaluation and comparison of the sea ice
variables (sea ice concentration and sea ice thickness) of the two models were carried out
based on numerical simulation with and without these four schemes and these simulations
follow the CMIP6 historical experiment setup. The main conclusions are as follows.

(1) New parameterization schemes improved SIC and SIT in the Arctic region. The SIC
spatial pattern with the new schemes is closer to observation. The March SIC overestimation
in the Bering Strait and Okhotsk Sea is reduced. The September SIC underestimation is
also reduced. The spatial gradient of SIT from the western Arctic to the eastern Artic is
reproduced in the new version of the two models;

(2) The improvement in modeling SIC and SIT is shown by the similarity of the spatial
pattern of these two fields compared with observation and PIOMAS products, as shown
by Taylor Scores. With new schemes, the TS values of SIC from two models have been
improved by around 0.1 for all months. The TS values of SIT from the two models have
been improved by around 0.2 in the melting season;

(3) The changes in spatial pattern of SIC and SIT after adding new schemes share
certain common features between the two different coupled models. For the two models,
the SIC decreases in the Pacific and increases in the Atlantic in winter and spring season
(December to May) and increases over the entire Arctic in summer and autumn season
(from June to November). For the two models, the SIT increases over the entire Arctic
throughout the entire year.

There should be interactions among these four sea ice schemes and other sea ice
parameterization schemes. This increases the difficulty when explaining the combined
contribution of these four new schemes in a coupled model. Instead of analyzing their
individual effects, the combined effects of these four schemes are investigated in the
historical experiment setup of CMIP6. More numerical simulations and diagnostic analysis
could be conducted to understand the effect of each individual scheme in the future.

Since CAS-ESM2-0 and NESM3 are very different climate models in terms of their
component models, coupler, etc., and may represent the performance of other models in
CMIP6, the similarity of model improvement after adding new parameterization schemes
indicates that these schemes have the potential to be applied in other climate models. By
adding these four new parameterization schemes, the sea ice simulation in other models
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might be improved as well and the uncertainty in future climate projection may also be
reduced based on the improved models, although the scope of improvements needs to be
assessed individually.
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Appendix A

A brief description of the parameterizations is provided in this section and the main
differences between old and new parameterization schemes are pointed out.

Appendix A.1. Bulk Formula Scheme

The bulk formula parameterization scheme is based on planet boundary layer theory.
It uses flux-gradient and exchange coefficients to calculate the fluxes of momentum, sensible
heat, and latent heat. Following reference [12], the equations are as follows:

Hm = ρCdU2, (A1)

Hs = ρcpChU(θs − θ), (A2)

Hl = ρLνCqU(qs − q), (A3)

where Hm is the momentum flux, Hs is the sensible heat flux, and Hl is the latent heat
flux. ρ is the density of air. U, θ, q are wind speed, potential temperature, and specific
humidity at height z, respectively. cp is specific heat capacity at constant pressure, θs is the
sea-surface skin temperature, and qs is the saturated specific humidity at the sea-surface
skin temperature. Lν is the latent heat of vaporization of seawater. Cd, Ch, and Cq are
exchange coefficients depending on height, stability, and roughness length, given by the
Monin–Obukhov similarity theory as

Cd =

[
κ

ln(z/zom)− ψm

]2
, (A4)

Ch =

[
κ

ln(z/zom)− ψm

][
κ

ln(z/zoh)− ψh

]
, (A5)

Cq =

[
κ

ln(z/zom)− ψm

][
κ

ln(z/zoq)− ψq

]
, (A6)

https://nsidc.org/data/G02202/versions/3
https://psc.apl.uw.edu/data/
https://aims2.llnl.gov/
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where κ = 0.4 is the von Karmen constant, ψm, ψh, and ψq are the stability functions and
zom, zoh, and zoq are the roughness lengths corresponding to transport of momentum, heat,
and moisture, respectively. The stability functions are calculated as

ψm(ζ) = 2 ln
(

1 + x
2

)
+ ln

(
1 + x2

2

)
− 2 tan−1(x) + π/2; ζ < 0, (A7)

ψm(ζ) = −a2ζ; ζ > 0, (A8)

ψh(ζ) = ψq(ζ) = 2 ln(
1 + x2

2
); ζ < 0, (A9)

ψh(ζ) = ψq(ζ) = ψm; ζ > 0, (A10)

where x = (1 − a1ζ)1/4, a1 = 16, a2 = 5, and ζ ≡ z/L is the stability parameter, while L is
the Obukhov length scale defined as

L ≡ −u3
∗θν

κg(w′θ′ + 0.61w′q′)
, (A11)

where u∗ is the friction velocity, θν is the virtual potential temperature, g is the gravitational
acceleration, w′ is the turbulence fluctuation of vertical velocity, θ′ is the turbulence fluctua-
tion of potential temperature, and q′ is the turbulence fluctuation of specific humidity. The
roughness length for momentum transport is defined as

zom = αu2
∗/g + 0.11ν/u∗. (A12)

The roughness lengths for heat and moisture transport are defined as functions ( f and
g) of the dimensionless roughness Reynolds number Rr ≡

(
zomu∗/ν

)
:

zoh = f (Rr)ν/u∗, (A13)

zoq = g(Rr)ν/u∗, (A14)

where α is the Charnock coefficient (typically α = 0.011) and ν is the kinematic viscosity of
dry air.

Appendix A.2. Maximum Entropy Production (MEP) Scheme

This scheme is based on energy balance over the Earth’s surface. An analytical
solution of sensible, latent, and conductive heat fluxes at the surface of sea ice is derived
as a function of net shortwave and longwave radiative fluxes and temperature at sea ice
surface. Following reference [23], the dissipation function (D) is defined in the MEP model
as the function of sensible heat flux Hs, latent heat flux Hl, and conductive heat flux Hc
as follows:

D(Hs, Hl, Hc) =
2H2

s
Is

+
2H2

l
Il

+
2(Qnet + Hc)

2

Ic
, (A15)

where Is, Il, and Ic are the thermal inertia for turbulent sensible, latent, and conductive
heat fluxes at the ice surface, respectively. Qnet is the net radiative flux which is the sum of
net shortwave and longwave radiative fluxes. Ic is set to 1.5 × 103 J m−2 K−1s−1/2 for still
liquid water, 2.0 × 103 J m−2 K−1s−1/2 for ice, and 469 J m−2 K−1s−1/2 for snow. Is and Il
are formulated based on the Monin–Obukhov similarity theory:

I0 = ρcp
√

C1κz
(

C2
κzg

ρcpTr

) 1
6
, (A16)

Is = ρcp
√

C1κz(C2
κzg

ρcpTr
)

1
6 |Hs|

1
6 ≡ I0|Hs|

1
6 , (A17)
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Il = σIs, (A18)

where ρ is air density, cp is air specific heat at constant pressure, g is gravitational accelera-
tion, κ is von Karman constant, C1 and C2 are two empirical constants, z is the reference
height above surface, and Tr ∼ 300K is a reference temperature. Assuming that water
vapor right above the water–snow–ice surface is in equilibrium with the liquid/solid water,
σ is given by

σ =
√

α
∆
γ

, (A19)

where ∆ is the slope of the saturation water vapor pressure curve at the surface temperature
Ts according to the Clausius–Clapeyron equation, γ is the psychrometric constant, and α
is the ratio of eddy diffusivity of turbulent transport of water vapor to that of heat. By
minimizing the above dissipation function under the constraint of surface energy balance,
the solution of Hs, Hl, and Hc can be derived as the following equations:(

1 + F(θ) +
F(θ)

θ

Ic

I0
|Hs|−

1
6

)
Hs = Qnet, (A20)

Hl = F(θ)Hs, (A21)

F(θ) = 6

(√
1 +

11
36

θ − 1

)
, (A22)

θ(Ts, qs) =
L2

v
cpRv

qs

T2
s

, (A23)

where Ts is surface temperature and qs the surface specific humidity, θ is a parameter
characterizing the phase-change, Lv is vaporization heat, and Rv is the gas constant.

Appendix A.3. Delta-Eddington (dEdd) Scheme

For direct radiation at cosine zenith angle µ0n incident on a layer of thickness z and
inherent optical properties (IOPs) of scattering coefficient σ, absorption coefficient κ, and
single particle scattering asymmetry parameter g, the Delta-Eddington solution for a single
layer are given by the following equations [13]:

k = κ + σ, (A24)

ω = σ/(κ + σ), (A25)

f = g2, (A26)

τ = kz, (A27)

τ∗ = (1 − ω f )τ, (A28)

ω∗ =
(1 − f )ω
1 − ω f

, (A29)

g∗ =
g − f
1 − f

, (A30)

λ =
√

3(1 − ω∗)(1 − ω∗g∗), (A31)

α =
3
4

ω∗µ0n

(
1 + g∗(1 − ω∗)

1 − λ2µ2
0n

)
, (A32)

γ =
1
2

ω∗
(

1 + 3g∗(1 − ω∗)µ2
0n

1 − λ2µ2
0n

)
, (A33)
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u =
3
2

(
1 − ω∗g∗

λ

)
, (A34)

N = (u + 1)2eλτ∗ − (u − 1)2e−λτ∗ , (A35)

R(µ0n) = (α − γ)(4u/N)e−τ∗0 /µ0n + (α + γ)(u + 1)(u − 1)
[
e+λτ∗0 − e−λτ∗0

]
/N

−(α − γ),
(A36)

T(µ0n) = (α + γ)(4u/N) + (α − γ)

[
(u+1)(u−1)(e+λτ∗0 −e−λτ∗0 )

N

]
e−τ∗0 /µ0n

−(α + γ − 1)e−τ∗0 /µ0n ,
(A37)

R = 2
∫ +1

0
µR(µ)dµ, (A38)

T = 2
∫ +1

0
µT(µ)dµ, (A39)

where R(µ0n) and T(µ0n) are the layer reflectivity and transmissivity to direct radiation,
respectively. R and T are the layer reflectivity and transmissivity to diffuse radiation,
respectively. µ is cosine zenith angle. These reflectivities and transmissivities account for
multiple scattering within the layer. The solution for multiple scattering between layers is
obtained by combining of layers. Then, the apparent optical properties (AOPs) of albedo,
absorbed, and transmitted flux can be evaluated.

Appendix A.4. Inherent Optical Properties (IOP) Scheme

Compared to the dEdd scheme, which uses constant sea ice IOPs, this new IOP scheme
considers the linkage between ice microstructure and ice optical properties [24]. The basic
assumptions are that pure ice can absorb light, whereas gas bubbles can only scatter light
and that brine pockets and particulate matter (PM) can both scatter and absorb light.
Therefore, the sea ice IOPs, namely bulk scattering coefficient σ, absorption coefficient κ,
and single particle scattering asymmetry parameter g can be obtained by the sum of the
coefficients of each component, as follows:

σ = σb + σa + σp =
∫ lmax

lmin

πr2
bQsca

b Nb(l)dl +
∫ rmax

rmin

πr2
aQsca

a Na(r)dr + πr2
pQsca

p Np, (A40)

κ = κi + κb + κp = κiVi +
∫ lmax

lmin

πr2
bQabs

b Nb(l)dl + πr2
pQabs

p Np, (A41)

g =
gaσa + gbσb + gpσp

σ
, (A42)

where subscripts i, b, a, and p represent pure ice, brine pockets, gas bubbles, and PM,
respectively. ki is the absorption coefficient of bubble-free ice, Vi is the volume fraction
of pure ice, r is the radius of each inclusion, l is the length of each brine pocket, and Qsca

and Qabs are the scattering efficiency and absorption efficiency, respectively, which can be
calculated through the refractive indices and size of inclusions by Mie theory and N is the
size distribution function. The asymmetry coefficients ga and gb are set as constants and gp
can be obtained using Mie theory.

Appendix A.5. Level Ice (LVL) Scheme

Following [16], melt water may be produced on a given ice thickness category by
melting snow and the surface of the ice. Some of this melt water volume may run off into
the ocean and the remainder, ∆Vmelt, is added to the melt pond volume for each time step:

∆Vmelt = r(ρi|∆hi|+ρs|∆hs|+Frain∆t)ai, (A43)
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where ρi and ρs are the ice and snow densities, |∆hi| and |∆hs| are the thicknesses of ice
and snow that melted, Frain is the rainfall rate, ∆t is the length of time step, and ai is the ice
area fraction. r = rmin + (1 − rmin)ai is the fraction of the total melt water available that
is added to the melt ponds. The parameter rmin is the minimum volume fraction of melt
water that remains on the ice for small ice area fraction. The growth of fresh pond ice lid is
governed by a Stefan approximation equation. The drainage of pond water is simulated
using Darcy’s law. Pond volume changes ∆Vpond are distributed as changes to the area of
the ponds ap and to the depth of the ponds hp using an assumed aspect ratio parameter
δp = ∆hp/∆ap, which was derived by fitting SHEBA observation data.

∆Vmelt = ∆Vpond = ∆hp∆ap = δp∆a2
p = ∆h2

p/δp. (A44)

Appendix A.6. Melt Pond Size Distribution (MPSD) Scheme

According to observations, the melt pond size distribution is approximated using the
following equation [25]:

P(r) =
(

1
r0

)
e−

r
r0 , (A45)

where r0 is the mean melt pond radius and r is the radius of a random melt pond. The
cumulative density function of r can be derived as

C(r) = 1 − e−
r

r0 , (A46)

which represents the existence probability of melt ponds with a radius that falls within the
interval (−∞, r). Therefore, the existence probability of melt ponds with a radius that falls
within the interval (rm−1, rm) is

Pm =
C(rm)− C(rm−1)

∑ C(rm)− C(rm−1)
. (A47)

In current melt pond schemes, the grid mean melt pond fraction ap and grid mean
melt pond depth hp are calculated as

ap = ∑ ap,nan, (A48)

hp = ∑ hp,nap,n, (A49)

where ap,n and hp,n are the mean melt pond fraction and melt pond depth of each ice
thickness category n, respectively. an is the sea ice concentration of each ice thickness
category. Using Pm of each melt pond radius rm, we can divide ap,n and hp,n into melt
ponds groups with different radii:

ap,n,m = Pmap,n. (A50)

The depth of these divided melt ponds groups, hp,n,m, is obtained by assuming that
the rate of increase in pond depth decreases exponentially with pond size as follows:

hp,n,m = αmhp,n,1, (A51)

αm = 1 + Fm, (A52)

Fm = 1 − exp
(

rm

r1

)
, (A53)

hp,n,1 =
hp,n

∑ αmPm
. (A54)
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The MPSD scheme is applied after mean melt pond fraction and depth are calculated
by LVL melt pond scheme. The mean pond will be divided into many small ponds and the
pond depth may increase.

Appendix A.7. Two-Equation (2EQ) Scheme

The 2EQ and 3EQ schemes are introduced in [49]. In the 2EQ scheme, the energy
balance at the ice–ocean interface is given by the following equation:

ρiL
.
h(t) = fcondbot − ρwcwαtu∗(Tfio − Tmix), (A55)

where ρi is the density of sea ice, L is the latent heat of fusion, and
.
h(t) ≡ ∂h/∂t is the rate

of growth or ablation in m s−1. fcondbot is the heat conduction, ρw is the density of seawater,
cw is the specific heat capacity of liquid water, αt is the turbulent heat transfer coefficient,
and u∗ is the friction velocity. Tfio and Tmix are the freezing temperature of seawater at the
ice–ocean interface and the temperature of ocean mixed layer, respectively. Tfio is taken as
a linear function of the ocean mixed layer salinity as follows:

Tfio = −µSmix, (A56)

where µ = 0.054 is an empirical coefficient for salinity and ocean freezing temperature and
Smix is the salinity of the ocean mixed layer.

Appendix A.8. Three-Equation (3EQ) Scheme

In the 3EQ scheme, the energy balance at the ice–ocean interface is given by the
following equation:

ρi
.
h(t)∆E′ = fcondbot − ρwcwαtu∗(Tfio − Tmix), (A57)

∆E′ = E′
0(Tfio, Sio)− E′

i(Tib, Sib), (A58)

where ρi is the density of sea ice,
.
h(t) ≡ ∂h/∂t is the rate of growth or ablation in m s−1, E′

0
is the energy of the seawater, and E′

i is the internal energy of sea ice. Tfio and Sio are the
freezing temperature and salinity of seawater at the ice–ocean interface, respectively. Tib

and Sib are the temperature and salinity of the specific volume (of melt water (
.
h > 0) or

new ice (
.
h < 0)) being transferred at the ice–ocean interface, respectively. Tfio and Sio are

calculated using the following equations:

Tfio = −µSio. (A59)

To solve for Sio, an equation describing the salt flux balance at the ice–ocean interface
is added to the 2EQ scheme:

(Sio − Sib)
.
h(t) = αsu∗(Smix − Sio), (A60)

where αs is the turbulent salt transfer coefficient and u∗ is the friction velocity.
The values of Tib and Sib depend on ice melt (

.
h > 0) or new ice formation (

.
h < 0)

as follows: {
Sib = Si,
Tib = Ti,

(
.
h > 0), or

{
Sib = fsSio,
Tib = Tfio,

(
.
h < 0), (A61)

where Ti and Si and are the temperature and salinity of bottom ice and fs is the fraction of
the salinity initially retained within the ice when new ice formed.
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