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Abstract: This paper focuses on a distributed cooperative time-varying formation maneuvering issue
of under-actuated unmanned surface vehicles (USVs). A fleet of USVs is guided by a parameterized
path with a time-varying formation while avoiding collisions and preserving the connectivity in
the environment with multiple obstacles. In some surface missions, due to the obstacles in the
external environment, the bandwidth limitations of the communication channel, and the hardware
components/performance constraints of the USVs themselves, each vehicle is considered to be subject
to model uncertainty, actuator quantization, sensor dead zone, and velocity constraints. During the
control design process, the radial basis function (RBF) neural networks (NNs) are utilized to deal
with nonlinear terms. Based on a nonlinear decomposition method, the relationship between the
control signal and the quantization one is established, which overcomes the difficulty arising from
actuator quantization. A Nussbaum function is introduced to handle the unknown output dead
zone problem caused by reduced sensor sensitivity. Moreover, a universal-constrained function is
employed to satisfy both the constrained and unconstrained requirements during formation keeping
and obstacle avoidance. The Lyapunov stability theory confirmed that the error signals are uniformly
ultimately bounded (UUB). The simulation results demonstrate the effectiveness of the proposed
distributed formation control of multiple USVs.

Keywords: multiple under-actuated unmanned surface vehicles (USVs); neural networks (NNs);
input quantization; output dead zone; velocity constraint

1. Introduction

Owing to its small size, high speed, and flexible maneuverability, unmanned surface
vehicles (USVs) not only show great potential in commercial and military widespread
applications, but also attract more and more attention in scientific and industrial fields. The
cooperative control of USVs is a crucial technology for the reliable and efficient completion
of a given task. The cooperative control of USVs is divided into three architectures, i.e.,
centralized control, decentralized control, and distributed control. According to the com-
munication bandwidth and sensing capability, different control architectures are selected in
the control design. Specifically, for centralized control [1], there is a strong central command
center to obtain all USV information. Decentralized control [2,3] has the advantages of
modularity, expansibility, and individual fault tolerance, and in distributed control [4,5],
there is no need for a central station. Over the past decade, the issue of cooperative control
of USVs has attracted the research and attention of many scholars, and researchers are
mainly devoted to distributed formation control [4,6–9], consensus tracking control [10,11],
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and so on [12–15]. As is known to all, distributed formation control is deemed as a branch
of cooperative control problems for USVs, which will greatly improve the work efficiency.
Due to its important practical application value, the distributed formation control of au-
tonomous marine surface vehicles has become a more active research topic in the field of
motion control. In the recent twenty years, a variety of formation control strategies have
been devised, such as leader–follower, virtual structure, and behavior-based ones [16–19].

Thereinto, the leader–follower formation control method has been widely applied to
USVs [16,19], and its main advantages are simplicity and scalability. Cui et al. in [16] pro-
posed an elegant leader–follower formation control scheme based on the leader’s position
and predetermined formation. A novel fault-tolerant leader–follower formation control
scheme was proposed by [19], where the line-of-sight range and angle tracking errors are
required to be constrained. The above leader–follower formation control results generally
only consider one target in the formation setting. According to the type of motion control
scenario, it can be generally divided into dynamic positioning [20], path following [21],
trajectory tracking [22], target tracking control [15], and target enclosing [23]. Particularly,
in the path following strategy, multiple vehicles can be guided by a predefined parameter-
ized path and direct the dynamic behavior required by the group to maintain the expected
formation. Many scholars have devoted themselves to the research of the cooperative
path following problem of USVs, including single-path [7,22] and multi-path [24], and
considered full [25,26] and partial [18] knowledge of the parameterized paths.

It should be stressed that although the above results can solve various leader–following
problems, they cannot deal with some nonsmooth nonlinear characteristics of actuators,
sensors, and other components. When the actuator and sensor under consideration have
nonsmooth nonlinear characteristics, the existing lead–following control strategies are no
longer applicable. Meanwhile, the achievements mentioned above of leader–following
control mainly focus on the design of the control architecture, while the problem of control
design with a quantization input is more practical. In the design of the leader–following
control scheme, it will be more challenging to ensure certain control performance under a
low communication rate in the complex marine environment. In addition, quantization
is ineluctable in many control systems with low communication rates while ensuring
sufficient accuracy. Affected by some physical factors, actuators and sensors often have
nonsmooth nonlinear characteristics such as saturation, hysteresis, and dead zones. A
dead zone is one of the most important nonsmooth nonlinear problems in many controlled
systems. Dead zone phenomena that exist in a USV are caused by its complex internal
structure factors, such as the temperature change of the motor, the dry friction of the
gears, and so on. This phenomenon will cause the oscillation of the system to limit the
performance of the system and even cause the system to become unstable. In recent
years, many satisfactory results [27–33] have been proposed to solve this problem. For
instance, by using the backstepping technique, an asymptotic stabilization problem of
USVs with actuator dead zones was solved by [32]. An effective scheme [33] was presented
to overcome the effect of an unknown dead zone for USVs. It should be noted that the
achievements mentioned above on the issue of dead zones are focused on the actuator,
but there are few studies on the dead zone problem of the sensor. However, the output
dead zone problem caused by the reduced sensor sensitivity will affect the information
interaction between USVs, thus affecting mission execution. Therefore, it is a challenge for
USVs to handle the problem of output dead zones. At the same time, in the quantization
control, the original signal output by the control module is first converted into a discrete
sequence by the quantizer and then transmitted to the actuator. The change of the control
signal can effectively reduce the communication burden. Pioneering works addressing
quantization feedback control schemes based on USVs include [20,34–36]. Although the
above quantization scheme design for USVs is effective, other nonlinear characteristics
present in the quantization process are still a burden for controller design. Nevertheless,
how to deal with sensor dead zones with the quantized signal transmission is a challenging
problem in the formation control scheme designs for USVs.
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Constraints are often divided into input, output, state, and error constraints. Some
considerations of the inherent constraints are more practical for autonomous marine surface
vehicles. For example, actuation power, complex marine environments, limited sensing
and communication capabilities, and limited velocity should be considered in the control
design. In addition to the previously mentioned bandwidth limitations and sensor con-
straints, velocity constraints and collision avoidance are closely related to the safety of
USVs. To avoid collisions between USVs and obstacles, as well as among USVs themselves,
in recent years, many substantial formation collision avoidance control schemes have been
proposed by researchers for different practical problems (including unmeasurable state,
limited resource-saving, model uncertainty, precision control, actuator nonlinearity, robust
control, etc.). To mention a few, the output feedback formation control problem [37,38]
is studied for USV fleets in the presence of unmeasurable states while considering colli-
sion avoidance and maintaining connectivity. Based on the onboard sensor systems, Dai
et al. in [39–41] studied precise formation control strategies for multiple USVs using pre-
scribed performance techniques to ensure collision avoidance and connectivity maintenance.
Lin et al. in [42] studied formation collision avoidance control under finite time stability
for multiple USVs based on prescribed performance techniques. Considering the limited
communication, computational resource-saving, and rational use of limited communication
resources, a formation collision avoidance scheme based on an event-triggered mechanism
was designed in [43]. Also, He et al. in [44] investigated the model uncertainty estimation
and disturbance compensation problems for a group of USVs with limited computational
resources. However, the above results only consider collision constraints and not velocity
constraints simultaneously. It is worth noting that, apart from collision avoidance, con-
straints on the velocities of USVs may also be imposed in various scenarios. Moreover,
almost no related results can deal with both collision avoidance and velocity constraints. To
address the velocity constraints in different situations, a novel position-velocity-constrained
control strategy for an unmanned underwater vehicle via a nonlinear transformation func-
tion method was designed in [22]. In [45], Yu and Liu considered limiting the vehicle
linear velocity between two positive constants and proposed a distributed-control law.
Although velocity constraints can ensure the navigation safety to a certain extent, it may
be counterproductive to restrict the velocity during obstacle avoidance. Therefore, it is
necessary to design a unified strategy that can involve both requirements with and without
velocity constraints.

Motivated by the above discussions, the motivation for this article is threefold. First,
for a USV, if the nonsmooth nonlinear characteristic of the sensor dead zone is ignored
in the control design stage, the tracking accuracy of the USV will be reduced, and the
stability and accuracy of the formation pattern should be explicitly considered. For the
actuators, when considering the communication bandwidth limitations in practice, it is
necessary to consider reducing the data transmission rate. Second, for the USVs with
velocity constraints, this paper studies the formation control problem of USVs under the
condition of velocity constraints, which ensures the safety and reliability of USVs in the
process of collision avoidance and obstacle avoidance. Third, collision avoidance and
obstacle avoidance has always been a critical topic in the formation control of USVs.

The main contributions of the formation control scheme are summarized as follows.
(1) Most formation control research is based on the fact that the communication

bandwidth is unrestricted, and it does not mention quantized problems. Hence, the existing
formation control schemes [4–7,11,14] are unsuitable for USVs with a quantization input.
Compared with the existing results [32], although the dead zone effect was considered, the
studied component is the actuator. Due to the complexity caused by information interaction,
it cannot be directly used to solve the sensor dead zone problem of USVs. Therefore, to the
best of our knowledge, the formation control problem of USVs in the presence of actuator
quantization and sensor dead zones still needs to be addressed.

(2) Different from the existing velocity constraint schemes, a universal constrained
function is introduced, which can handle constrained and unconstrained cases (i.e., forma-
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tion keeping and obstacle avoidance) in a unified manner. From a practical perspective,
this is due to the fact that many systems operate under the alternation of constrained and
unconstrained cases. Furthermore, for the formation control of USVs, it is highly desirable
to consider a unified analysis and design approach with and without constraints without
changing the control structure.

(3) Compared to the existing formation control schemes with collision avoidance [37–44],
the contributions of this paper are threefold. Firstly, the formation collision avoidance
process can be carried out under low-accuracy data after the quantization of the control
signals. Secondly, it is feasible to implement collision avoidance among USVs even in the
presence of sensor dead zones. Thirdly, when velocity constraints exist, collision avoidance
and obstacle avoidance demands can still be met.

The rest of this paper is organized as follows. The problem formulation and preliminar-
ies are given in Section 2. The cooperative formation maneuvering control scheme design
is presented in Section 3. The stability analysis is presented in Section 4. The simulation
example is given in Section 5, followed by Section 6, which concludes the work.

2. Problem Formulation and Preliminaries
2.1. Collision Avoidance and Obstacle Avoidance

In the cooperative formation maneuvering control process, the potential function [4]
is introduced to avoid the collision problem between USVs.

Jc
ij(pij) =


(

l
2
c − ∥pij∥2

∥pij∥2 − lc2

)2

, lc ≤ ∥pij∥ ≤ lc

0, ∥pij∥ > lc or ∥pij∥ < lc
(1)

where pij = pi − pj = [xi − xj, yi − yj]
T . lc > lc > 0 denotes the smallest safe radius and

detection range of collision avoidance. Collision avoidance is performed when pij ≤ lc.
The partial derivative of Jc

ij(pij) with respect to pij is expressed as:

∂Jc
ij

∂pi
=


4(l

2
c − lc2)(∥pij∥2 − l

2
c )

(∥pij∥2 − lc2)
3 , lc ≤ ∥pij∥ ≤ lc

02, ∥pij∥ > lc or ∥pij∥ < lc
(2)

where 02 = [0, 0]T .
Similarly, the potential function introduced by [4] is used to avoid collisions between

USVs and static obstacles:

Jo
ik(pik) =


(

l
2
o − ∥pik∥2

∥pik∥2 − lo2

)2
, lo ≤ ∥pik∥ ≤ lo

0, ∥pik∥ > lo or ∥pik∥ < lo
(3)

where pik = pi − pk. lo > lo > 0 denotes the radii of the area of detection and avoidance.
Note that the distances between the obstacles are assumed to be greater than 2lo. Taking
the differentiation of Jo

ik(pik) yields:

∂Jo
ik

∂pi
=


4(l

2
o − lo2)(∥pik∥2 − l

2
o)pik

(∥pij∥2 − lo2)
3 , lo ≤ ∥pik∥ ≤ lo

02, ∥pik∥ > l
2
o or ∥pik∥ < lo

(4)
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2.2. Connectivity Preservation

In order to ensure the connectivity of the communication links between USVs, the
potential function of maintaining connectivity in [4] is introduced:

Jm
ij (pij) =

{ 1
2(lm2 − ∥pij∥2)

, lm ≤ ∥pij∥ ≤ lm

0, ∥pij∥ > lm or ∥pij∥ < lm
(5)

where lm > lm > 0 denotes the maximal and minimal connectivity range. Taking the
differentiation of Jm

ij (pij) yields:

∂Jm
ij (pij)

∂pi
=


pij

(l
2
m − ∥pij∥2)

2 , lm ≤ ∥pij∥ ≤ lm

02, ∥pij∥ > lm or ∥pij∥ < lm
(6)

2.3. Systems Description

For a USV with an unknown dead zone output and input quantization, the kinematics
and kinetics dynamics of the i-th USV are given by:

.
pi = Ri(ψi)

[
ui
vi

]
.
ψi = ri

ηi =

[
Dz(pi)
ψi

] (7)

and
Mi

.
vi = fi(vi) + Q(τi) + τiw(t) (8)

where pi = [xi, yi]
T ∈ R2 denotes the mass center position of the i-th USV in the earth-

fixed reference frame, and ηi is the output of a USV with a dead zone. Mi = MT
i ∈

R3×3 = diag{miu, miv, mir} is the inertial matrix, where miu, miv and mir are the mass
and moment of inertia. vi = [ui, vi, ri]

T ∈ R3 is the vector of the surge velocity, sway
velocity, and yaw rate in the body-fixed frame. fi(vi) = [ fiu, fiv, fir]

T ∈ R3×1 denotes the
nonlinear term of the USV. Q(τi) = [Q(τiu), 0, Q(τir)]

T represents the control signal to be
quantized, where Q(τiu) and Q(τir) are inputs of the system and take the quantized values.
τiw(t) = [τiwu(t), τiwv(t), τiwr(t)]

T is the bounded environmental disturbances induced by
the waves and ocean currents. Ri(ψi) ∈ R2×2 is a rotate matrix defined as:

Ri(ψi) =

[
cos(ψi) − sin(ψi)
sin(ψi) cos(ψi)

]

Remark 1. Different from the general USV motion dynamics model, the USV motion dynamics
model is transformed in this paper. Since the output dead zone and input quantization problems are
considered, in order to facilitate the study of such issues, a different USV kinematics and kinetics
dynamics model (7) that meets the needs of such practical situations is considered.

In (7), ηi = [Dz(xi), Dz(yi), ψi]
T is the dead zone output. For the first element Dz(xi),

the symmetric dead zone nonlinearity is described by the following dead zone model [39]:

Dz(xi) =


kxi(xi − bxi), xi > bxi
0, −bxi ≤ xi ≤ bxi
kxi(xi + bxi), xi < bxi

(9)

where kxi > 0 and bxi > 0 denote the slope and width of the dead zone, which are unknown
constants. Dz(yi) is the same as Dz(xi).
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Remark 2. The sensor dead zone problem is classified as a kind of sensor soft fault in this paper,
i.e., the sensitivity reduction problem of the sensor output of the position information of the USV.
The accuracy of sensor measurement is an important prerequisite to ensure the safety and reliability
of USVs. In order to reduce the influence of the dead zone, this paper obtains the actual position
information through the inverse decomposition method of the dead zone, which effectively solves the
dead zone problem.

Equation (9) can be rewritten as follows:

xi = D−1
z (ηi(1, 1)) =

1
kxi

ηi(1, 1) +
2bxi
π

arctan(ϵiηi(1, 1)) (10)

where ϵi is a positive constant, π represents Pi, and ηi(1, 1) denotes the first element in the
first row of the ηi. Differentiating xi with respect to ηi(1, 1) yields:

dxi
dηi(1, 1)

=
1

kxi
+

2bxi
π

· ϵi

1 + (ϵiηi(1, 1))2

which implies that 0 < 1
kxi

< dxi
dηi(1, 1) and

.
ηi(1, 1) = kxi(t)

.
xi with kxi(t) = dηi(1, 1)

dxi
and

0 < kxi(t) < Kxi with Kxi being a constant.

Remark 3. The presence of unknown control coefficients can cause difficulties in the controller
design for control systems. Similar to [33], this paper also used a class of Nussbaum functions to
deal with the unknown control gains kxi(t) and kyi(t) caused by the unknown output dead zone.

Definition 1 ([33]). An even smooth Nussbaum-type function N (ξ) is introduced, which satisfies:

lim
s→+∞

sup 1
s
∫ s

0 N (ξ)dξ = +∞

lim
s→−∞

inf 1
s
∫ s

0 N (ξ)dξ = −∞

We can list the functions which meet the definition, such as ξ2 cos(ξ), ξ2 sin(ξ), and
exp(ξ2) cos(ξ).

In addition, the following Lemma is given to make the Nussbaum function sufficiently
guarantee the boundedness of the Lyapunov function.

Lemma 1 ([33]). Let V(t) and ξ(t) be smooth functions defined on [0, t f ) with V(t) ⩾ 0, ∀t ∈
[0, t f ). If there exist the constants C > 0 and E > 0, the following inequality holds for ∀t ∈ [0, t f ),
and one has:

.
V(t) ≤ −DV(t) +

N

∑
i=1

γi[κiN ′(ξi) + 1]
.
ξ i + E

where γi is a suitable positive constant, and κi will be given below. Then, V(t), ξ(t)

and
N
∑

i=1
γi[κiN ′(ξi) + 1]

.
ξ i are bounded on [0, t f ).

Furthermore, a hysteresis quantization model is given to describe the quantization
process in the actuator of the i-th USV.
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The system input Q(τik) under the quantization action is defined as follows by [46]:

Q(τik) =



ςijksgn(τik),
ςijk

1 + λik
< |τik| ≤ ςijk,

.
τik < 0, or

ςijk < |τik| ≤
ςijk

1 − λik
,

.
τik > 0,

ςijk(1 + λik)sgn(τik), ςijk < |τik| ≤
ςij

1 − λik
,

.
τik < 0, or

ςijk
1 − λik

< |τik| ≤
ςijk(1 + λik)

1 − λik
,

.
τik > 0,

0, 0 ≤ |τik| < τminik
1 + λik

,
.
τik < 0, or

τminik
1 + λik

≤ |τik| < τminik,
.
τik > 0,

Q(τik(t−)), otherwise,

where k stands for u or r, ςijk = χ
1−j
ik τminik(j = 1, 2 . . .) and χik = [(1−λik)/(1+λik)] with

parameters τminik > 0 and 0 < λik < 1, and the positive parameter λik can be viewed as a
measure of quantization density. Q(τik) belongs to the set U =

{
0, ±ςijk, ±ςijk(1 + λik)

}
.

The parameter τminik > 0 represents the dead zone scope of Q(τik).

Lemma 2 ([46]). The hysteretic quantizer Q(τik) can be decomposed into the following form:

Q(τik) = H(τik)τik(t) + Lik(t), (11)

where H(τik) and Lik(t) satisfy the following inequalities:

1 − λik < H(τik) < 1 + λik, |Lik(t)| ≤ L∗
ik (12)

with λik = min{λik}, λik = max{λik} and L∗
ik = max{τminik}.

Consider a virtual leader moving along a parameterized path:

p0d(θ) = [x0d(θ), y0d(θ)]
T

where θ ∈ R denotes a path variable. The partial differentiation of p0d(θ) is represented as:

pθ
0d(θ) =

∂p0d(θ)

∂θ
(13)

Assumption 1. The trajectories of p0d(θ) and ∂p0d(θ)
∂θ are bounded.

The information exchange of USVs is represented by a directed graph G = (V , E),
where V = {1, . . . , N} and E = {(i, j) ∈ V × V , i ̸= j} denote the nodes set and edges
ones, and (i, j) means that node i could receive information from the node j.

Define a relevant adjacency matrix A = [aij] ∈ RN×N of the graph G. If (i, j) ∈ E,
then aij > 0 and zero otherwise. The degree matrix D = diag(d1, . . . , dN) ∈ RN×N of the

graph G is a diagonal matrix, where di is simply the degree of the node i with di =
N
∑

j=1
aij.

A0 = diag(a10, ..., aN0) denotes a path information adjacency matrix, and ai0 = 1 means
that the i-th USV can receive the path information; otherwise, ai0 = 0.

Assumption 2. The directed graph G exists as a spanning tree, assuming that path information
can be obtained through the root node.

The control scheme designed can accomplish formation maneuvering for USVs subject
to input quantization, output dead zone and velocity constraints, thereby achieving the
following control objectives:
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1. Geometric Objective: for each USV there follows the time-varying formation pattern
with the following relative positions and orientations:

lim
t→∞

∥pi(t)− pid(t)− p0d(θ(t))∥ < h1 (14)

where ηid(t) denotes a time-varying deviation between the i-th USV and the virtual
leader; h1 > 0 is a small constant.

2. Dynamic Objective: force
.
θ(t) to converge to a desired velocity:

lim
t→∞

∥
.
θ(t)− vd(t)∥ < h2 (15)

where vd(t) denotes a desired path update velocity and
.
θ(t) = vd − wk with wk being

a variable to be designed to achieve the synchronization of virtual leaders; h2 > 0 is
a constant.

3. Collision and Obstacle Avoidance: the following inequalities describe collision avoidance:

∥pi(t)− pj(t)∥ > lc and ∥pi(t)− pk(t)∥ > lo (16)

4. Connectivity Preservation: the communication ranges between neighboring UAVs will
not violate:

∥pi(t)− pj(t)∥ < lm (17)

assuming that the agents are initially connected, and l(•) represents the associated distance.

2.4. Velocity Constraints

In order to achieve a unified velocity constraint, inspired by the work of [47], the
following function is constructed to limit the surge velocity of the USV. First, the distance
between ui and the constraint bounds gi1 and gi2 is described by:

gi1(ui, Ci1) =

 −
(

ui(t)
Ci1(t)

)2↕
+ 1, −Ci1(t) < ui(t) ≤ 0

1, 0 < ui(t) ≤ Ci2(t)
(18)

gi2(ui, Ci2) =

 1, −Ci1(t) < ui(t) ≤ 0

−
(

ui(t)
Ci2(t)

)2↕
+ 1, 0 < ui(t) ≤ Ci2(t)

(19)

where Ci1 and Ci2 are strictly positive and time-varying smooth functions, and ↕ is a positive
integer. Note that the constraint bound functions gi1(ui, Ci1) and gi2(ui, Ci2) are assumed
to be bounded Cn functions.

Similar to [47], to implement variable constraints, the following universal constrained
function is constructed:

ζ i(ui) =
ui(t)

gi1(ui, Ci1)gi2(ui, Ci2)
(20)

Note that ζ i(ui) has the following three properties:
(i) when there is no constraint requirement on ui(t), it follows from: Ci1(t) = Ci2(t)

= +∞ and gi1(ui, Ci1) = gi2(ui, Ci2) = 1 i.e., ζ i(ui) = ui(t).
(ii) ζ i(ui) → ∞ as ui(t) → −Ci1(t) or ui(t) → Ci2(t) .
(iii) ζ i(0) = 0 if and only if ui = 0.

Remark 4. In most of the existing literature using prescribed performance control schemes such
as [48,49], the following transformed error function is commonly used:

ζ(t) =
1
2

ln
C + δmin

δmax − C
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Note that lim
C→+∞

ζ(t) = 0, which is not equivalent to the general unconstrained case;

thus, ζ(t) has no generic property stated if the system has no constraint requirement, that
is, C ̸= ζ(t) for ∀t ∈ [0, +∞). When Ci1(t) = Ci2(t) = +∞, it leads to ζ i(ui) which is ui(t),
which corresponds to the general unconstrained case. Therefore, the universal constrained
function introduced in this paper can be applied both with and without constraints.

Lemma 3 ([47]). For any initial condition satisfying −Ci1(0) < ui(0) ≤ Ci2(0), if ζ(ui) ∈ L∞,
then −Ci1(t) < ui(t) ≤ Ci2(t) holds for all t ∈ [0,+∞).

Based on the above lemma, the problem of satisfying the prespecified constraint
bound boils down to ensuring the bounty of ζ i(ui) for all t > 0. The following defines a
transformed velocity variable:

.
ζ i(

¯
vi) = ϖi[M

−1
i fi(

¯
vi) + M−1

i Q(τi) + M−1
i τiw(t)] + ci (21)

where τiw(t) = [τiwu(t), τiwr(t)]
T , Q(τi) = [Q(τiu), Q(τir)]

T and

ci =

[
− bi2ui

g2
i1g2

i2
0

]
(22)

and

ϖi =

[ gi1gi2 − bi1ui
g2

i1g2
i2

0

0 1

]
(23)

with

bi1 =
2↕u2↕−1

i w(ui)

C2↕
i1

−
2↕u2↕−1

i (1 − w(ui))

C2↕
i2

(24)

bi2 =
2↕u2↕

i

.
Ci1w(ui)

C2↕+1
i1

+
2↕u2↕

i

.
Ci2(1 − w(ui))

C2↕+1
i2

(25)

and

w(ui) =

{
1, −Ci1(t) < ui(t) ≤ 0
0, 0 < ui(t) ≤ Ci2(t)

All of them are computable and continuously differentiable for control design, and it is
assumed that ∥ϖi∥ ≤ ϖi.

Lemma 4 ([50]). For any zi2,k ∈ R and ϑi > 0, the following inequality holds:

0 ≤
∣∣zi,2k

∣∣− zi,2ktanh(
zi,2k

ϑi
) ≤ 0.2785ϑi

2.5. Function Approximation Using RBF-NNs

In this paper, the RBFNNs [11] are utilized to approximate an unknown nonlinear
term, and it is denoted by:

F(Z) = WT φ(Z)

where Z ∈ ΩZ is the input vector; W ∈ Rl×m represents the weight vector, and φ(Z)
= [φ1(Z), . . . , φl(Z)]T is the basis function vector, with φi(Z) chosen commonly as a
Gaussian function, i.e.,

φi(Z) = exp[
−(Z − ϵi)

T(Z − ϵi)

r2
i

], i = 1, . . . , l,
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where ϵi is the center of the receptive field, and ri is the width of the Gaussian function.
According to the universal approximation theorem, any continuous function F(Z) in

an arbitrary compact set ΩZ can be expressed as:

F(Z) = W∗T φi(Z) + ε∗, ∀Z ∈ ΩZ (26)

where W∗ is the ideal constant weight.
Let Ŵ be the estimate of the ideal weight W∗, and the weight estimation error is

defined as W̃ = Ŵ − W∗. Then, the estimation of F(Z) is given by:

F̂(Z) = ŴT φ(Z)

Assumption 3. The RBFNN approximation error ε∗ is upper bounded such that |ε∗| ≤ ε, where ε is
an unknown positive constant.

3. Time-Varying Formation Maneuvering Control Scheme Design

This section will design a time-varying formation control strategy for USVs with input
quantization, dead zone output, and velocity constraints. The control scheme design is
divided into three steps, which are delineated below. First of all, the corresponding error
variables are proposed for each step of the i-th USV:

zi,1 = RT(ψi)[
N
∑

j=1
aij(Dz(pi)− Dz(pj)− pijd)

+ai0(Dz(pi)− p0d(θ)− pi0d)]

(27)

zi2 = ζi(
¯
vi)− vir (28)

where vir is the estimation of the virtual control law by the second-order tracking differen-

tiator, ζi(
¯
vi) = [ζ i(ui), ri]

T
and pijd = pid − pjd ∈ R2×1(i = 1, . . . , N).

Remark 5. The original velocity error zi2 =
¯
vi − vir is transformed into the constrained velocity

error zi2 = ζi − vir, i.e., the constrained velocity function ζi(
¯
vi) is introduced into the uncon-

strained velocity error zi2, and a new velocity error zi2 = ζi(
¯
vi)− vir is obtained via the unified

constrained velocity. Similar to that in [47], it can be known from the property (iii) of ζ i(ui) that
if the ζi(0) = 0 is followed, the tracking of the path information can be realized. We only need to
design controller τi to stabilize the USV system with velocity constraints.

Step 1: Taking the time derivative of zi1 and using (7) and (28), one has:

.
zi,1 = RT(ψi)[

N
∑

j=1
aij(

.
Dz(pi)−

.
Dz(pj)−

.
pijd)

+ai0(
.

Dz(pi)− pθ
0d(θ)

.
θ − .

pi0d)]− riSzi1

= −riSzi1 + diκi

[
ui
vi

]
− ∑

j∈N
aijRT(ψi)

.
pijd

−
N
∑

j=1
aijRT(ψi)R(ψj)κ j

[
uj
vj

]
−ai0RT(ψi)pθ

0d(vd − wk)

(29)
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where κi = diag
{

kxi, kyi
}

and the fact that
.
R

T
(ψi) = riRT(ψi)S with S = [0 − 1; 1 0]. Let

zi1 = zi1 − δi0, δi0 = [−δi0, 0]T and
¯
vi = [ui, ri]

T , we have:

.
zi1 = −riSzi1 − riκiSδi0 − ∑

j∈N
aijRT(ψi)

.
pijd

−
N
∑

j=1
aijRT(ψi)R(ψj)κ j

[
uj
vj

]
+diκi

[
ui
vi

]
− ai0RT(ψi)pθ

0d(vd − wk)

(30)

Choose a Lyapunov function candidate as:

Vi1 =
1
2

zT
i1zi1 +

1
2γW

i1
tr(W̃T

i1Γ−1
Wi1W̃i1)

where γW
i1 and ΓWi1 are positive designed parameters. Differentiating Vi1 with respect to

time t alone with (30) results in:

.
Vi1 = zT

i1

.
zi1 = zT

i1κiGi
¯
vi − zT

i1

N
∑

j=1
aijRT(ψi)R(ψj)κ j

[
uj
vj

]
−zT

i1 ∑
j∈N

aijRT(ψi)
.
pijd − zT

i1

N
∑

j=1
aijRT(ψi)pθ

0dvd

+zT
i1ai0RT(ψi)pθ

0dwk + zT
i1diκi

[
0
vi

]
− zT

i1riSzi1

+ 1
γW

i1
tr(W̃T

i1Γ−1
Wi1

.
Ŵi1)

= zT
i1κiGi(

¯
vi − ζi(

¯
vi) + zi2 + li1 + αi)

−zT
i1

N
∑

j=1
aijRT(ψi)R(ψj)κ j

[
uj
vj

]
− zT

i1riSzi1

− ∑
j∈N

aijRT(ψi)
.
pijd + zT

i1ai0RT(ψi)pθ
0dwk

+zT
i1diκi

[
0
vi

]
− zT

i1ai0RT(ψi)pθ
0dvd

+ 1
γW

i1
tr(W̃T

i1Γ−1
Wi1

.
Ŵi1)

(31)

where G = diag{di, δi0}. Define:

Fi1 = κiG(
¯
vi − ζi(

¯
vi)) + diκi

[
0
vi

]
− riSzi1

−
N
∑

j=1
aijRT(ψi)R(ψj)κ j

[
uj
vj

]
= W∗T

i1 φi1 + εi1
∗, ∥ε∗i1∥ ≤ ∥εi1∥

where εi1 = [εi1u, εi1r]
T . Note that kxi and kyi are unknown. Therefore, the Nussbaum-type

function of Definition 1 is invoked to avoid the difficulty of control design caused by
unknown gain. Define:

αi = −N (ξ)αi (32)

where αi represents the auxiliary virtual controller. Define N (ξ) and
.
ξ:

N (ξ) =

[
(ξx)2 cos(ξx) 0
0 (ξy)2 cos(ξy)

]
.
ξ = − zT

i1Giαi
γ
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where ξx and ξy are the auxiliary Nussbaum parameters, and then zT
i1κiGαi can be

rewritten as:
zT

i1κiGαi = −zT
i1κiGN (ξ)αi − zT

i1Gαi + zT
i1Gαi

= −zT
i1κiG(N (ξ) + I)αi + zT

i1Gαi
(33)

Then, the auxiliary virtual control signal and the adaptive law are chosen as:

αi = G−1(−Ki1qi
βi1

+ ∑
j∈N

aijRT(ψi)
.
pijd + ai0RT(ψi)pθ

0dvd − ŴT
i1 φi1)

.
Ŵi1 = ΓWi1(−ρW

i1 Ŵi1 + γW
i1 φi1zT

i1)

(34)

where Ki1 = diag{ki11; ki12} ∈ R2×2, ki11,2 > 0 and ρW
i1 > 0 represents a constant and

βi1 =
√
∥qi∥2 +△2

i1 with △i1 > 0 is a constant, and qi = zi1 + RT(ψi)zi f with

zi f =
N
∑

j=1

∂Jc
ij

∂pi
+

N
∑

k=1

∂Jo
ik

∂pi
+

N
∑

j=1

∂Jm
ij (pij)

∂pi
.

Combining (33) and (34) with (31), we have:

.
Vi1 ≤ zT

i1κiGi(zi2 + li1) + zT
i1εi1 − zT

i1
Ki1qi

βi
+ 2

ιi1
∥zi1∥2

+
ρW

i1 + 2lιi1
2 ∥W∗

i1∥
2 − (ρW

i1 − 2lιi1)
2 ∥W̃i1∥

2

+zT
i1ai0RT

i pθ
dwk + γ∥κiN (ξi) + I∥∥

.
ξ i∥

(35)

A filtering method is introduced to update wk as follows:

.
wk = −λ(wk − λ′

N

∑
i=1

ai0(η
θ
0d(θ))

T
Ri(ψi)qi) (36)

where λ and λ′ are positive constants. See [4] for a detailed explanation.
To obtain a smooth motion trajectory for a USV, let the αi1 pass through a second-order

linear tracking differentiator (TD) identical to [24]:{ .
vir = vd

ir
.
vd

ir = −χ2
TD,i(vir − αi1)− 2χTD,ivd

ir
(37)

where vir and vd
ir denote the estimates of αi1 and

.
αi1, and χTD,i is a designed positive

constant. According to [24], there exist positive constants l∗i1 and l∗i2 such that:

∥vir − αi1∥ ≤ l∗i1 and ∥vd
ir −

.
αi1∥ ≤ l∗i2

Step 2: The equation of zi2 can be obtained based on (21) and (37):

Mizi,2 = Mi
.
ζ i(

¯
vi)− Mivd

i,r

= Miϖi(M−1
i fi(

¯
vi) + M−1

i Q(τi) + M−1
i τi,w)

+Mici − Mivd
i,r

= ϖi( fi(
¯
vi) + H(τik)τi(t) + Lik(t) + τi,w)

+Mici − Mivd
i,r

(38)

where Mi = diag{miu, mir}, Lik(t) = [Liu, Lir]
T , H(τik) = diag{H(τiu), H(τir)}, and the

same as [43], assume that τi,wu ≤ τ∗
i,wu, τi,wr ≤ τ∗

i,wr and ∥τiw∥ ≤ τ∗
iw.

Define the following Lyapunov function candidate:

Vi2 = Vi1 + 1
2 zT

i2Mizi2 +
1

2γW
i2

tr(W̃T
i2Γ−1

Wi2W̃i2)

+ 1
2γ

ς
i
tr(ς̃T

i Γ−1
ςi ς̃i)

(39)
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where γW
i2 , ΓWi2, γ

ς
i and Γςi are positive designed parameters; ς̃i = ς̂i − ςi;ςi = ϖi[τ

∗
i,wu, τ∗i,wr]

T

and assume ∥ςi∥ ≤ ϖiς
∗
i . Differentiating Vi2 along with (35) and (38) yields:

.
Vi2 ≤

.
Vi1 + zT

i2Mi
.
zi2 +

1
γW

i2
tr(W̃T

i2Γ−1
Wi2

.
Ŵi2)

+ 1
γ

ς
i
tr(ς̃T

i Γ−1
ςi

.
ς̂i)

≤ −zT
i1

Ki1qi
βi

+ zT
i1κiGi(zi2 + li1) + zT

i1εi1 +
2
ιi1
∥zi1∥2

+
ρW

i1 +2lιi1
2 ∥W∗

i1∥
2 − (ρW

i1 −2lιi1)
2 ∥W̃i1∥

2
+ zT

i1ai0RT
i pθ

dwk

+γ∥κiN (ξi) + I∥∥
.
ξ i∥+ zT

i2ϖi fi(
¯
vi) + zT

i2ϖiLik(t)
+zT

i2ϖi(1 − λi)τi(t) + zT
i2ςi + zT

i2Mici − zT
i2Mivd

i,r

+ 1
γW

i2
tr(W̃T

i2Γ−1
Wi2

.
Ŵi2) +

1
γ

ς
i
tr(ς̃T

i Γ−1
ςi

.
ς̂i)

(40)

By employing RBFNNs in (26) to approximate some of the variables in (40), we have:

Fi2 = ϖi fi(
¯
vi) + ϖiLik(t)

= W∗T
i2 φi2 + ε∗i2, ∥ε∗i2∥ ≤ ∥εi2∥

where εi2 = [εi2u, εi2r]
T . And then, (40) can be changed into:

.
Vi2 ≤ −zT

i1
Ki1qi

βi
+ zT

i1κiG(zi2 + li1) + zT
i2ϖi(1 − λi)τi(t)

+
ρW

i1 +2lιi1
2 ∥W∗

i1∥
2 − (ρW

i1 −2lιi1)
2 ∥W̃i1∥

2
+ zT

i2Fi2

+γ∥κiN (ξi) + I∥∥
.
ξ i∥+ zT

i1εi1 + zT
i2ςi +

2
ιi1
∥zi1∥2

+zT
i2Mici − zT

i2Mivd
i,r + qT

i ai0RT(ψi)pθ
0dwk

+ 1
γW

i2
tr(W̃T

i2Γ−1
Wi2

.
Ŵi2) +

1
γ

ς
i
tr(ς̃T

i Γ−1
ςi

.
ς̂i)

(41)

The control signal, the NN adaptive law, and the robust adaptive law at the kinetic
level are proposed as follows:

τi(t) =
ϖ−1

i
(1 − λi)

(−Ki2zi2
βi2

− Mici + Mivd
i,r − ŴT

i2 φi2 − Tanh(zi2)ς̂i) (42)

.
Ŵi2 = ΓWi2(−ρW

i2 Ŵi2 + γW
i2 φi2zT

i2) (43)
.
ς̂i = Γςi(−ρ

ς
i2ς̂i + γ

ς
i Tanh(zi2)zi2) (44)

where τi(t) = [τiu, τir]
T is a design parameter. Ki2 = diag{ki21; ki22} ∈ R2×2 with

ki21,2 > 0 represents a constant, and βi2 =
√
∥zi2∥2 +△2

i2 with △i2 > 0 is a constant,

and Tanh(zi2) = diag{tanh( zi2,u
ϑi

), tanh( zi2,r
ϑi

)
}

, ρ
ς
i > 0 , ρW

i2 > 0.
Substituting (42) and (43) into (41), one has:

.
Vi2 ≤ −zT

i1
Ki1qi

βi
+ zT

i1κiG(zi2 + li1) + zT
i1εi1 − zT

i2Ki2zi2 + zT
i,2εi2

+0.2785ϑiϖiς
∗
i + qT

i

N
∑

j=1
aijRT(ψi)pθ

0dwk +
ρW

i1 +2lιi1
2 ∥W∗

i1∥
2

+ 2
ιi1
∥zi1∥2 − (ρW

i1 −2lιi1)
2 ∥W̃i1∥

2
+ γ∥κiN (ξi) + I∥∥

.
ξ i∥

−ρW
i2 tr(W̃T

i2Ŵi2)− ρ
ς
i tr(ς̃T

i ς̂i)

(45)

4. Stability Analysis

Theorem 1. Considering the closed-loop system consisting of the multi-USVs subject to input
quantization, output dead zone, and velocity constraints, preceded by the TD in (41), the distributed
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guidance law in (32), the control signal in (42), the adaptive law (43), and the potential functions in
(1), (3), and (5), under Assumptions 1–3, then the error signals are UUB and all the closed-loop
signals of USVs are bounded, and the distributed path maneuvering can be achieved in a finite time
when USVs are outside/inside the collision avoidance and connectivity preservation region.

Proof. Construct a Lyapunov function candidate V for i = 1, . . . , M as:

V = 1
2

M
∑

i=1

(
Vi2 + di

M
∑

j=1

(
Jc
ij(pij) + Jm

ij (pij)
)

+di
N0
∑

k=1
Jo
ik(pik)

)
+

w2
k

2λλ′

whose derivative along systems (2), (4), (6), (36), and (40) is:

.
V ≤

M
∑

i=1
(−zT

i1K′
i1qi + zT

i1κiGzi2 + zT
i1κiGli1 − zT

i2K′
i2zi2 + zT

i1εi1

+0.2785ϑiϖiς
∗
i −

(ρW
i1 −2lιi1)

2 ∥W̃i1∥
2
+

ρW
i1 +2lιi1

2 ∥W∗
i1∥

2

+qT
i

M
∑

j=1
aijRT(ψi)pθ

0dwk − ρW
i2 tr(W̃T

i2Ŵi2)− ρ
ς
i tr(ς̃T

i ς̂i)

+ 2
ιi1
∥zi1∥2 + zT

i2εi2 + di
M
∑

i=1

(
∂Jc

ij
∂pi

+
∂Jo

ik
∂pi

)
+ di

N0
∑

k=1

∂Jm
ij (pij)

∂pi

+γ∥κiN (ξi) + I∥∥
.
ξ i∥
)
+ wk

.
wk

λλ′

where K′
i1 = Ki1

βi1
, K′

i2 = Ki2
βi2

. Then, one has:

.
V ≤

N
∑

i=1
(− 1

2 (λimin(K′
i1)−

7
2ιi1

)∥zi1∥2

−(λimin(K′
i2)−

1
2ιi1

)∥zi2∥2 +
ρW

i1 +2lιi1
2 ∥W∗

i1∥
2

− (ρW
i1 −2lιi1)

2 ∥W̃i1∥
2 − ρW

i2
2 ∥W̃i2∥

2
+

ρW
i2
2 ∥W∗

i2∥
2

+0.2785ϑiϖiς
∗
i + γ∥κiN (ξi) + I∥∥

.
ξ i∥ −

ρ
ς
i

2 ∥ς̃i∥2

+
ρ

ς
i

2 ϖ2
iς
∗2
i + 1

2 (λimin(K′
i1) +

1
ιi1
)∥zi f ∥2 + ιi1

2 ∥κiGi∥2l∗2
i1

+
d2

i ιi1
2 + ιi1

2 ∥εi1∥2 + ιi1
2 ∥εi2∥2)− w2

k
λ′

(46)

When collision avoidance, obstacle avoidance, and connectivity preservation are not
performed, one has zi f = 0. □

Set D = min
1≤i≤N

{
(λimin(K′

i1)−
7

2ιi1
), 2(λimin(K′

i2)−
1

2ιi1
), ρW

i1 − lιi1, ρW
i2 , 2

λ′

}
and

E = ιi1
2 ∥κiG∥2l∗2

i1 +
d2

i ιi1
2 +

ρW
i1 +lιi1

2 ∥W∗
i1∥

2 + 0.2785ϑiϖiς
∗
i +

ρW
i2
2 ∥W∗

i2∥
2

+
ρ

ς
i

2 ϖ2
iς
∗2
i + 1

2 (λimin(K′
i1) +

1
ιi1
)∥zi f ∥2 + ιi1

2 ∥εi1∥2 + ιi1
2 ∥εi2∥2

Thus, (45) becomes:

.
V ≤ −DV + E +

M

∑
i=1

γ∥κiN (ξi) + I∥∥
.
ξ i∥ (47)

According to the work of [27,51], the definition of V(t) and (46) indicate that the error
signals are UUB in the sense that the overall closed-loop system is stable.
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Further, one can confirm that all signals are bounded. Then, one has:

∥zi1∥2

2 ≤ V ≤ e−Dt(V(0)− E
D ) + E

D

+
M
∑

i=1

∫ t
0 γ∥κiN (ξi) + I∥∥

.
ξ i∥eDtdψ

(48)

Invoking Lemma 1, V(t), ξi(t) and ∑M
i=1 ∥κiN (ξi) + I∥

.
ξ i are bounded on [0, t f ). More-

over, we have: ∫ t
0 γ∥κiN (ξi) + I∥∥

.
ξ i∥e−D(t−ψ)dψ

≤
∫ t

0 γ∥κiN (ξi) + I∥∥
.
ξ i∥dψ

(49)

Based on [33], one can confirm that the term
∫ t

0 γ∥κiN (ξi) + I∥∥
.
ξ i∥e−D(t−ψ)dψ is

bounded on [0, t f ). Let:

∆ = max
t∈[0,t f )

∣∣∣∣∫ t

0
γ∥κiN (ξi) + I∥∥

.
ξ i∥e−D(t−ψ)dψ

∣∣∣∣
Then, one has:

∥zi1∥2

2
≤ V ≤ e−Dt(V(0) +

E
D
(1 − e−Dt) +

M

∑
i=1

γ∆)

where zi1 = [z11, . . . , zN1].
According to the work of [52], it is clear that all signals in the USV are bounded.

Specifically, it follows from (46) that the error signals zi1, zi2, and W̃i2 are UUB. Using
Equations (14) and (27), one can confirm that the USV output ηi is bounded. Subsequently,
the boundedness of zi1 ensures the boundedness of the virtual control αi in (32), and
guarantees the boundedness of vir in (37), which yields the bounded state vi via the
corresponding error (28). Similarly, the boundedness of Ŵi2 can be guaranteed by the
boundedness of W̃i2. Thus, we can confirm that the controller τi is also bounded, and then
all the signals in USV are bounded. The proof is completed.

Remark 6. As shown in the references [53,54], the use of the non-quadratic Lyapunov function leads
to the improved convergence rate of the system error signal to zero. This property is particularly
important in ensuring tracking performance.

5. Simulation Result

This section considers five USVs to verify the effectiveness of the designed distributed
cooperative time-varying formation maneuvering control strategy. Taking the Cybership II
ship model of the Norwegian University of Science and Technology as the USV, the relevant
model parameters can be found in [4].

The communication topology of the USVs is shown in Figure 1.
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We consider a reference trajectory with an inverted L-shape. Additionally, the forma-
tion manoeuvres along the inverted L-shaped path are accompanied by four formation
pattern transformations, namely as follows:

(i) a sinusoidal time-varying structure formation pattern;
(ii) a fixed-distance horizontal formation pattern;
(iii) a turn in the formation manoeuvre;
(iv) an extended manoeuvre in the horizontal formation distance.
The reference trajectory is generated by a parameterized path, which is described as:{

η0d(θ(t)) = [0.15θ + 2, 0.15θ + 2, arctan1], t ≤ 500
η0d(θ(t)) = [0.15θ + 2, 61, 0], else

The desired formation pattern is set as η1d = [0, 0, 0]T , η2d = [−ϱ, ϱ, 0]T ,
η3d = [ϱ, −ϱ, 0]T , η4d = [−2ϱ, 2ϱ, 0]T , η5d = [2ϱ, −2ϱ, 0]T , where:

ϱ = 3.5 − cos(0.03t + 1), t < 400
ϱ = 2.5, 400 ≤ t ≤ 800
ϱ = 2.8, else

The external disturbances are set to τiwv = 0.01 sin(0.1t), τiwr = 0.1 sin(0.9t) cos(0.4t)
and τiwu = 0.245 sin(0.5t) sin(0.4t) + 0.196 sin(0.3t) cos(0.4t).

The initial position and yaw angle of USVs are chosen as: η1 = [3.8, 4.8, π
3 ]

T , η2 =

[3.9, 5, π
3 ]

T , η3 = [4, 0, 0]T , η4 = [−4, 5, π
5 ]

T , η5 = [6, −5, π
2 ]

T . Other variables not
given have an initial value of 0.

The USV model utilized in this simulation is identical to that of [24]. Thus, the same
inertia matrix and model uncertainty parameters were adopted, which are not repeated
here. Please see [24] for details.

To achieve the desired control objectives, the controller parameters Ki1 = diag{0.02, 0.02},
Ki2 = diag{8, 6}, △i1 = △i2 = 2, δi0 = 0.2, the path update-related parameters
λ′ = 10, λ = 10, the NN adaptive law parameters ΓWi = 15, γW

i = 1, ρW
i = 50, and

the robust adaptive law parameters Γςi = 20, γ
ς
i = 1, ρ

ς
i = 10, ϑi = 2 are selected via

parameter tuning.
Based on the parameter settings for TD in [24], the same parameter is chosen in this

paper for the simulations χTD,i = 10.
The relevant parameters for the sensor dead zone are the same as for [33], and the

slope and width of the dead zone are kxi = kyi = 1, bxi = byi = 0.35, respectively.
According to the requirements for setting the quantization parameters in [46], which

is χik = [(1 − λik)/(1 + λik)], τminik > 0 and 0 < λik < 1, we set the quantization density
and quantization dead zone range to τminiu = τminir = 0.2 and λiu = λir = 2/3 implying
χik = 0.5.

Considering the constraint problem of velocity ui, a predefined symmetric constraint
boundary is set as Ci1 = Ci2 = 0.8e−0.04t + 0.2 and the constant ↕ = 2.

We have taken into account four distinct scenarios involving obstacle avoidance
requirements:

(i) when an obstacle is present between two USVs during formation manoeuvring (as
indicated by dashed box c in Figure 2);

(ii) when a formation needs to pass through a narrow path formed by two obstacles
(as indicated by dashed box d in Figure 2);

(iii) when an obstacle is present on a parameterized path (as indicated by dashed box
e in Figure 2);

(iv) when there is a dynamic obstacle (as indicated by dashed box e in Figure 2).
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The four static obstacles with radii of 0.8, 1.5, and 3 are [20, 8]T , [34, 56]T , [56, 34]T and
[80, 62]T . The initial position of a dynamic obstacle with a radius of 0.8 is [124, 47]T moving
in the direction of the point [116, 52]T .

A USV is equipped with sensors that are used to sense the distance information to other
USVs and obstacles, perform collision avoidance between USVs, and obstacle avoidance
between USVs and obstacles. Therefore, the sensing range for collision avoidance between
USVs is set to ∥pij∥ ∈ [3, 4] (i.e., the values of the potential functions are selected as
lc = 3 and lc = 4) with a maximum value of 4. The sensing ranges for different obstacles
are ∥pi,k∥ ∈ [1.5, 3] (for k = 1), ∥pi,k∥ ∈ [7, 10] (for k = 2, 3) and ∥pi,k∥ ∈ [0.8, 1.5] (for
k = 4, 5), (i.e., the values of the potential functions are selected lo = 0.8, 1.5 or 7and lo =
1.5, 3 or 10) with the maximum values of 1.5, 3, and 10, respectively. When ∥pij∥ and ∥pik∥
exceed the maximum range, it means that the collision avoidance and obstacle avoidance
operations are not performed.

The ability to communicate between neighboring USVs is considered a connectivity
preservation problem, and the connectivity preservation range is set to ∥pi,j∥ ∈ [5.5, 7]
(i.e., the values of the potential functions are selected as lm = 5.5 and lm = 7) with the
maximum value of 7, outside of which means that the communication is broken.

Remark 7. In this paper, USVs and obstacles as considered to be a simplified circle; we have chosen
this simplification to facilitate the control design. Since the parameters in the potential function
for collision avoidance and obstacle avoidance depend on the position center of the obstacle and the
USV, as well as the decision radius for collision avoidance and obstacle avoidance. That is, the safety
distance in any direction will not be less than the radius of the circle, resulting in a circle with
the center coordinates as the origin and the decision distance as the radius, so this simplification
is reasonable.

The hidden layer of the RBFNN has nine nodes, and the width of the Gaussian function
width ri = 2, and the center ϵi is set to zero.

Figures 2–12 display the simulation results. Figure 2 depicts that the control scheme
designed realizes a time-varying formation pattern consisting of five vehicles guided by a
virtual leader providing a parameterized path. Among them, it can be observed that the
proposed control scheme can effectively avoid collisions between vehicles and between
obstacles. Meanwhile, it can be seen in the dashed boxes a and b in Figure 5 that the motion
positions of USV2, USV4, and USV5 in the X or Y direction during the initial formation of
the formation do not change with the control signal and are equal to 0 (i.e., exhibiting a
dead zone effect). Since the Nussbaum function effectively compensates for the adverse
factor caused by the dead zone in the control design process, it enables achieving the
desired formation pattern despite the dead zone effect for multi-USV formations. As seen
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in the dashed box c, USV3 and USV5 effectively avoided obstacles during the time-varying
formation pattern. The formation motion trajectory of USV3 could move away from the
obstacle, resulting in only a minor deviation from its motion trajectory. As can be seen from
the dashed box d, although the dashed trajectory of USV4 and USV5 does not result in a
collision with the obstacle, it exceeds the predetermined safe distance between the USVs
and the obstacle, thus requiring an obstacle avoidance operation. Unlike in the case of a
single obstacle, when two obstacles create a narrow path, the USV formation can effectively
cross them. As can be seen in dashed box e, USV1 and USV2 can effectively avoid obstacles
when they are present on the parametrized path and do not affect USV1’s tracking of
the parametrized path. As can be seen from the dashed box f, unlike the static obstacles
considered in the three cases above, not only is USV5 able to avoid dynamic obstacles, but
USV3 is able to avoid collisions with USV5 during obstacle avoidance. Figure 3 shows five
USVs forming a formation pattern while avoiding collisions and obstacles. Initially, five
USVs suffered from a dead zone effect during formation, and then they started forming
a predefined formation pattern (i.e., time-varying formation). Then, the USVs reach an
environment that contains obstacles with different sizes and positions. The USVs avoid all
of the obstacles completely, and finally by passing the obstacles (including dynamic and
static obstacles), they form the predefined formation pattern again. The control signals τu1,
τr1 and quantized signals Q(τu1) and Q(τr1) are depicted in Figures 4 and 5. It is obvious
that the designed control strategy ensures the smoothness and boundedness of the system
input. As can be seen from the comparison in Figure 6, there are still control requirements
that can be achieved with the accuracy of the quantized signal compared to the control
signal. The surge velocities and angular rates of USVs are shown in Figures 7–9. Figure 7a
shows the surge velocity curves under constrained and obstacle avoidance conditions. It
can be seen that the surge velocity ui is well constrained within the predefined constraints.
In Figure 7b, the velocity constraint is ignored. It can be seen that during part of the
avoidance operation, the surge velocities exceed the constraint boundaries in Figure 7a. As
can be seen from the comparison of Figures 7b and 8, Figure 7b shows the unconstrained
velocity curves. Based on the results of the prescribed performance technique in Figure 8,
there is still a constraint on the velocity even though a sufficiently large constraint boundary
is selected. Therefore, it can be shown that the velocity constraint method considered in
this paper is able to satisfy both needs with/without velocity constraints. Figure 9 shows
the angular rates of USVs, where the large angular rates occur during collision avoidance
and formation switching, and then are stabilized. Figure 10 depicts the bounded formation
pattern errors of the USVs. It can be seen that larger errors arise as the USV avoids collisions
with obstacles and performs formation pattern switching. Subsequently, as the formation
pattern errors tend to stabilize, it is able to converge to a small neighborhood around zero.
Figure 11 gives the auxiliary Nussbaum parameter ξ

p
i and the corresponding Nussbaum

gain N (ξ
p
i ). It can be seen that the Nussbaum function provides a bounded control gain,

which effectively solves the problem of unknown gain parameters arising from the output
dead zone. Figure 12 shows the approximation of RBFNN to uncertainty, and it shows that
the uncertainties are effectively approximated.
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Remark 8. Note that as collision avoidance and connectivity preservation between USVs are
essential in achieving the formation control objectives, we have not ignored collision avoidance and
connectivity maintenance, but have compared them only under the no obstacles condition.

Remark 9. To simulate the effect of dead zones in simulations, a dead zone model is constructed
based on parameters kxi, kyi, bxi and byi. It should be noted that unknown gain kxi and kyi, and
parameters bxi and byi are not used directly in the control process and controller design.

Remark 10. To adjust these design parameters in the simulation process, the control variable method
and trial and error method are usually used, in the order of system parameters > controller parameters
> performance parameters > analysis parameters, and according to the trajectory evolution of the
tracking error and its maximum/minimum value in the MATLAB 2022a workspace, the feasible
range of the design parameters is determined. Finally, appropriate parameters are determined so as
to achieve satisfactory control performance.

6. Conclusions

In this article, the distributed cooperative time-varying formation maneuvering control
issue has been studied for a fleet of USVs with actuator quantization and the sensor dead
zone. A parameterized path has been utilized to achieve the desired formation. To save
the restricted communication bandwidth, hysteretic quantization has been utilized. The
universal constrained function has been introduced to limit the velocity. By employing
RBFNNs in the proposed scheme, the technical difficulty of the unknown nonlinear term
has been resolved. Furthermore, a Nussbaum-type function has been introduced to solve
the unknown gain issue of the output dead zone. Finally, the simulation results have been
presented to demonstrate the validity of the theoretical results.

In the future, we will explore more precise ways to represent the shapes of USVs and
obstacles, such as rectangles and triangles. Also, the chattering rejection problem in the
control design will be considered, and its impact on the practical application of USVs. In
addition, we will explore the application of non-quadratic Lyapunov functions in future
work and refer to [53,54] for more in-depth analysis. This will help us to further improve
the performance of the system and extend the applicability of the control scheme.
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Nomenclature

Symbol Description Symbol Description
USV model (i = 1, . . . , N)

xi x-axis coordinate pi [xi, yi]
T

yi y-axis coordinate Dz(pi) output of dead zone
ψi yaw angle fiu fiv fir Uncertainties including

Coriolis, centripetal,
damping force

ui surge velocity
vi sway velocity
ri yaw rate miu miv mir mass and

moment of
inertia

Ri(ψi) rotate matrix
τiu control inputs
τir τiwu τiwv τiwr environmental

disturbancesQ(τiu) quantified
control inputsQ(τir)

Virtual leader
θ path variable x0d(θ) x-axis coordinate
p0d(θ) parameterized path y0d(θ) y-axis coordinate
Potential function
lc smallest safe radius

and collision
avoidance detection
range

Jc
ij(pij) collision avoidance

potential function

lc
lo smallest detection

radius and obstacle
avoidance detection
range

Jo
ij(pij) obstacle avoidance

potential function

lo
lm maximal and

minimal of
connectivity range

Jm
ij (pij) connectivity

preservation
potential function

lm
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