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Abstract: With the rapid development of the shipping industry, the number of ships is continuously
increasing, and maritime accidents happen frequently. In recent years, computer vision and drone
flight control technology have continuously developed, making drones widely used in related fields
such as maritime target detection. Compared to the cameras fixed on ships, a greater flexibility and
a wider field of view is provided by cameras equipped on drones. However, there are still some
challenges in high-altitude detection with drones. Firstly, from a top-down view, the shapes of ships
are very different from ordinary views. Secondly, it is difficult to achieve faster detection speeds
because of limited computing resources. To solve these problems, we propose YOLOv7-DyGSConv, a
deep learning-based model for detecting ships in real-time videos captured by drones. The model
is built on YOLOv7 with an attention mechanism, which enhances the ability to capture targets.
Furthermore, the Conv in the Neck of the YOLOv7 model is replaced with the GSConv, which reduces
the complexity of the model and improves the detection speed and detection accuracy. In addition, to
compensate for the scarcity of ship datasets in top-down views, a ship detection dataset containing
2842 images taken by drones or with a top-down view is constructed in the research. We conducted
experiments on our dataset, and the results showed that the proposed model reduced the parameters
by 16.2%, the detection accuracy increased by 3.4%, and the detection speed increased by 13.3%
compared with YOLOv7.

Keywords: ship detection; drones; YOLOv7; object detection; deep learning

1. Introduction

With the rapid development of the shipping industry, an increasing number of ships
are being produced and put into operation, leading to the frequent occurrence of maritime
accidents. Ship accidents not only threaten the safety of people but also bring huge
economic losses. It is understood that the majority of ship accidents are ship collisions [1],
so real-time detecting of other vessels around the ship is very important. However, there are
many problems in using cameras fixed on ships for ship detection. Ship detection becomes
difficult because of the shading between ships, and the entire navigational environment of
a ship cannot be accurately obtained by the cameras fixed on the ship. Therefore, a broader
view is urgently needed for ship detection.

In recent years, computer vision and drone flight control technology have continu-
ously developed, making drones widely used in related fields such as maritime target
detection. This method can not only detect other vessels around the ship in real time
but also patrol the navigation route and assist in berthing and unberthing. Compared
to cameras fixed on ships, a greater flexibility and a wider field of view are provided by
drones with cameras. In the process of unmanned aerial vehicles accompanying intelligent
ship navigation, the reduction in computational burden will directly significantly reduce
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the energy consumption of the calculation process, which is crucial for current application
scenarios. Therefore, how to improve detection accuracy while considering computational
burden and through comprehensive consideration of the relationship between the two,
while ensuring a certain level of accuracy to improve computational efficiency and reduce
device power consumption is the key problem to be solved in this article.

There is a difference in angle between the drone camera and the camera on the ship.
The shooting angle of the drone is a top-down view. From this view, the shape of the ship is
very different from the ordinary perspective, and other floating objects at sea can be easily
detected as ships. Moreover, the ships in the drone’s videos will take on different sizes and
shapes as the drone flies at different altitudes and the ship moves. In addition to the above
situations, the speed of real-time detection is also affected by the complexity of the model.
The computing power for real-time detecting is limited, and if the model is complex, the
detection speed will be greatly reduced. Therefore, a lightweight ship detection model that
is fast and accurate is needed.

With the rapid development of deep learning technology, YOLO series are widely
applied to target detection. In this research, an improved YOLOv7 [2] model is proposed,
which is called YOLOv7-DyGSConv. The proposed model provides higher detection
accuracy, faster speed, and is more lightweight than the traditional YOLOv7, which makes
it an ideal model for ship detection in real-time drone-captured videos. The structure
of this model is shown in Figure 1. The DyHead attention mechanism [3] is added to
the original model to enhance the network’s ability to capture targets. Then, GSConv [4]
is used to replace the Conv in the Neck part, which can reduce the complexity of the
model and maintain the detection speed and accuracy of the mode. In addition, a ship
detection dataset containing 2842 images captured by drones or similar drone views
is constructed. Experiments are conducted on our dataset, and the results show that
compared with YOLOv7, the proposed model reduces the parameters of the proposed
model by 16.2%, the detection accuracy is increased by 3.4%, and the detection speed is
increased by 13.3%. Self built data were hosted in Gitee, and the warehouse link is as
follows: https://gitee.com/piky-00/yolov7-dygsconv.git (accessed on 12 May 2024).
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Before deep learning was widely applied, feature detection, a more traditional machine
vision method, is mainly utilized in target detection, such as the Sobel operator, the Canny
operator, and other edge detection algorithms. Considering the high complexity of the
above algorithms and the poor robustness of the designed feature extractor, they have good
performance across specific scenarios. But the target detection tasks and requirements in
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complex scenarios cannot be met with these approaches [5]. Arshad et al. [6] performed
ship detection based on the Sobel edge detection operator and morphological operations,
but this algorithm cannot be used in scenes where the background changes in real time.
Schwegmann et al. [7] used Haar-Like feature extraction to extract ship features and output
ship detection through adaptive cascade AdaBoost classifier training. Guanyu Chen [8] for
obstacle detection in complex backgrounds, through the improved GrabCu algorithm that
enhances the details of the segmented image to segment the target and the background,
then uses HOG features for feature extraction of obstacles, and finally use SVMs to identify
and classify the obstacles. The detection rate of this method is improved over the previous
algorithm, but it still fails to detect objects with occlusions. Kun Yang et al. [9] used the
Gaussian modeling algorithm to obtain the video background in a static environment and
employed the differential mean method to realize motion target detection and obstacle
tracking. This method can eliminate the dynamic noise formed by camera shake and leaves
moving with the wind in static environments, but it is not suitable for complex dynamic
environments.

Since the information in images cannot be completely extracted by the feature extrac-
tion methods in traditional image processing, and the robustness of the traditional methods
is not strong, coupled with the development of deep learning, deep learning models are
gradually applied to target detection. Compared with traditional feature extraction, the
features of the target image extracted by the deep learning model constructed by neural
networks are characterized by deep feature abstraction and strong feature capability ex-
pression [10]. Convolutional neural network models are more mainstream in deep learning
models due to their good feature extraction and generalization capabilities [11]. Convo-
lutional neural networks [12] were originally proposed in 1962 by Hubel et al. in a study
on the cat visual cortex, which is a type of feed-forward neural network. In 2014, Ross
Girshick et al. [13] applied a convolutional neural network to target detection and proposed
the famous region-based target detection algorithm R-CNN. The feature extraction layer
and feature mapping layer are generally included in convolutional neural networks, and
the secondary feature extraction structure of local feature extraction is used behind the
convolutional layer. When an image is input into a convolutional neural network, the
network can compute directly on the image, which greatly improves the algorithm’s per-
formance [14]. From an overall point of view, compared with traditional algorithms, both
detection accuracy and detection speed are surpassed by object detection algorithms based
on convolutional neural networks.

In recent years, widely used target detections algorithms based on convolutional
neural networks have been mainly categorized as One-stage and Two-stage [15]. Two-stage
algorithms are based on the basic idea of region detection, first extracting the feature
information of the candidate box and then classifying and performing positional regression
on candidate frames, such as R-CNN [13] and Faster R-CNN [16]. The One-stage algorithm
is based on the idea of regression to retrieve the confidence level and position coordinates
of the category of the detection target, such as SSD [17], YOLOv1 [18], YOLOv2 [19], and
YOLOv3 [20]. Therefore, the One-stage algorithm has a more concise structure and faster
detection speed compared with the Two-stage algorithm [21].

Many scholars have widely applied convolutional neural networks to water surface
target detection. In order to overcome the problem that existing ship target detection
models often missed detection in complex marine environments, Jiang et al. [22] inserted the
improved CA-M in the backbone of the YOLOv7-Tiny model, embedded ODconv into the
ELAN, and introduced content-aware feature reorganization (CARAFE) and SIoU into the
model. Chen et al. [23] proposed the CSD-YOLO model to perform multi-scale ship object
detection operations in SAR images of complex scenes. In addition, El-Gayar et al. [24]
addressed the limitations of existing comparative tools and delivered a generalized criterion
to determine beforehand the level of efficiency expected from a matching algorithm given
the type of images evaluated, which provide inspiration for our research. Zhang et al. [25]
proposed an R-CNN method for detecting ships from high-resolution remotely sensed
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images in response to the poor performance of traditional SAR image-based ship detection
methods in detecting small and aggregated ships. Aiming at the problem that water surface
images have large highlight areas caused by reflections, which leads to failure of obstacle
detection, Haodong Xu [26] proposed a simple method for segmenting water surface
areas and non-water surface areas and derived a formula for calculating the specular
reflection component in the highlight pixel points, which removes specular reflections
from the water surface images and then detects water surface obstacles using a semantic
segmentation-based method. Huang et al. [27] proposed a new Ship-YOLOv3 method by
changing the network structure of YOLOv3 and reducing some convolution operations.
Through different comparative experiments, the detection time of this algorithm is reduced
by 6.06 ms, the ship detection precision is improved by 12.5%, and the recall rate is
improved by 11.5%. Tianwei Feng [28] presented a binocular vision-based method for
detecting and localizing water shorelines and water surface obstacles by surface unmanned
boats. This method first extracts the water shoreline through a morphology-based water
shoreline detection method and removes land areas beyond the water shoreline to reduce
interference and narrow the search range. Then, the obstacles are roughly estimated by
FT saliency detection, and the feasibility of the obstacles is improved by an ORB-based
feature matching strategy, and the obstacles with high confidence are labeled. Finally,
binocular stereovision is used to localize the shoreline and water surface obstacles. Based
on deep learning, Jun Li [29] tested multiple combinations of optimization algorithms
for situations such as leakage and misdetection, which often occur in ship detection, and
finally concluded that the combination algorithm based on YOLOv3, which introduces
the Mixup data enhancement method, Attention Module, Residual Connection, CIOU
Loss Function, and Bottom-Up Path Enhancement Algorithm, has the best performance
effect. For target ship tracking, the accuracy of ship tracking is improved by improving the
DeepSort method. Mengyao Gao [30] proposed the YOLOv3 algorithm that improves the
DarkNet-53 network structure by borrowing the idea of dense networks and the YOLOv4
algorithm that improves the DSPDarNet53 network based on deep learning for small
and dense targets in ships. The experimental results show that the improved YOLOv3
algorithm has a slower detection speed, which affects the detection performance of the
model, while the improved YOLOv4 algorithm has a better detection performance. JingYa
Duan [31] researched the algorithm to improve the precision of ship target detection and
fine classification of ships based on deep learning, and improved DCGAN to make the
ship images generated by the algorithm clearer and more realistic, which can improve the
accuracy of ship recognition. The dark channel a priori algorithm is also improved to de-fog
ship images to improve the recall rate of ship detection. The improved YOLOv2 algorithm
for target detection is more robust to complex background interference, ship target multi-
scale, and other factors. Finally, the fine classification of ships is realized based on the
attention mechanism and cascade classification network. Aiming at the problems of poor
robustness, low detection accuracy, and time-consuming traditional ship target detection
algorithms on complex inland waterways, ShiRu Sun [32] designed the AE-YOLOv3 ship
target detector based on feature attention and feature fusion enhancement technology and
used the improved DeepSort tracking algorithm as the ship tracking module. Guowen He
built a ship panoramic image system based on machine vision and combined YOLOv4,
Deepsort, and other algorithms to realize ship detection, ranging, and tracking to assist
ship navigation [33].

Almost all of the above research is based on the camera on the ship, combined with
the improved algorithm for ship detection. The research in this paper improves not only
the algorithm but also the experimental tool, which uses the high-altitude perspective for
ship detection with drones.

2. Proposed Network

There is a difference in angle between the drone camera and the camera on the ship.
The shooting angle of the drone is a top-down view. From this view, the shape of the ship is
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very different from the ordinary perspective, and other floating objects at sea can be easily
detected as ships, which leads to the accuracy of ship detection not being high. Therefore,
how to improve the performance of YOLOv7 target detection has become a key issue in
ship detection in images taken by drones. It is worth noticing that the size of different types
of ships varies greatly, and the ships in the drone’s videos will take on different sizes and
shapes as the drone flies at different altitudes and the ship moves. In addition, computing
power affects the real-time detection effect, which can be solved by making the model
lightweight. The above problems undoubtedly make ship detection in drone videos more
difficult, so a fast and accurate lightweight detection algorithm is needed.

In this study, we proposed our YOLOv7-DyGSConv model to improve the accuracy
and efficiency of YOLOv7 in ship detection and making the model lightweight for real-time
detection. DyHead and GSConv are added to YOLOv7, whose network structure consists
of four parts: the Input, the Backbone, the Neck, and the Head.

2.1. DyHead Block

The complexity of combining localization and classification in target detection has
led to a boom in methods, with various works attempting to improve the performance
of the target detection head, at which point DyHead was proposed. Differences in the
scale size of the ship and changes in the shape and position of the ship as it moves in
the drone perspective can be compensated by DyHead’s scale awareness and spatial
awareness. In this work, DyHead was added to the head of the YOLOv7 model, enhancing
the model’s ability to capture targets. The schematic diagram of DyHead is shown in
Figure 2. Three different attention mechanisms were included in the above model, with
rule awareness, spatial awareness, and task awareness all added simultaneously to various
attention mechanisms, and the focus of each attention mechanism is different.
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corresponding to the image in different dimensions of the feature).

The feature pyramid was rescaled, and its main process can be represented as a three-
dimensional vector, F ∈ RL×H×W×C. The number of pyramid layers in the above vector
can be represented as “L”, “H”, “W”, and “C”, which represent height, width, and the
number of channels of feature, respectively. The reshaping tensor, S = H × W, has been
redefined by us as a three-dimensional tensor, F ∈ RL×S×C. For the feature tensor, the
general formula for self-attention is as follows:

W(F) = π(F)·F (1)

where π(.) is an attention function. This function is implemented by a fully connected layer,
and coupled with the high dimensionality of the tensor, it is computationally prohibitive
to learn the attention function in all dimensions. Unlike the previous situation, attention
mechanisms are transformed into three different attention mechanisms using different
methods. These three attention mechanisms are continuous, and only one angle is focused
on in each attention mechanism:

W(F) = πC(πS(πL(F)× F)× F)× F (2)
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where πC, πS, and πL are three different attention functions applying to dimensions “L”,
“S”, and “C”, respectively. The formulas for scale-aware attention πC(), spatial-aware
attention πS(), and task-aware attention πL() are shown below:

πL(F)× F = σ( f (
1

SC ∑
S,C

F))× F (3)

where f (.) is a linear function of an approximate 1 × 1 convolutional layer, and σ(x) is a
sigmoid function with the expression σ(x) = max(0, min(1, x+1

2 )).

πS(F)× F =
1
L

L

∑
l=1

K

∑
k=1

ωl,k × F(l; pk + ∆pk; c)× ∆mk (4)

In the above equation, K is set as the number of sparse samples; ∆pk is the self-learned
spatial offset; pk + ∆pk is the offset position of ∆pk from a discriminant region and ∆mk is a
self-learned importance scalar.

πC(F)× F = max(α1(F)× FC + β1(F), α2(F)× FC + β2(F)) (5)

where FC is the feature slice at the c-th channel; [α1, α2, β1, β2]
T
= θ(.) is a hyperfunction

that learns to control the activation thresholds, which first conducts a global average
pooling on L × S dimensions to reduce the dimensionality, then applies two fully connected
layers and a normalization layer, and finally uses a sigmoid function to normalize the
output.

Since the above three attention mechanisms are sequential, they can be nested in
multiple layers, allowing multiple πC(), πS(), and πL() to be effectively stacked on top of
each other. The structure of the DyHead module is detailed in Figure 3.
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2.2. GSConv Block

YOLOv7 uses a faster convolutional speed and a smaller model compared to YOLOv5,
which can achieve higher detection speeds with the same computational resources, so we
conducted a series of studies based on YOLOv7. However, it was found in the experiments
that the limited computing power of the experimental equipment, coupled with the huge
amount of data in the real-time video of the drone, means that YOLOv7 is still not able to
meet the detection requirements. Therefore, in this work, YOLOv7 needs to be improved to
be lighter to reduce computational costs.

GSConv is a lightweight convolution that reduces the complexity of the model and
maintains accuracy. Some lightweight models have used DWConv (Depth Separable
Convolution), which can be lightweight by reducing the parameters and floating point
operations. In the calculation process, the channel information of the input image is often
used separately. The difference between DWConv and SD (Standard Convolution) is shown
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in Figure 4. GSConv is a hybrid convolution that combines DWConv with SD. GSConv first
performs a down-sampling of an ordinary convolution, then uses DWConv to infiltrate
the information generated by the ordinary convolution into each part of the information
generated by DWConv, and finally performs a shuffle operation. This operation greatly
reduces the negative impacts of DWConv’s defects on the model and effectively utilizes the
advantages of DWConv to achieve lightweight models. The structure of GSConv is shown
in Figure 5.
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The cross-stage partial network module VoV-GSCSP is a network module based on the
GSConv, which combines enhanced CNN learning capability generalized methods such as
DenNet, VoVNet, and CSPNet. The structure of VoV-GSCSP is shown in Figure 6. Flexibly
applying this module to the YOLOv7 neck allows us to piece the thin neck structure like
building blocks, which can make the model more lightweight and improve the detection
accuracy and detection speed.
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3. Experiment
3.1. Experimental Environment and Dataset

The drone that took pictures at high altitude in our study is the DJI M30. As shown in
Figure 7, this drone has a solid structure, a strong power system, and is equipped with some
cameras, such as the flight camera and gimbal, to provide stable experimental conditions.
The experiment was set up in the sea area near Yinhai Port in Nanqu District, Qingdao,
Shandong, China. The drone’s altitude was basically maintained between 60 m and 120 m,
and the specific altitude was determined by the drone operator according to the actual
situation. At the same time, the drone’s automatic following function was used to follow
the ship’s movement, and it sailed at an economic speed of 8 knots. All computers used in
the experiment were installed with the Windows 10 system, and a deep learning framework
was constructed using the NVIDIA GeForce RTX 3050 GPU. The experiment was conducted
using PyTorch tool software. The Python version was 3.7, and the Torch versions were 3.7
and 1.11.0. Only one GPU was used for training and inference. The specific configuration
is shown in Table 1. Due to the special angle of the drones overlooking the ship, it is almost
impossible to find an existing publicly available ship detection dataset that satisfies the
training requirements; therefore, in this work, we collected 2842 images captured by drones
or similar drone views and used these images to construct a dataset for detection. Since it
is very difficult to categorize the ship meticulously in the drone view, the dataset has only
one category, “ship”. The images in our dataset have four sources, including the MS-COCO
dataset, the VOC dataset, some images from the web, and images captured by drones.
Labelimg was used to label the ship targets in the images one by one, and the dataset was
divided into training set, validation set, and test set according to the radio of 7:1:2.
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Table 1. The configuration of the experimental environment.

Parameter Configuration

Computer operating system Windows 10
CPU Intel(R) i5-12400F
GPU NVIDIA RTX 3050

CUDA V 1.8.2
Python V 3.7
Pytorch V 1.11.0

Our ship dataset visualization of statistical information is shown in Figure 8. As
shown in Figure 8a, there are over 10,000 occurrences of ships in our dataset. Figure 8b
shows the distribution of these instances, and we can see that most instances are located at
the center of the image. Figure 8c evaluates the number of instances of different sizes, and
it is evident that small objects occupy the vast majority of our dataset, which is consistent
with the characteristics of images captured by drones.
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Figure 8. Visualization of statistical results of our ship datasets. The number of ships is shown in (a);
the position of the ship’s center in the picture is shown in (b); and the size of the ship in the picture is
shown in (c). The darker the color at the midpoint (b,c), the greater the quantity.

3.2. Metrics

Three important indicators were adopted in the experiment, including model complex-
ity, detection speed, and detection accuracy. GFLOPs (number of floating-point operations
per second) and parameters can be used to measure model complexity, and FPS (number
of transmitted frames per second) can be used to measure model detection speed. For
accuracy, we chose AP (Average Precision) as the metric, and AP is calculated as follows:

In order for objects of the same category to be detected, if the intersection of the
predicted bounding box and the exact value exceeds the threshold set in our experiment,
the results of the relevant experiment can be considered correct detection. Correctly
detected instances are called TPs (True Positives); incorrectly detected instances are called
FPs (False Positives); and undetected instances are called FNs (False Negatives). The above
parameters give us two metrics named precision and recall. Precision is defined as follows:

precision =
TP

TP + FP
(6)

Recall is defined as follows:

Recall =
TP

TP + FN
(7)

Precision represents the percentage of detected instances that are correctly detected,
and recall represents the percentage of instances that are correctly detected. With these two



J. Mar. Sci. Eng. 2024, 12, 1180 10 of 16

metrics, the P–R curve can be plotted, and the area between the P–R curve and the axes is
the AP. Hence, the AP is denoted as follows:

AP =
∫ 1

0
P(R)dR (8)

In the experiments, AP50:95 was chosen as a measure of detection accuracy, which is
the average of AP values at IoU thresholds ranging from 0.5 to 0.95 in steps of 0.05.

3.3. Fusing DyHead Block with YOLOv7

Based on the feature pyramid extracted from the Neck structure of YOLOv7, DyHead
further resizes it to the same dimensions to form a 3-dimensional tensor, F ∈ RL×S×C, that
is then used as an input to DyHead. Next, the DyHead blocks of size-aware, spatial-aware,
and task-aware are stacked sequentially.

Due to the sequential application of the three attention mechanisms in DyHead, Dy-
Head can be nested multiple times. In this experiment, the application of different numbers
of DyHead blocks in YOLOv7 is experimented with and analyzed. The efficiency of the
model by controlling the depth (number of blocks) is evaluated, and their performance and
computational costs (GFLOPs) are compered to the baseline (YOLOv7). The input size of
the dataset in the model is set to 640 × 640; the number of iterations for model training is
200; and the model’s effect is tested on the test set. The number of DyHead blocks is set
to 1, 2, 3, and 4, and the performance is shown in Table 2. When the number of DyHead
blocks is 1, 2, and 3, the models all have lower computational costs than baseline, but the
AP of the models increases only when they contain two DyHead blocks.

Table 2. Model effects of stacking different numbers of DyHead blocks in YOLOv7.

Model Size (Pixels) GFLOPs AP50:95

YOLOv7 (Baseline) 640 103.2 61.8
YOLOv7 + DyHead × 1 640 99.7 61.3
YOLOv7 + DyHead × 2 640 100.9 62.1
YOLOv7 + DyHead × 3 640 102.2 61.0
YOLOv7 + DyHead × 4 640 103.4 61.2

The visualization of the heat map after applying different numbers of DyHead blocks
is shown in Figure 9. As shown in Figure 9, before applying the attention mechanism, the
model cannot focus on the ship accurately. As more attention DyHead blocks are super-
imposed in the model, it is obvious that the model can focus on the ship more accurately,
which is a good proof of the effectiveness of the attention mechanism. Combining the
results from Table 2 and Figure 9, the model containing two DyHead blocks is selected for
the subsequent experiments.
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From Table 2, it can be seen that the GFLOP parameter gradually increases with the
improvement of the model, and there is no obvious convergence trend. Combined with the
parameter AP50:95, it reaches its maximum value at “YOLOv7 + DyHead × 2”.

3.4. Fusing GSConv with YOLOv7

In this experiment, we fused our YOLOv7 model with GSConv to reduce the complex-
ity of the model and improve the efficiency of ship detection. In order to obtain the best
effect of the GSConv module in the model, the application effect of GSConv in different
layers is analyzed. There are four Conv modules in the Neck of YOLOv7, and the original
Conv module is replaced by the GSConv module, which is shown in Figure 10. By gradually
increasing the number of replacement positions, the replacement position that best meets
expectations is determined. The experimental input size is set to 640 × 640. All models
were trained 200 times on the training set and received detection results on the test set, as
shown in Table 3.

J. Mar. Sci. Eng. 2024, 12, x FOR PEER REVIEW 11 of 16 
 

 

 
Figure 9. Heat maps of stacking different numbers of DyHead blocks in YOLOv7. 

3.4. Fusing GSConv with YOLOv7 
In this experiment, we fused our YOLOv7 model with GSConv to reduce the com-

plexity of the model and improve the efficiency of ship detection. In order to obtain the 
best effect of the GSConv module in the model, the application effect of GSConv in differ-
ent layers is analyzed. There are four Conv modules in the Neck of YOLOv7, and the 
original Conv module is replaced by the GSConv module, which is shown in Figure 10. 
By gradually increasing the number of replacement positions, the replacement position 
that best meets expectations is determined. The experimental input size is set to 640 × 640. 
All models were trained 200 times on the training set and received detection results on the 
test set, as shown in Table 3. 

 
Figure 10. Different positions chosen to implement GSConv in the Neck of YOLOv7. 

Table 3. Detection results of replacing Conv with GSConv in different locations. 

Model Size (Pixels) Parameters GFLOPs AP50:95 FPS 
Position (1) 640 37 M 103.2 61.8 68.96 

Position (1) + (2) 640 35 M 100.1 62.3 71.34 
Position (1) + (2) + (3) 640 33 M 96.4 62.9 75.86 

Position (1) + (2) + (3) + (4) 640 32 M 93.2 63.2 78.74 

Based on continuous attempts, the Conv modules at four positions of the Neck of 
YOLOv7 are replaced with GSConv modules. The comparison before and after model re-
placement is shown in Table 4. From Table 4, the parameters of GSConv are half of Conv. 

Figure 10. Different positions chosen to implement GSConv in the Neck of YOLOv7.

Table 3. Detection results of replacing Conv with GSConv in different locations.

Model Size (Pixels) Parameters GFLOPs AP50:95 FPS

Position (1) 640 37 M 103.2 61.8 68.96
Position (1) + (2) 640 35 M 100.1 62.3 71.34

Position (1) + (2) + (3) 640 33 M 96.4 62.9 75.86
Position (1) + (2) + (3) + (4) 640 32 M 93.2 63.2 78.74

Based on continuous attempts, the Conv modules at four positions of the Neck of
YOLOv7 are replaced with GSConv modules. The comparison before and after model
replacement is shown in Table 4. From Table 4, the parameters of GSConv are half of Conv.
In addition, in order to further reduce the inference time and ensure the model’s accuracy,
the ELAN module in the neck of the YOLOv7 model is replaced by the VoV-GSCSP module.
A comparison of the performance of this model with the baseline (YOLOv7) is shown in
Table 5.
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Table 4. Comparison of the structure and parameters of the model before and after replacing Conv
with GSConv in the Neck of YOLOv7.

Before After
Layer Module Params Module Params

. . . . . . . . . . . . . . .
12 Conv 131,584 GSConv 69,248
13 Upsample 0 Upsample 0
14 Conv 262,656 GSConv 134,784
15 Concat 0 Concat 0
16 ELAN 1,264,128 ELAN 1,264,128
17 Conv 33,024 GSConv 18,240
18 Upsample 0 Upsample 0
19 Conv 65,792 GSConv 34,624
. . . . . . . . . . . . . . .

Table 5. Detection results of applying GSConv in the Neck of YOLOv7.

Model Size (Pixels) Parameters GFLOPs AP50:95 FPS

YOLOv7 (Baseline) 640 37 M 103.2 61.8 68.96
YOLOv7 + GSConv 640 32 M 93.2 63.2 78.74

3.5. Ablation Study

In order to obtain the most qualified model, ablation experiments are conducted based
on our established ship dataset. This experiment evaluated the performance of four models:
YOLOv7 (Baseline), YOLOv7 + DyHead, YOLOv7 + GSConv, and YOLOv7 + DyHead +
GSConv.

Table 6 shows the comparison results of the above four models, and we can see that
the three improved models are significantly optimized in terms of their model complexity,
detection accuracy, and detection speed compared to baseline. It is worth noticing that
YOLOv7 + GSConv has the most obvious improvement in detection speed. Although
the model with the added attention mechanism (YOLOv7 + DyHead) is slightly lower
than baseline in FPS, we still retain the attention module in light of the findings above.
Added with DyHead and GSConv, although YOLOv7-DyGSConv is slightly inferior to
the YOLOv7 + GSConv model in detection speed, the overall performance when run on
our own dataset is still the best among the models in this study. Compared with YOLOv7,
YOLOv7-DyGSConv has a 16.2% reduction in parameters, a 3.4% improvement in detection
accuracy, and a 13.3% improvement in detection speed. The comparison between the
network structure of YOLOV7-DYGSCONv and that of YOLOv7 is shown in Figure 11.

Table 6. The results of different models in ablation experiments.

Model Size (Pixels) Parameters GFLOPs AP50:95 FPS

YOLOv7 (Baseline) 640 37 M 103.2 61.8 68.96
YOLOv7 + DyHead 640 35 M 100.1 62.3 71.34
YOLOv7 + GSConv 640 33 M 96.4 62.9 75.86

YOLOv7 + DyHead + GSConv 640 32 M 93.2 63.2 78.74
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3.6. Comparisons with the State-of-the-Art

In this experiment, we compared our model with six other state-of-the-art detectors
on a self-constructed dataset. The results are presented in Table 7, where the detectors
included are YOLOv8l, YOLOv5s-ODConvNeXt [34], YOLOv6-tiny [35], Faster-RCNN [16],
EfficientDet-d0 [36], and Scaled-YOLOv4 [37]. It is clear that the proposed model is better
than YOLOv8l, YOLOv5s-ODConvNeXt, YOLOv6-tiny, Faster-RCNN, EfficientDet-d0, and
Scaled-YOLOv4 in detection accuracy on the self-constructed dataset. Since the proposed
model is improved based on YOLOv7, except for YOLOv8l, the parameters of the other
five detectors are smaller than the proposed model, but the detection accuracy or detection
speed is slightly lower than our model. YOLOv8l is close to our model in detection accuracy,
but the number of parameters of YOLOv8l is large, and the detection speed is significantly
lower than that of our model. Among these six models, YOLOv5s-ODConvNeXt has the
fastest detection speed and the parameters are only 6.99M, but the detection accuracy
is 10.5% lower than YOLOv7-DyGSConv. For model size, EfficientDet-d0 has the least
number of parameters, but is 46.6% and 27.4% lower than the model in this paper in
detection accuracy and detection speed, respectively. Therefore, our model achieves a
better balance between detection accuracy, detection speed, and model complexity, has
better comprehensive performance, and is more suitable for ship detection based on real-
time drone videos. The visualization of ship detection from YOLOv7-DyGSConv is shown
in Figure 12.

Table 7. The detection results of the YOLOv7-DyGSCon detector and other detectors on a self-
constructed dataset.

Model Size (Pixels) Parameters AP50:95 FPS

YOLOv7 (Baseline) 640 37 M 61.8 68.96
YOLOv7-DyGSConv 640 31 M 63.9 78.13

YOLOv8l 640 43.6 M 62.2 65.36
YOLOv5s-ODConvNeXt 640 6.99 M 57.7 107.53

YOLOv6-tiny 640 14.95 M 56.5 86.96
Faster-RCNN 640 28.68 M 57.2 41.15

EfficientDet-d0 512 3.82 M 43.6 61.35
Scaled-YOLOv4 640 9.11 M 58.3 81.97
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4. Conclusions

This article mainly focuses on the problem of obstacle ship perception in the au-
tonomous navigation process of intelligent ships and proposes a ship detection model
based on improved YOLOv7. The main innovation is the addition of the attention mech-
anism at the head of the model, which enhances the ability to capture targets that are
difficult to detect by radar. At the same time, GSConv is used to reduce the complexity of
the model and improve computational efficiency. The main innovation of this article lies in
the improved application of the YOLOv7 model to the autonomous navigation of ships, as
well as the collection of corresponding datasets and model training.

In this research, an attention mechanism is added to the YOLOv7 model to enhance
the network’s ability to capture targets. Furthermore, the Conv in the Neck of the YOLOv7
model is replaced with GSConv, which reduces the complexity of the model and ensures de-
tection speed and accuracy. In addition, a self-constructed ship detection dataset containing
2842 images taken by drones or with a drone perspective is constructed in this research. Ab-
lation experiments are conducted on our dataset, and the results show that compared with
YOLOv7, the proposed model reduces the parameters of the proposed model is reduced by
16.2%, the detection accuracy is increased by 3.4%, and the detection speed is increased
by 13.3%. In the process of an unmanned aerial vehicle (UAV) accompanying intelligent
ship navigation, the reduction in computational burden will directly significantly reduce
the energy consumption of the computational process, which is crucial for the current
application scenario. Therefore, the above results consider the computational load while
improving detection accuracy and make a compromise by comprehensively considering
the relationship between the two. A better trade-off between detection accuracy, detection
speed, and model complexity is achieved by YOLOv7-DyGSConv, which has a better over-
all performance than the other six state-of-the-art detectors. It is worth noting that currently,
in the process of using remote sensing images for ship target detection, a large number of
studies have utilized RBox (Rotated Bounding Box) theory for ship target detection [38–41].
In the latest release of YOLOv7, there are optimizations for RBox performance. Therefore,
from existing related research, the detection effect of using RBox is roughly the same as the
detection effect of the improved YOLOv7 algorithm proposed in this paper.

However, the work proposed in this paper still has room for development. Only the
detection of ships is carried out in this article, but in actual navigation, especially in narrow
and complex waters, there are not only ships at sea but also obstacles such as reefs and
bridge piers. Therefore, the detection target of the model can be enlarged in subsequent
work to break through the limitations and cover a wider range of use scenarios. In addition,
in the follow-up work, the model can be made to combine with other algorithms to make
the maritime work intelligent, such as ship collision avoidance, path planning, maritime
patrol, and so on.
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