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Abstract: Multibeam echo sounders (MBESs) enable extensive underwater environment exploration.
However, due to weak correlation between adjacent multibeam sonar data and difficulties in inter-
frame feature matching, the resulting underwater mapping accuracy frequently falls short of the
desired level. To address this issue, this study presents the development of a multibeam data
processing system, which includes functionalities for sonar parameter configuration, data storage,
and point cloud conversion. Subsequently, an Iterative Extended Kalman Filter (iEKF) algorithm
is employed for odometry estimation, facilitating the initial construction of the point cloud map.
To further enhance mapping accuracy, we utilize the Generalized Iterative Closest Point (GICP)
algorithm for point cloud registration, effectively merging point cloud data collected at different
times from the same location. Finally, real-world lake experiments demonstrate that our method
achieves an Absolute Trajectory Error (ATE) of 15.10 m and an average local point cloud registration
error of 0.97 m. Furthermore, we conduct measurements on various types of artificial targets. The
experimental results indicate that the average location error of the targets calculated by our method
is 4.62 m, which meets the accuracy requirements for underwater target exploration.

Keywords: underwater mapping; multibeam echo sounder; iterative extended Kalman filter; global
information consistency point

1. Introduction

The 21st century is regarded as the era of the ocean, where the ocean serves not only
as a vital transportation conduit but also as a vast repository of resources [1]. A comprehen-
sive understanding of the underwater environment is essential for marine development.
However, due to the rapid attenuation of electromagnetic waves in water, sound waves
remain the primary means of underwater perception [2]. Sound Navigation and Ranging
(sonar), developed based on the propagation and reflection characteristics of sound waves
in water, has become a crucial sensor for underwater environment perception. Currently,
commonly used sonars include side-scan sonar, forward-looking sonar, and the multibeam
echo sounder (MBES). Forward-looking sonar is typically mounted at the front end of a
moving platform to emit sound waves forward and receive reflected signals, thereby detect-
ing terrain and the obstacles ahead in the water column [3]. Side-scan sonar is commonly
employed for wide-area seabed surveys, and operates by emitting wide fan-shaped sound
waves to laterally scan the seabed, while simultaneously receiving echoes to generate
seabed images [4,5]. Compared to other sonar systems, the MBES acquires a large volume
of depth data points that, through data processing, can generate three-dimensional terrain
models. The data obtained by the MBES include detailed depth information, enabling a
more accurate depiction of seabed topography. Therefore, the MBES is commonly used for
constructing underwater terrain models, conducting channel surveys, and marine scientific
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research, among other applications [6,7]. The MBES is an advanced active sonar, capable
of simultaneously emitting multiple beams. It is typically designed based on the Mills
Cross method [8], with the transmitting and receiving arrays oriented perpendicularly to
each other. This configuration maximizes underwater coverage and ensures the accurate
return of sound waves to the receiver array. A crucial aspect of MBES operation is the
vertical velocity profile, which is used to correct sound speed variations in the water col-
umn, ensuring accurate depth measurements. Additionally, the beam and swath angles
are critical parameters that determine the area of the seabed that can be surveyed in a
single pass. A comprehensive understanding of the operating frequency is also essential,
as different frequencies result in varying resolutions. Higher frequencies generally provide
a better resolution but have a shorter range, whereas lower frequencies offer longer range
but lower resolution. The MBES can capture detailed seabed topography across entire
water depths with wide coverage and generate a high information rate [9]. By addressing
the need for comprehensive and detailed underwater perception, the MBES significantly
enhances marine exploration and development capabilities.

The existing literature has witnessed scholars conducting research and applications
on the MBES data, including the classification and identification of seabed features [10,11],
the establishment of high-precision seabed models [12–14], terrain-aided navigation for an
Autonomous Underwater Vehicle (AUV) [15,16], the detection of seabed methane and oil
seepage [17–19], fish school detection [20], shipwreck measurement [7,21], the monitoring
system of offshore cable lines [22] and the registration and fusion with LiDAR (Light
Detection and Ranging) point clouds [23–26]. However, the application of MBES faces
certain challenges, particularly the significant self-noise and the complexity of the data
acquisition system, which hinder the ability to control the accuracy of mapping within a
reasonable range.

Therefore, this study explores underwater mapping technology using a multibeam
depth sounding sonar. Firstly, to address the platform shaking caused by wave action and
ship motion during data acquisition, a triangular stabilizing rigid connection platform is
designed. This platform prevents relative movement between the multibeam sonar and
the inertial measurement unit, effectively reducing attitude measurement errors. Secondly,
to achieve longer and more stable system operation times as well as platform compatibility,
we developed a multibeam data processing system under the Linux operating system.
This system can dynamically set parameters such as beam opening angle, range, and the
frequency of the sonar system in real-time, and it parses the raw data into a universal point
cloud format under the Robotic Operating System (ROS). This reduces the gap between
data acquisition and map construction, achieves modular design goals, and facilitates
future customization and extension. Furthermore, to address the weak correlation between
the adjacent data of the multibeam sonar and the difficulty in inter-frame feature match-
ing [27–29], the Iterative Extended Kalman Filter (iEKF) is adopted. This filter iteratively
reduces estimation errors and approximates the true state of the multibeam depth sounding
sonar system, effectively suppressing the impact of noise on mapping in low signal-to-
noise ratio (SNR) environments, thereby achieving high-precision mapping. Additionally,
in the post-processing stage, a weighted strategy between corresponding points and a
least squares optimization of the error function are introduced for point cloud registration,
further optimizing the mapping results. Finally, a complete hardware and software test
platform is built, and through on-site experiments, the effectiveness and robustness of the
proposed methods were validated. In summary, the main contributions of this study are
as follows:

• Establishment of a Data Acquisition Platform: A data acquisition platform for the
multibeam echo sounder is established, effectively reducing measurement errors and
enabling convenient, fast, and stable high-quality data collection.

• Development of a Multibeam Data Processing System: A multibeam data processing
system is developed under Linux, allowing for the modification and updating of sonar
parameters, data stream format conversion, and enhanced system compatibility.
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• Proposal of an Underwater Mapping Algorithm: An underwater mapping algorithm
based on the iEKF is proposed, followed by further optimization through point cloud
registration in the post-processing stage, achieving high-quality mapping results.

• Experimental Validation: The operability of the proposed algorithm is validated
through on-site experiments, and its reliability is further confirmed through the precise
calculation of trajectory and registration errors.

2. The Components of the Data Collection System
2.1. Hardware

The hardware part of the data collection system is primarily composed of the
following components:

1. MBES, inclusive of the sonar head and interface modules;
2. Inertial Navigation System (INS), encompassing satellite and 4G communication

antennas, integrated gyroscopes, and accelerometers;
3. Accumulator and power cord;
4. Configuration computer and cable.

The interconnections among various devices within the data acquisition system, as well
as the data transmission protocols, are depicted in Figure 1. The sonar systems synchronize
with the Pulse Per Second (PPS) signals and Zenith Total Delay Altimeter (ZDA) data
provided by inertial navigation devices. The PPS signal offers an exact temporal reference,
marking the commencement of each second, and can be utilized to calibrate the internal
clock of the sonar system. This ensures that all data recordings correspond precisely with
the actual time of occurrence. Concurrently, ZDA data delivers information regarding the
delay of satellite signals as they traverse the atmosphere, which is crucial for the accurate
positioning of sonar systems. By synchronizing these delay data with the sonar detection
data, the accuracy of positioning is significantly enhanced.

Figure 1. Data collection system. Red lines denote the types of interfaces utilized, while blue lines
represent the data types and their respective directions of transmission.

The sonar device connects to the computer system via the TCP/IP protocol, trans-
mitting the collected sonar data to the computer in real-time according to a defined data
communication protocol. Simultaneously, the inertial navigation system, connected to
the computer via an RS232 interface, transfers navigation data formatted according to
the NMEA 0183 protocol standard. This setup ensures comprehensive and precise data
acquisition, facilitating accurate underwater mapping.

In summary, the integration of PPS and ZDA data with the sonar system, along with
real-time data transmission and synchronization, significantly improves the accuracy and
reliability of the underwater mapping process.

Our research is based on a sonar system designated as Model HDY-BD400D, which
consists of a sonar transducer and a deck unit. As shown in Figure 2b, the sonar transducer
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is responsible for emitting and receiving acoustic signals and is equipped with an integrated
surface sound speed probe to provide sound velocity data. Additionally, the deck unit
provides power and data interfaces. The main technical parameters of this sonar system
are detailed in Table 1.

Table 1. The basic specification of the HDY-BD400D sonar.

Parameters Value Parameters Value

Length 236 mm Height 316 mm
Width 181 mm Weight 10.9 kg

Min. frequency 400 kHz Min.depth 1 m
Max. frequency 700 kHz Max.depth 200 m

Pulse width 10 µs–800 µs Ping rate 50 Hz
Across-track
Beam width 1◦ Along-track

Beam width 1◦

Number of
Beams 256/512 (Equiangular/Equidistant) Opening angle 10◦–180◦

Interface RS232/TSS1/NMEA0183 IMU-supported External

(a) (b)

Figure 2. Based on the physical model built according to the experimental vessel. (a) Mechanical
structure model for the collection; (b) sonar head.

The INS (Table 2) is equipped with high-precision fiber optic gyroscopes, high-accuracy
quartz flexural accelerometers, and an integrated mobile mapping-grade multi-mode and
multi-frequency Global Navigation Satellite System (GNSS) receiver that supports the
independent Beidou system. The system has been optimized for the conditions of GNSS
signal obstruction and multipath interference, enabling the high-precision measurement
of the moving vehicle’s heading, attitude, velocity, and position. Additionally, the sys-
tem features interfaces for a variety of sensors, including GNSS, odometers, Doppler
Velocity Logs (DVLs), and barometric altimeters. This versatility effectively meets the
requirements for long-duration, high-precision, and high-reliability navigation in complex
environments, such as urban canyons, and is suitable for the navigation and control of
various unmanned systems.
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Table 2. The specifications of the CHC CGI-1010 navigation sensor.

Parameters Value

Heading accuracy (RMS)
0.05◦ (Dynamic alignment of a single antenna);

0.1◦ (Low dynamic auxiliary with dual
antennas, 2 m baseline)

Pitch/Roll accuracy 0.01◦ (1 σ)
Velocity accuracy 0.02 m/s

Position accuracy: Single point 3 m (1 σ)
RTK 2 cm + 1 ppm (1 σ)

Gyroscope measurement range 500◦/s
Gyroscope zero bias stability 0.1◦/h

Accelerometer measurement range 20 g
Accelerometer zero bias stability 20 µg

Maximum speed 500 m/s

In the MBES experiment, a vessel approximately 6 m in length is used (Figure 3).
The bow of the vessel is equipped with a steel railing designed for mounting stabilization
brackets (Figure 2a). The sonar head is oriented at a 90-degree angle to the vessel, ensur-
ing that acoustic signals propagate along the shortest path to the seafloor. Additionally,
the sonar is positioned away from the vessel’s engine to minimize potential turbulence
effects on the collected data [30].

Figure 3. The relative positions of Inertial Navigation System (INS) and Multibeam echo sounder
(MBES), and their respective reference coordinate systems.

2.2. Software

The software component primarily includes sonar parameter configuration, sonar data
parsing, point cloud conversion, inertial navigation data analysis, sonar point cloud map-
ping, and subsequent optimization. The device drivers are independently developed under
the Linux operating system. Mapping and optimization functionalities are implemented
based on the ROS. The configuration of sonar parameters is crucial for acquiring high-
quality sonar data. Ideal sonar data should manifest as a continuous line with clear edge
beams and no significant fluctuations (Figure 4). With the other conditions held constant,
different operating frequencies and pulse widths can yield significantly different sonar
data. Therefore, setting appropriate sonar parameters is essential for obtaining high-quality
data. Common sonar parameters are listed in Table 3. Table 4 and Figure 5 show a list of
relevant topics and the tf tree used in the experiments according to our algorithm.
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Table 3. Commands that are used frequently.

Command Range Description

set_mode 0–2 0 = by range 1 = by depth 2 = by range and depth
set_opening_angle 10–180 Set opening angle in degrees.

set_range 0–200 Start and stop range/depth in meters
set_tx_freq 400–700 Set tx-pulse frequency in kHz
set_tx_amp 0–15 Set tx-pulse amplitude

Sonar data are transmitted in the form of swath packets, with each swath containing
information on the water column and bottom detection data. The depth measurement from
the sonar data is calculated using Formula (1).

depth = sample_number ∗ snd_velocity/(2.0 ∗ sample_rate) (1)

Figure 4. Appropriately selected sonar parameters yield high-quality sonar data, characterized by a
stable line with minimal clutter.

Table 4. List of the relevant published/subscribed topics for the ROS package.

Topic Message Type

odom nav_msgs/Odometry Subscribed
nav_gpsfix sensor_msgs/NavSatFix Subscribed
imu_raw sensor_msgs/Imu Subscribed

MBES_scan sensor_msgs/PointCloud2 Subscribed
cloud_map sensor_msgs/PointCloud2 Published

Figure 5. The ROS tf tree.

The bottom detection data within the swath packets represent the measurement results
of the underwater environment by the MBES. These data can be transformed into point
cloud data through the mapping of a three-dimensional matrix. The resulting point cloud
data are analogous to the data from a single-line Light Detection and Ranging (LIDAR)
point cloud with a fixed angle and no rotational scanning capability (Figure 6). Due to the
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minimal overlap between adjacent swaths and the weak association between them, frame-
to-frame matching is not feasible [31]. Consequently, the direct use of the raw point cloud
data from MBES for mapping does not achieve the high-precision odometry typically found
in multi-line LIDAR mapping [32]. In this study, we employ the iEKF to reduce estimation
errors and more accurately approach the true state of the MBES system. Furthermore, we
have considered the application of the GICP algorithm for post-processing optimization to
refine the point cloud data.

Figure 6. The single-ping point cloud recovered from sonar data, where color represents different
echo intensities.

3. Methods
3.1. Mapping

MBES mapping involves integrating point cloud data with navigation information,
as depicted in Figure 7. Here, the red lines represent the projection of the point cloud onto
the seabed, while the black arcs depict the platform’s trajectory during motion. The re-
sulting point cloud map consists of multiple such point clouds combined with dynamic
movements. Accurate motion estimation is critical in this process.

A common approach for motion estimation is based on the Kalman filter [33], where
the EKF extends the standard Kalman filter through linearization [34]. However, the EKF
may encounter limitations in linearizing accurately when operating far from the working
point of the MBES. To address this, the iEKF assumes that both the state transition and the
measurements follow nonlinear systems. It approximates the state using a linear function
tangent to the nonlinear function near the mean state, aiming to iteratively refine this
approximation. Additionally, the iEKF progressively reduces the correction magnitude
at each iteration in the process of mapping, thereby achieving a gradual linear approx-
imation approach toward the true state [35,36]. In summary, the iEKF offers improved
performance over the EKF by better handling nonlinearities in both the state transition
and the measurements, crucial for enhancing the accuracy of motion estimation in MBES
mapping applications.

Figure 7. The process of constructing a MBES point cloud map. The red lines represent the measure-
ments from a single ping. Time 1, Time 2, and Time 3 indicate the updates on the sonar’s position
and attitude over the progression of time.

Assuming that the MBES data follow a Gaussian distribution, with the prior state
defined as x̃k and the posterior state as x̂k, we have x ∼ N(x, ∑), where x denotes the mean
and ∑ represents the covariance matrix.



J. Mar. Sci. Eng. 2024, 12, 1222 8 of 18

Firstly, establish a nonlinear mapping model for the MBES system’s motion, as well as
a nonlinear mapping model for the measurements:

xk = f (xk−1, uk) + wk

Zk = g(xk) + vk
(2)

In Equation (2), xk−1 is the state of the system at the current time step k, and xk is
the predicted state at the next time step based on the current state xk−1, as well as the
control input uk and motion noise wk, through the state transition function f . vk represents
measurement noise.

The EKF theory mainly consists of two steps: prediction and update. During the
prediction process, the previous robot state xk−1 is recursively estimated by incorporating
both the motion model and current control inputs, resulting in the prior state x̃k for the
current time frame. In contrast, the update step focuses on computing the discrepancy
between the expected measurement derived from the observation model and the actual
sensor measurement. This error is utilized to adjust (correct) the prior state estimate,
yielding the posterior state estimate. The prediction equation is as follows:

x̃k ∼ N(µ̃k, ∑̃k), x̂k ∼ N(µ̂k, ∑̂k)

∑̃k = Fk−1∑kFT
k−1 + Qk

µ̃k = f (µk−1, uk)

Fk−1 =
∂µ̃k

∂µk−1
=

∂ f (µk−1, uk)

∂µk−1

(3)

The update equation is as follows:

Kk = ∑̃kGT
k (Gk∑̃kGT

k + Rk)
−1

∑̂k = (I − KkGk)∑̃k

µ̂k = µ̃k + KkEk = µ̃k + Kk(Zk − g(µ̃k))

Gk =
∂g
∂µ̃k

(4)

In Equation (4), Kk represents the Kalman gain, which is a matrix that adjusts the
covariance of the current state based on the measurement error. This helps in calibrating
different sensor characteristics to determine the correction needed. Zk, Z̃k = g(µ̃k) corre-
spond to the actual sensor measurement and the predicted measurement based on the
prior state estimate, respectively; Rk denotes the covariance matrix associated with the
measurement data.

Expanding upon the EKF, the iEKF enhances the update equation through an iterative
process, progressively refining the posterior state estimate towards the optimal solution of
the full posterior probability. The key equations are outlined as follows:

x0,k ← x̃k

Kop,k = µ̃kGT
op,k(Gop,kµ̃kGT

op,k + Rk)
−1

∑̂op,k = (I − Kop,kGop,k)∑̂op−1,k

µ̂k = µ̃k + Kk(Zk − g(µ̃op,k)− Gk(µ̃k − µop,k))

(5)

In Equation (5), the subscript “op” denotes the iteration count. At the start of each
iteration, the prior state serves as the initial value for the computation. The primary
distinction lies in the final line of the equation, where during each step, the correction
amount corresponding to the residual after iteration is calculated, thus enhancing the
optimization of the state update results.
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3.1.1. IMU Recursion Step

The discrete data from an IMU can be integrated with the kinematic state equation of
the vessel to estimate its state. After removing biases and compensating for gravitational
acceleration from the raw IMU data, the longitudinal and lateral accelerations, along
with yaw angular velocity, are represented as

[
ax ay w

]T . The time difference between
consecutive IMU frames is denoted as ∆tk. The vessel’s state xk is defined as follows:

xk =
[
X Y φ vx vy w

]T (6)

Each component corresponds to the vessel’s horizontal position X Y, heading φ, the
longitudinal velocity of the vessel’s center of mass vx vy, and yaw angular velocity w.
The kinematic model state equation of the vessel is as follows:

Ẋ
Ẏ
φ̇
v̇x
v̇y

 =


vx cos φ− vy sin φ
vy cos φ + vx sin φ

w
ax + vyw
ay − vxw

 (7)

Combining the IMU-acquired
[
ax ay w

]T , the nonlinear mapping equation for the
prior state prediction can be obtained as follows:

µ̃k = µk−1 +



(vx,k−1 cos φk−1 − vy,k−1 sin φk−1)∆tk
(vx,k−1 sin φk−1 − vy,k−1 cos φk−1)∆tk

wk−1∆tk
(ax + vy,k−1Wk−1)∆tk
(ay − vx,k−1Wk−1)∆tk

w− wk−1

 (8)

Fk−1 =



1 0 −(v̂x,k−1 sin φ̃k−1 − v̂y,k−1 cos φ̂k−1)∆tk ∆tk cos φ̂k−1 −∆tk sin φ̂k−1 0
0 1 (v̂x,k−1 cos φ̂k−1 − v̂y,k−1 sin φ̂k−1)∆tk ∆tk sin φ̂k−1 ∆tk cos φ̂k−1 0
0 0 1 0 0 ∆tk

1 0 0
03×3 0 1 0

0 0 0

 (9)

V k =
∂µ̂k
∂uk

=


03×3

∆tk
∆tk

1

 (10)

Qk = V k MkV T
k (11)

In Equation (11), Mk is the 3 × 3 covariance matrix of the IMU measurement data. Its
diagonal elements correspond to the variances of longitudinal and lateral accelerations,
and angular velocities, respectively. The matrix Fk represents the partial derivative matrix
of the state transition in the prediction equation, while V k corresponds to the partial
derivative matrix of the state with respect to the incoming IMU measurements. The matrix
Qk represents the covariance matrix of the state induced by the IMU measurement data in
the current prediction. Once these computations are performed, the prior state prediction
is completed.

3.1.2. GPS Update Step

The experiment employs a dual-antenna GPS device, hence allowing for the measure-
ment of the heading angle between the two antennas in the W coordinate system. Therefore,
the GPS-acquired data are represented as ZW

G =
[

X̄ Ȳ φ̄
]T . Initialization during sys-
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tem startup yields the pose transformation matrix TW
M between the W and M coordinate

systems. Subsequently, error calculation between the real-time measured positioning and
the prior state positioning is performed, as expressed by the following formula:

EG = ZM
I − Z̃M

I (12)

ZM
I = Log

((
TW

M

)−1
TW

G TG
I

)
(13)

TW
G ← ZW

G (14)

Z̃M
I = g(µ̃k) =

 X̃k
Ỹk
φ̃k

 (15)

Equation (13) converts the coordinate and directional vectors into a pose transforma-
tion matrix. This matrix is used to project the coordinates obtained from the GPS into the
W coordinate system onto the map. Subsequently, the residual is calculated by comparing
these projected coordinates with the prior positioning of the current vessel on the map.
This residual is then incorporated into the update formula to adjust the prior state. This
step aims to refine the vessel’s positioning within the W system, thereby enhancing the
absolute positioning accuracy of the system.

3.2. Point Cloud Registration

For feature matching, loop closure detection, and the integration of data collected at
different times, we performed point cloud registration operations, which are essential for
ensuring data consistency and enhancing the accuracy of map construction. In this section,
we focus on registering local point cloud maps using the GICP [28,37]. The GICP algorithm
facilitates point-to-point, point-to-plane, or plane-to-plane matching by reformulating the
error function as a probability distribution model, where sampled points are represented
as Gaussian distributions. Assuming point clouds P and Q follow Gaussian distributions:

pi ∼ N
(

pi, CP
i

)
qi ∼ N

(
qi, CQ

i

) (16)

where CP
i and CQ

i represent the covariance matrices of P and Q, respectively, and let
qi = T∗pi, where T∗ represents the transformation matrix. Therefore, the error function can
be rewritten as:

E = qi − T∗pi = f (T∗) (17)

From the properties of Gaussian distribution, the probability distribution of E is
given by:

E ∼ N
(

qi − T∗pi, CQ
i + T∗CP

i (T
∗)T

)
= N

(
0, CQ

i + T∗CP
i (T

∗)T
)

(18)

Find the maximum likelihood transformation T∗ that maximizes the logarithm of the
above expression, resulting in the following objective function:

T∗ = arg max
T∗

Πp
(
(E)T

)
= arg max

T∗
∑

i
ln
[

p
(
(E)T

)]
= arg min

T∗
∑

i
(E)T ·

(
CQ

i + T∗CP
i (T

∗)T
)−1
· E

(19)

The objective function is solved using an unconstrained non-optimization method
from the Point Cloud Library (PCL) to determine the optimal values for the transformation
matrix T∗. GICP analyzes the local properties of each pair of original points and target
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points to adjust the weights of the generated distance residuals. This weight is represented
by the coefficient Pi = Cϱ

i + T∗Cp
i (T

∗)T in the quadratic form concerning distance. When
Pi is an identity matrix, GICP degenerates to the most common point-to-point registration.
In the case where all points in T∗Pi are closest to the corresponding tangent plane of the
target point qi, GICP performs point-to-plane matching (Figure 8).

Figure 8. Generalized Iterative Closest Point (GICP) algorithm for point-to-plane registration. Blue
represents the target surface, and yellow represents the source point cloud.

4. Experiments and Results
4.1. Experimental Description

To validate the practicality and reliability of our approach, we conducted field experi-
ments at Li Quan Lake (Xi’an, Shaanxi Province, China). The experimental environment
is geographically located at 34°31′29′′ N, 108°25′31′′ E, with the test area measuring ap-
proximately 350 × 200 m. The vessel moved along a serpentine route, with an overlap rate
between adjacent survey lines ranging from 30% to 50%, as shown in Figure 9. The water
depth near the shore averages approximately 8 m, while the depth at the lake’s center
reaches about 12 m. The experimental vessel maintained an average speed of 2 knots
throughout the survey.

(a) (b)

Figure 9. Environment and satellite map of experiments performed. (a) Aerial view; (b) satellite map.

To verify the accuracy of the map construction and to prepare datasets for future
underwater target detection tasks, we have fabricated cylindrical, cubic, and human-
shaped models as bottom targets. Examples of these models are illustrated in Figure 10.
During target deployment, utilize the mobile phone’s built-in GPS to record the latitude
and longitude coordinates of the deployment site. This will ensure accurate matching and
comparison of the collected target point cloud data with the actual geographical location.

The sonar parameters used during the experimental process are outlined in Table 5.
Particularly, the near-field threshold parameter is set to efficiently filter out noise that may
occur in close proximity to the sonar head.
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(a) (b)

Figure 10. Underwater target objects. (a) Human-shaped model; (b) cube and cylinder.

Table 5. The sonar parameters used in the experiments.

Parameters Value Parameters Value

Frequency 400 khz Range 20 m
Pulse width 240 µs Transmission amplitude 7

Sound velocity 1486 m/s Bandwidth 80 kHz
Near-field Threshold 1 Beamwidth 150

4.2. Mapping Results

Figure 11 presents the point cloud results visualized using RVIZ [38], the Robot
Visualization tool widely utilized for 3D visualization in robotics and autonomous systems.
Specifically, the left image depicts the scan conducted near the center of the lake, where the
lakebed is relatively flat, devoid of significant targets, and the vessel’s movement is slow.
In contrast, the right image is scanned near a cliff wall, where the lakebed exhibits a natural
gradient. The distribution of the point cloud is asymmetric, revealing an accumulation
of debris near the wall. Additionally, the protrusion on the right side of the point cloud
image corresponds to the recessed shape of the cliff wall. Figure 12 presents the scan results
of a nearshore lakebed terrain, where loess deposits from the shore have settled onto the
lakebed, creating undulating slopes.

(a) (b)

Figure 11. The scanning results displayed within the RVIZ interface. The left image presents the scan
outcomes of a flat terrain, whereas the right image depicts a sloping terrain with obstructions caused
by mountainous features. (a) Flat terrain; (b) sloping terrain.
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Figure 12. The scanning results of the lakebed terrain.

4.3. Target Scanning Results

Figure 13 displays the scanning results of underwater targets and a shipwreck on the
lakebed obtained in this experiment. The positions of the targets were precisely recorded
with latitude and longitude coordinates (Table 6). Subsequently, the experimental vessel
passed through the target deployment area to facilitate locating and identifying these
targets. It is noteworthy that due to the limited number of experimental samples, we have
not observed significant differences in detection performance among different shapes of
objects. Factors such as object depth and sediment burial appear to have a more pronounced
impact on detection results.

Table 6. The target location of the deployment and its distinguishability in MBES point cloud.

Target Placement
Longitude

Placement
Latitude Depth Is Discernible in

This Experiment

Human-shaped
model 108.42743301 34.52545100 8.17 m YES

Cylinder 108.42626401 34.52634600 10.12 m NO
Cube 108.42716101 34.52620700 8.90 m YES

Figure 13. The scanning results of underwater targets and shipwreck.

4.4. Registration Results

Figure 14 illustrates the detailed process of registering a subset of point cloud data,
which includes feature extraction, the computation of feature correspondences, coarse
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matching, and subsequent refinement using the GICP algorithm. Initially, random trans-
formations and Gaussian noise are applied to the loaded point cloud map to simulate
real-world scenarios. Key features are then identified within the input point cloud using
the Harris Corner Detector, and correspondences between these key points are computed.
A coarse matching of the point clouds is performed using the estimated rigid transformation.
To enhance registration accuracy, the GICP algorithm is employed for a refined matching
phase, effectively managing nonlinear transformations and achieving the precise alignment
of the point cloud data despite significant noise interference. The experiment indicates that
the average registration error of the algorithm is 0.97 m. Furthermore, Figure 15 depicts a
scenario with more distinct features, where the average registration error is further reduced.

Figure 14. The result of registering two MBES point clouds. The first registration aligns the noisy
and randomly transformed point cloud with the original point cloud using an estimated rigid
transformation, aiming to eliminate noise and align the two point clouds. The second registration
further improves the registration accuracy using the GICP algorithm, which is performed after the
first registration. The arrow represents the continuous registration process, and the effect contrast of
registration can be clearly seen at the red circle

(a) (b)

Figure 15. The result of the registration of a clearly defined underwater target with regular lines
and edges. (a) Before registration; (b) after registration.

5. Discussion

The real-time scanned data are exported as point cloud files with the .pcd suffix, which
facilitates efficient viewing and analysis in the CloudCompare software [39]. Figure 16
shows an example of the point cloud data as viewed in CloudCompare. The point cloud
files exported using the HydroMaster have been processed to remove noise, but this
processing has also resulted in the loss of a significant amount of original information.
In contrast, our mapping algorithm retains the original data, allowing for more precise
analysis. Specifically, our algorithm increases the scan width by one-third at the same
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scanning distance, and the number of point clouds is 1000 times greater than that processed
with the HydroMaster.

(a) (b)

Figure 16. The algorithm proposed in this study (left), and the other produced by the Hydro-
Master (right). Both images are the result of scanning the same terrain at different times. The
advantage of our method lies in its ability to export point cloud files with greater information
content, preserving more detailed features. In contrast, the point cloud data exported by the Hydro-
Master software may lose some details due to the sampling process. The data can be accessed at
http://www.hydroshare.org/resource/3592c1d35fdb4f29a1416e2c6099e13b (accessed on 6 July 2024).
(a) Our method; (b) HydroMaster.

Figure 17 illustrates the analysis of the trajectory estimation error. During the exper-
iment, the vessel traveled approximately 1700 m in total, with the GPS-provided values
serving as the ground truth. Absolute Trajectory Error (ATE) is commonly used as a metric
to evaluate mapping quality in SLAM applications. This metric was first proposed by [40],
and in [9,41] it has been utilized to assess MBES mapping performance. The authors of [9]
compare ATE values for MBES mapping using three different algorithms, showing a maxi-
mum ATE of up to 90 m. Our results indicate that the iEKF method achieved an ATE of
15.10 m, whereas the EKF method resulted in an ATE of 16.91 m, which demonstrates the ef-
fectiveness of our approach. Throughout the experiment, errors were notably larger during
turns and relatively smaller during straight-line travel. The experimental results are shown
in Table 7, where “Location error of human-shaped model” and “Location error of cube”
are derived from the difference between the scanned locations and the actual locations of
the targets. A comparative analysis indicates that our approach has significantly enhanced
the reliability and accuracy of map construction. Furthermore, the application of the GICP
algorithm for point cloud registration has resulted in a reduction of the ATE by 9.0%.

Table 7. The experimental results.

Method ATE (m) Trajectory Error
at Turns (m)

Trajectory Error
of

Straight-Line
Driving (m)

Average
Registration

Error (m)

Location Error
of Human-

Shaped
Model (m)

Location Error
of Cube (m)

HydroMaster 14.65 15.17 14.57 × 1 3.89 5.50
EKF 16.91 17.75 16.67 × 4.35 6.31
iEKF 15.10 16.81 14.93 × 3.96 5.63

EKF + GICP 15.38 15.71 15.25 1.34 4.23 6.17
iEKF + GICP

(ours) 13.74 14.03 13.57 0.97 3.77 5.46

1 This symbol indicates that the verification of the corresponding metric cannot be carried out.

http://www.hydroshare.org/resource/3592c1d35fdb4f29a1416e2c6099e13b
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Figure 17. Estimated trajectory of the vessel.

6. Conclusions

This study presents a method for underwater mapping and optimization based on
MBES. Initially, an MBES data acquisition system is established, achieving stable data
collection and playback functions. Subsequently, a preliminary mapping method based on
iEKF is developed, followed by point cloud registration using GICP. The results from the
lake experiments indicate that our method exhibits satisfactory performance in underwater
mapping and point registration, with a 6.2% reduction in the ATE and a 9.0% reduction in
average error after point cloud registration optimization. Additionally, our method also
achieved the best performance in terms of resolving errors at the deployed prefabricated
target positions. Looking forward, our future plans include manufacturing a series of
prototype target objects to deploy in the experimental area for detection. This initiative aims
to collect and analyze more real-world data. All relevant detection data and results will be
publicly shared to facilitate further research and discussion within the scientific community.
Moreover, we intend to integrate the MBES system with Unmanned Underwater Vehicles
(UUVs), which will significantly enhance the intelligence and operational efficiency of
detection missions.
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Abbreviations
The following abbreviations are used in this manuscript:

MBES Multibeam Echo Sounder
iEKF Iterative Extended Kalman Filter
GICP Global Informantion Consistency Point
INS Inertial Navigation System
ROS Robot Operating System
PPS Pulse Per Second
ZDA Zenith Total Delay Altimeter
GNSS Global Navigation Satellite System
DVLs Doppler Velocity Logs
PCL Point Cloud Library
ATE Absolute Trajectory Error
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