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Abstract: Flow processes onboard ships are common in order to transport fluids like oil, gas, and
water. These processes are controlled by PID controllers, acting on the regulation valves as actuators.
In case of a malfunction or refitting, a PID controller needs to be re-adjusted for the optimal control of
the process. To avoid experimenting on operational real systems, models are convenient alternatives.
When real-time information is needed, digital twin (DT) concepts become highly valuable. The aim
of this paper is to analyze and determine the optimal NARX model architecture in order to achieve
a higher-accuracy model of a ship’s flow process. An artificial neural network (ANN) was used
to model the process in MATLAB. The experiments were performed using a multi-start approach
to prevent overtraining. To prove the thesis, statistical analysis of the experimental results was
performed. Models were evaluated for generalization using mean squared error (MSE), best fit, and
goodness of fit (GoF) measures on two independent datasets. The results indicate the correlation
between the number of input delays and the performance of the model. A permuted k-fold cross-
validation analysis was used to determine the optimal number of voltage and flow delays, thus
defining the number of model inputs. Permutations of training, test, and validation datasets were
applied to examine bias due to the data arrangement during training.

Keywords: artificial neural network; NARX model; ship’s fluid flow process; controller tuning; data-
based modelling; digital twin

1. Introduction

Digital twins (DTs) rely on measurements to update the model of the system obtained
by identification, as described in [1]. Although this model does not provide insight into the
system’s physical properties, it is easier to develop. It also better describes the system’s
input–output behavior, making it suitable for control system design as noted in [2].

The quality of controller adjustment in that case depends on the quality of the model.
However, in [3], the model developed through identification, despite its high accuracy,
does not yield precise controller tuning. This suggests that other identification methods
should be tested to produce a model with a higher level of accuracy.

Artificial neural networks (ANNs) are a flexible, data-driven tool that can be used
for different applications across different fields of science, if adequate data are available,
as stated in [4], a paper that presents the analyses of the applications of artificial neural
networks on ships.

In [5], an ANN Nonlinear Autoregressive Exogenous (NARX) model was used as a
reference model for an adaptive control scheme to improve disturbance rejection of a PID
controller. Similarly, an ANN NARX model was used for online PID controller tuning in [6].
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A similar model was used in [7] to predict the time series of the mooring line tension of
a floating production storage and offloading platform at sea. Ultimately, PID controller
tuning was performed in [8] using the NARX model of a steam distillation plant.

This paper presents the first part of a modeling process, input determination, that
aims to produce a highly accurate ANN NARX model of a flow process that would enable
an accurate DT-based controller tuning for a ship’s flow processes. As described in [9],
when using an ANN to form a model, it is recommended to use a systematic approach
that includes goal definition, determination of input and output variables, selection of a
network type, number of neurons (in each layer), training algorithm, data division, and
data processing, as well as the evaluation measure.

During training, data have been divided into train, test, and validation subsets to
prevent overtraining, i.e., to improve the generalization abilities of the model, as described
in [10]. Six different arrangements of training, test, and validation datasets have been
examined to make relevant statistical comparisons of the results and determine the in-
fluence of data division on model performances. Two additional tests were performed
with data that had not been presented to the network during training to examine its
generalization abilities.

Evaluation measures included the mean squared error (MSE) as a cost function during
training as well as the measure of evaluating the network performance on additional sets
of data. The goodness of fit (GoF) measure was also used to evaluate the networks, as in [2],
to make the results comparable with previous work. The best fit was used as an additional
evaluation measure, as in [11], where the ANN NARX model of a turboshaft turbine engine
fuel control unit was developed.

The best-evaluated network was chosen as a representative model based on a statistical
analysis of the evaluation results, providing insights into the optimal number of input
delays (n and m) for system identification purposes. The chosen model was further tested
on two additional datasets, previously used to evaluate the model developed in [2], to
demonstrate that the proposed modeling method in this paper achieves a higher level
of accuracy.

The remainder of the paper is organized as follows: Section 2 describes the materials
and methods used in this paper, including the description of the flow control system,
NARX model, model training, and cross-validation process. Section 3 presents the model
evaluation results and compares the best-performing model to a previously developed
model. Section 4 highlights the insights provided by the results presented in this paper.
Finally, Section 5 concludes the paper and highlights future work.

2. Materials and Methods
2.1. Flow Control System

The flow control system consists of a main water tank (1), single-phase electric motor-
driven centrifugal pump (2), flow meter (3), solenoid valve (4), flow controller (5), dis-
turbance ball valve (6), secondary water tank (7), drain ball valve (8), and corresponding
copper piping, as shown in Figure 1.

Water is pumped from the main water tank (1) by a single-phase centrifugal pump (2).
Water flow is measured by a flow meter (3) and fed into the PID flow controller (5), which
operates the solenoid valve (4) according to the difference between the set-point and the
measured flow. Water is pumped through copper pipes and the disturbance ball valve (6)
into the secondary water tank (7) and back to the main water tank through the drain ball
valve (8).
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2.2. NARX Model

The NARX model is commonly used for nonlinear dynamic system approximation
purposes, as stated in [12]. The mathematical representation of an NARX model is defined
by the expression (1), where u(t) ∈ N and y(t) ∈ N represent discrete input and output
variables of the model at time step t, respectively. The number of input and output delays,
i.e., the number of input and output samples, are presented by n and m, respectively, where
n ≥ 0 and m ≥ 1.

y (t + 1) = f [y(t), . . . , y(t − m + 1) ; u(t), u(t − 1), . . . , u(t − n + 1)] (1)

Function f can be modeled by a feed-forward artificial neural network using one
hidden layer of neurons with sigmoid activation function, as it can approximate any
continuous function with good accuracy, according to [13].

2.3. Data Acquisition and Preparation

The data have been recorded with the sampling rate of two samples per second
using the data acquisition interface module, as shown in Figure 2, and divided into three
independent datasets. The first dataset consists of 1514 samples, while the second and third
consist of 598 and 266 samples. Therefore, the same datasets used in previous work [2] are
used in this paper to conduct valid and comparable analyses of the results.
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2.4. ANN NARX Model Training

The NARX model is formed using a feed-forward ANN, a multilayer perceptron, in
MATLAB, while the training was performed using the Bayesian Regularization (BR) algorithm
with a starting number of 100 neurons in a hidden layer. As an optimizer during the training
process, backpropagation has been used. The model uses voltage (ut−n) and flow (qt−m) time
series as input variables and outputs the current flow (qt), as defined by Equation (2).

qt = ANN(u t−n, qt−m
)

(2)

Multiple training iterations of the model were performed to determine the optimal
number of inputs (n and m) required to achieve high model accuracy, as illustrated in
Figure 3. To avoid a local minimum of cost function during training, a multi-start was
applied, meaning that each network structure was trained 10 times, based on a recommen-
dation from [14]. The number of epochs for each training attempt was set to 10.000. A
total of 1514 time-series data samples have been divided into training, test, and validation
datasets, containing 70%, 15%, and 15% of data samples, respectively.
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As a result of one training iteration based on the flowchart shown in Figure 3, 420 ANN
NARX models were stored in a cell net{} along with 420 combinations of the delays m and
n, stored in a cell delays(net{}). For each trained model, MSE was calculated during the
training process and stored in cell MSE(net{}).
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The training was performed using a desktop computer based on the Windows 10
operating system with 32 GB DDR4 3200 memory, an Intel i7-9700K processor, and 500 GB of
NVMe M2 SSD storage. The required time to develop all 2520 models was 38 h and 56 min.

2.5. Permuted k-Fold Cross-Validation with Train–Validation–Test Splits

As is stated in [15], when working on smaller datasets such as in this paper, k-fold
cross-validation is an ideal choice for model evaluation. Such a validation method implies
partitioning data into k segments or folds, each used to train the ANN NARX model. After
repeating the training process for all k folds, k performance estimates are obtained for each
evaluation measure, i.e., k performance estimates for MSE, k performance estimates for
the GoF, and k performance estimates for best-fit evaluation measure. These estimates are
further averaged to provide a single performance measure for each evaluation measure,
thus providing a more reliable indicator of the model’s effectiveness compared to a single
fold of input data.

As there is no formal rule for selecting the number of k folds, it is usually chosen to be
between 5 and 10, as stated in [16]. Considering the aforementioned, and since there are six
possible permutations of input data, a permuted 6-fold cross-validation was performed
to evaluate the performance of the trained ANN NARX models. Such a k number should
offer a good balance between bias and variance.

Therefore, to avoid biased evaluation estimates in the testing and validation processes,
the networks were trained using all possible permutations of the training, testing, and
validation datasets across the entire dataset, keeping a 70/15/15 ratio, as shown on the
flowchart in Figure 4.
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For each training iteration, 70% of the 1514 data samples have been used for the
training dataset. The remaining 30% of the data samples were used for the test and
validation datasets, each consisting of 15% of the 1514 data samples. Therefore, there were
six possible permutations without repetition of the datasets, as shown in Table 1.

Given that each training iteration produced 420 ANN NARX models, and there were
six permutations of the datasets, 2520 ANN NARX models were developed.
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Table 1. Permutations of training, test, and validation datasets within the overall dataset containing
1514 samples.

Permutation Number Training Dataset
[Sample Sequence]

Test Dataset
[Sample Sequence]

Validation Dataset
[Sample Sequence]

1. [1, 1060] [1061, 1287] [1288, 1514]
2. [1, 1060] [1288, 1514] [1061, 1287]
3. [228, 1287] [1, 227] [1288, 1514]
4. [228, 1287] [1288, 1514] [1, 227]
5. [455, 1514] [1, 227] [228, 454]
6. [455, 1514] [228, 454] [1, 227]

To confirm the performance of the trained networks, each network was given two new
time-series datasets containing 598 and 266 data samples. The process of testing is shown
in the flowchart in Figure 5.
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The MSE was used to measure the amount of error of the ANN NARX model during
training, as well as in the validation and testing processes following Equation (3), where s
represents the number of samples in the dataset, qi represents the measured flow output
for each input sample in the dataset, and q̂i represents the ANN NARX model predic-
tion of flow for given input sample i. GoF and best fit were also used according to the
Equations (4) and (5), using the same variable annotations as in the MSE equation with q
representing the mean of the measured flow in the dataset.

MSE =
1
s

s

∑
i=1

(q i − q̂i)
2 (3)

Goodness o f f it =

1 −

√√√√∑s
i=1(qi − q̂i)

2

∑s
i=1(qi − q)2

× 100% (4)

Best f it =
(

1 − ∑s
i=1|qi − q̂i|

∑s
i=1|qi − q|

)
× 100% (5)
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3. Results

As mentioned before, the MSE, GoF, and best fit serve as crucial metrics in this paper.
However, in order to determine the best-performing model, only one measure can be used
for ranking. The MSE was used for the performance evaluation of the trained models, as it
served as a cost function during the training process.

3.1. Model Ranking Based on the MSE Evaluation Measure

The ten best-performing ANN NARX models on two independent datasets consisting
of 598 and 266 data samples are presented in Tables 2 and 3. The ranking was based on
the MSE, while the two remaining evaluation measures are also presented in the tables.
The ANN NARX number column shows at which training iteration and permutation of
input data the best-performing network occurred. As can be seen in Tables 2 and 3, the
ANN NARX models with 6 flow delays and two or five voltage delays are in the top three
solutions for both datasets. To select the best-performing model overall, an average MSE
has been calculated for those two models and presented in Table 4.

Table 2. Best-performing ANN NARX models using test dataset 1 (598 samples).

Flow
Delay

(m)

Voltage
Delay

(n)

ANN NARX
Number

(Permutation)
MSE Best Fit GoF

6 1 366 (1st) 77,214 98,195 96,744
6 5 402 (2nd) 77,659 98,128 96,724
6 2 380 (2nd) 82,881 98,208 96,573
6 5 405 (2nd) 87,583 98,018 96,551
5 3 322 (2nd) 88,515 98,092 96,534
5 3 329 (2nd) 91,625 98,658 96,376
6 1 367 (1st) 92,666 98,569 96,355
5 2 313 (1st) 95,070 98,576 96,304
6 1 365 (2nd) 95,491 98,233 96,300
6 1 361 (2nd) 96,286 98,744 96,296

Table 3. Best-performing ANN NARX models using test dataset 2 (266 samples).

Flow
Delay

(m)

Voltage
Delay

(n)

ANN NARX
Number

(Permutation)
MSE Best Fit GoF

6 2 371 (1st) 53,460 98,059 96,885
6 5 403 (2nd) 62,642 97,900 96,506
5 4 339 (2nd) 63,038 97,584 96,519
5 4 336 (2nd) 63,522 97,756 96,631
5 3 329 (1st) 66,465 97,744 96,502
6 5 408 (2nd) 66,664 98,038 96,575
5 2 315 (1st) 67,343 97,636 96,474
6 5 405 (2nd) 69,844 97,456 96,316
4 4 278 (1st) 70,027 97,980 96,943
6 5 402 (3rd) 70,335 97,794 96,295

Table 4. The best-performing ANN NARX models in both datasets.

Flow Delay
(m)

Voltage Delay
(n) Average MSE

6 2 68,171
6 5 70,151

Convergence of the MSE during the training process for the network configuration
with six flow delays and two voltage delays is shown in Figure 6.
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3.2. Comparison of the ANN NARX Model and Transfer Function Model

The best-performing ANN NARX model with six flow and two voltage delays is
selected based on the results presented in this paper and is compared to the previously
developed transfer function (TF) model presented in [2]. Models were tested on two
datasets using the GoF measure as it was the only measure used in previous research.
Comparison results are presented in Table 5, and the time-response graphs are shown in
Figures 7 and 8. The results of the statistical analysis indicate that the newly presented ANN
NARX model significantly outperforms the previous TF model, with the paired-sample
t-test showing a p-value of 0.016 (t = 39.839, df = 1)

Error analysis has been performed on both test datasets to identify where the model
underperforms compared to the target values. Since the results are similar for both datasets,
error analysis on test dataset 2 has been presented in this paper. As can be noted in Figure 9,
the ANN NARX model makes errors during the transition process, while making minimal
errors at the steady state.

Table 5. Best-performing ANN NARX model compared to previously developed transfer function model.

Dataset ANN NARX Model
GoF TF Model GoF

Test dataset #1 97.85% 91.83%
Test dataset #2 97.53% 91.20%
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4. Discussion

The main purpose of this paper was to develop and evaluate an ANN NARX model of
a real system for controller tuning purposes. The motive for this paper was the limitation
noted in the previously developed transfer function model, which, despite achieving a high
GoF (91.2%), underperformed in controller tuning applications.

The experiments were conducted to determine the optimal number of input delays (n
and m), i.e., the number of inputs resulting in the creation of 2520 ANN NARX models in
total. The number of experiments, i.e., the models produced, were influenced by the idea
of increasing the generalization abilities and robustness of the model.

The results presented in this paper provide several important insights:

• Performance Across Models: The ANN NARX models exhibited a wide range of
performance levels, indicating that the choice of input delays significantly impacts the
model’s ability to accurately capture the system dynamics.

• Model Selection: Some configurations of input delays (n, m pairs) led to highly accurate
models, while others did not enable such a good performance. The evaluation of the
first test dataset highlighted several models with high performance. Notably, the
model with six flow delays and one voltage delay (ANN NARX 366 using the first
permutation) achieved the lowest MSE of 77.21, followed by the model with six flow
and five voltage delays and the model with six flow and two voltage delays. This
suggests a lower sensitivity of the model output to the voltage time series, and a higher
importance of its latter value than its trend. On the other hand, the flow shows quite
the opposite characteristic, emphasizing the importance of the flow time series. The
second test dataset further confirmed the ability of the ANN NARX models to capture
the nonlinear dynamics of the system and also helped in determining the optimal
number of inputs.

• Model Robustness: The extensive search over the (n, m) space and multiple data permu-
tations provided a robust framework for identifying the optimal ANN NARX model con-
figuration and examined sensitivity to different arrangements of the training datasets.

• Comparative Analysis With Transfer Function Model: The comparative analysis be-
tween the ANN NARX models and the previously developed transfer function model
revealed significant improvements. While the transfer function model achieved a
high GoF (91.2%), it failed to provide satisfactory performance in controller tuning
applications. In contrast, the ANN NARX models demonstrated consistently high per-
formance across multiple permutations and configurations, with GoF values frequently
exceeding 96%.

• Controller Tuning Implications: Higher accuracy and the robustness of the ANN
NARX models, demonstrated by their consistent performance across multiple datasets,
should be beneficial for controller tuning applications. This finding is important for
the development of a high-performance control systems relying on DTs.

5. Conclusions

Through a comprehensive experimentation involving 42 combinations of voltage
and flow delays as the input variables, 10 training iterations, and 6 permutations of the
input datasets per combination, a total of 2520 ANN NARX flow models were trained and
evaluated. Models’ performances were assessed using MSE, GoF and best fit measures
on two independent datasets. The results demonstrated the high accuracy of the created
models. Multiple data permutations ensured that the model was not overfitting to a specific
dataset but was capturing the underlying system behavior effectively.

The results indicate that the flow time series, i.e., the flow delay (m), has a strong
influence on the ANN NARX model performance, as the first ten best-performing models
mainly use five or six previous data samples, thus determining the optimal value of the
parameter. Furtherly, the experimental results show that the voltage time series, i.e., the
voltage delay (n), does not have such influence on the model performance, as its optimal
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values range from 1 to 5, thus indicating a higher importance of its more recent values to
the output, rather than a longer time series.

On the first independent test dataset, the model with six flow delays and one voltage
delay performed the best, but it did not make it to the top ten on the second test dataset, in
which the model using six and two delays showed the best performances. Therefore, the
best-performing ANN NARX model was determined by averaging the results from two
independent tests, and the model using six flow and two voltage delays has been selected.

The different permutations of the input data highlighted the robustness of the ANN
NARX models, as the resulting models did not show any significant sensitivity to different
permutations of datasets during training.

When comparing the performance of the best-evaluated ANN NARX model to the
transfer function model developed in previous work, it is evident that the ANN NARX
model generally provided a better fit, while the best-performing ANN NARX model
outperforms the best transfer function model by 6% in terms of GoF as a quality measure.

Although the model presented in this paper showed better performances than its
transfer function precursor, it still needs to be tested for PID controller tuning, which is
the next step planned in further work. In addition, experiments to determine the optimal
number of consecutive training iterations and experiments with different ANN structures,
training algorithms, and training parameters could be investigated to further improve
model performance.
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