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Abstract: The flow characteristics of methane and water in sedimentary layers are important factors
that affect the beneficial exploitation of marine hydrates. To study the influencing factors of methane
drive-off water processes in porous media, we constructed nonhomogeneous geometric models using
MATLAB 2020a random distribution functions. We developed a mathematical model of gas–water
two-phase flow based on the Navier–Stokes equation. The gas-driven water processes in porous
media were described using the level-set method and solved through the finite element method. We
investigated the effects of the nonhomogeneous structure of pore media, wettability, and repulsion
rate on gas-driven water channeling. The nonhomogeneity of the pore medium is the most critical
factor influencing the flow. The size of the throat within the hydrophilic environment determines the
level of difficulty of gas-driven water flow. In regions with a high concentration of narrow passages,
the formation of extensive air-locked areas is more likely, leading to a decrease in the efficiency of
the flow channel. In the gas–water drive process, water saturation changes over time according
to a negative exponential function relationship. The more hydrophilic the pore medium, the more
difficult the gas-phase drive becomes, and this correlation is particularly noticeable at higher drive
rates. The significant pressure differentials caused by the high drive-off velocities lead to quicker
methane breakthroughs. Instantaneous flow rates at narrow throats can be up to two orders of
magnitude higher than average. Additionally, there is a susceptibility to vortex flow in the area
where the throat connects to the orifice. The results of this study can enhance our understanding of
gas–water two-phase flow in porous media and help commercialize the exploitation of clean energy
in the deep ocean.

Keywords: hydrate bearing sediments; pore-scale; gas driving water; effective flow channel;
level-set method

1. Introduction

The world’s energy consumption structure is transitioning from fossil fuels to clean
energy sources [1]. Over the past 20 years, the primary energy consumption structure has
shown a decreasing trend in the proportion of traditional fossil energy sources like oil
and coal, while the share of clean and renewable energy has significantly increased [2].
Natural gas hydrate (CH4-nH2O) has remarkable characteristics such as wide distribution,
large reserves, high density, and high calorific value [3], and the development of the
natural gas hydrate industry serves as a bridge to promote the transformation of the energy
consumption structure from high-carbon fossil energy to low-carbon/non-carbon new
energy sources [4]. Submarine gas hydrates account for more than 90% of the total amount
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of gas hydrates in the world and are primarily stored in the seafloor sediments at the edge
of the continental shelf, distributed at water depths between 300 and 3000 m [5]. Submarine
gas hydrates have garnered significant attention due to their vast energy potential, but the
rapid decline in gas production is a crucial factor that hinders the commercial exploitation
of submarine gas hydrates [6,7]. Seafloor hydrate extraction typically utilizes a range of
methods (thermal method, depressurization method, carbon dioxide replacement, etc. [8])
to disrupt the in situ pressure state of seafloor sediments and convert solid natural gas
hydrates into gaseous methane and liquid water. The pores of the seafloor hydrate deposits
are filled with a significant amount of water. The released methane propels the flow
of saturated water to the production wells under differential pressure [9]. This process
is manifested as a gas–liquid two-phase flow state within a porous medium [10], and
the periplasmic flow process during mining is illustrated in Figure 1. Influenced by the
geometry, physical properties, and two-phase flow behavior of the sedimentary layer, the
effective gas-producing channels are diminished, leading to a decrease in the conductivity
of the sedimentary layer [11]. Therefore, an in-depth study of the gas–liquid two-phase
flow law in pore medium is of great significance for the efficient development of natural gas
hydrate resources and ensuring a clean energy supply [12]. Clarifying the characteristics of
gas-driven water flow in the pore scale of seafloor hydrate sedimentary layers is crucial for
advancing the stable testing of marine natural gas mining and the marine economy [13].
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Indoor tests typically involve using simulated reservoir conditions of hydrate aquifers
to examine the differential pressure changes within the reservoir [14,15]. This is performed
to investigate the flow patterns of methane and water. Jiang et al. [16] developed a series of
multi-dimensional hydrate mining simulation test systems, conducted direct pressure drop
mining tests, established the relationship between gas production per unit of pressure drop
and the average gas production rate, and explained the mechanism behind the difference in
peak gas production rate between vertical and horizontal wells. Liu et al. [17] used nuclear
magnetic resonance (NMR) technology to monitor the distribution characteristics of water
flooding in deep-sea sandstone reservoirs. They quantified the repulsive capacity of the
aqueous phase in the pore-scale medium, explored the mathematical model of repulsive
efficiency concerning porosity, and analyzed the sensitivity of reservoir geometry to per-
meability properties. Zhang et al. [18] carried out high-pressure microfluidic visualization
experiments, realized the visual observation of gas hydrate generation and decomposition
phase transitions at the pore scale, investigated the evolution of bubble size over time,
and examined how the warming rate affects the variation of methane bubbles at the pore
scale. Limited by the conditions for conducting indoor experiments, many scholars have
investigated the pore-scale gas–liquid two-phase flow through numerical simulation. Zhao
et al.’s [19] deep-sea bubble migration model was developed to study the main factors
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affecting bubble motion under variable pressure conditions during hydrate decomposi-
tion. A mathematical relationship between bubble size change and drag coefficient was
established. Ju et al.’s [20] numerical simulation of two-phase flow was conducted on a
two-dimensional pore scale using a multicomponent lattice Boltzmann model (LBM) to
compute the variations in pressure and velocity fields during the two-phase repulsion
process. The study aimed to explore the relationship between the dominant flow path and
the distribution of pore-throat sizes, as well as to elucidate how the non-uniformity of pore
shapes affects flow capacity. Kamaljit et al. [21] studied the two-phase repulsion process
dominated by capillary forces in porous media, analyzed the degree of sensitivity of the
repulsion mode to wettability and the geometric structure of porous media, investigated the
influencing factors of the repulsion interface instability, and established the rule governing
the change of the dominant path of the repulsion phase. Accurately characterizing the struc-
ture of hydrate deposits is essential for studying the two-phase flow of methane and water.
Wang et al.’s [22] splicing method was developed to characterize the full-size pore-size
distribution (PSD) and throat-size distribution (TSD) structures. The effect of the cross-scale
inhomogeneity of the reservoir structure on the two-phase flow was assessed. It was
found that the more concentrated the full-size pore-size distribution (PSD), the greater the
hydraulic conductivity of the reservoir. Lu et al. [23] simulated the transport characteristics
of the gas–liquid repellent interface using the level set method and performed calculations
in the finite element software COMSOL Multiphysics5.6 to investigate the impact of the
pore–throat ratio on the shape, location, and repellent efficiency of the water–gas interface.

In this paper, we develop a nonhomogeneous pore model using a stochastic algorithm
and employ the finite element method to analyze the flow characteristics of methane
decomposed from hydrates in a saturated water environment. The aim is to investigate the
distribution patterns of the effective flow channel for gas-phase drive-off at the pore scale,
the factors affecting the time of the tail breakthrough, and the rule of change of the bound
water. Providing strong theoretical and technical support is essential for conducting an in-
depth study of reservoir conductivity and gas recovery rate during hydrate aquifer mining.

2. Geometric Model Description
2.1. Random Reconstruction Algorithm of Pore Structure

In pore-filled and particle-cemented hydrate deposits, the pores between rock particles
constitute the main fluid transport space. We enhanced the random distribution algorithm
in MATLAB by utilizing the Mersenne rotation algorithm [24]. This was achieved by
generating random numbers uniformly distributed in a rectangular range using the rand
function [25]. We input basic information such as pre-studied porosity, diameter of the
matrix circle, and width of the throat into the program. Then, we generate a circular
matrix, with the area between the circular media serving as the flow channel. It is worth
mentioning that the pore structure generated in this manner is unique. We compare the
multiple geometric models generated to select the model for further study. We obtained
a series of two-dimensional random coordinates based on the specified particle radius
and particle density. Circular particles that can overlap and be distributed are arranged to
characterize the nonhomogeneous pore structure of the hydrate sedimentary layer. The
voids between the units are represented by the circular, overlapping portions, symbolizing
the rock particles, while the area between the circles represents the pore medium. The pore
medium was generated by entering the circular diameter (100 µm) and porosity, followed
by circular position adjustment and overlapping circular modification. By determining the
maximum and minimum widths of the throat, we can assess if they meet the requirements of
the proposed model. The model will be output in Drawing Exchange Format in AutoCAD
2014 software, and then a two-dimensional pore medium model will be constructed in
COMSOL. The complete processing flow is shown in Figure 2.
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2.2. Characteristic Analysis of Heterogeneous Model

A detailed quantitative description of the two-dimensional porous media model forms
the foundation of this study. In this paper, PCAS v2.3 software is utilized to identify
the pore structure in the model. The fracture image is binarized using the threshold
segmentation method. Various geometric and statistical parameters of the pore system are
obtained through matrix computation. The colored part represents the pore region, and
different pore spaces are segmented based on the pore diameter plunge. The space without
a range in pore diameter is considered the same pore and is distinguished by different
colors. From the pore network structure’s connectivity characteristics, it can be observed
that there are a total of 109 small pore spaces, each with an average profile coefficient of
0.37. The self-similarity of the profile is described using the box dimension method. The
fractal dimension of the pore network is calculated to be 1.45. The processing procedure is
illustrated in Figure 3.
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2.3. Distribution Characteristics of Throat Opening

To characterize the distribution of the throat width, the model network structure
was imported into ImageJ version 1.54j, and the image was randomly segmented and
delineated using the Watershed algorithm based on the grayscale changes [26]. The fissure
delineation opening was calculated using the built-in Analyze Particles function of ImageJ.
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The complete image of the fissure opening is captured, and the frequency distribution of
the opening data is analyzed. The distribution interval is set at 10 µm for the frequency
histogram. The histogram displaying the frequency distribution of the fissure openings and
the corresponding fitted curves are illustrated in Figure 4. The model network structure is
predominantly characterized by a microchannel structure. The area with local openings
ranging from 10 to 40 µm constitutes 50.11% of all fissures, while the area with local
openings ranging from 10 to 60 µm represents 73.5% of the total fissures.
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3. Numerical Model Description
3.1. Governing Equation

To visualize the constrained behavior of the two phases within the microchannel, sim-
ulation operations have been conducted in COMSOL using the level-set method. Tracking
the shape and position of the interface is accomplished by the time evolution of the level-set
function. The model incorporates interfacial tension as a mass force into the Navier–Stokes
equations, which are utilized to depict mass and momentum transfer in the two-phase
methane and water fluids [27].

ρ
∂u
∂t

+ ρ(u · ∇)u = ∇ ·
[
−pI + µ

(
∇u + (∇u)T

)]
+ Fst (1)

∂ρ

∂t
+∇ · (ρu) = 0 (2)

where ρ is expressed as the density of the fluid, kg/cm3. µ represents the dynamic viscosity
of the fluid, Pa-s. u is the speed, m/s. p represents the inlet pressure, Pa. I is the unit matrix.
Fst is the surface tension of the two phases, N/m.

The flow velocity at the minimum opening of the simulated process in this paper is
small, and the Reynolds number is much less than 1, which can ignore the inertial term of
the flow. In this way, the fluid flow problem is transformed into solving the Navier–Stokes
equations under specific conditions. The above equations can be rewritten as follows [28]:

∂u
∂t

+ (u · ∇)u +
1
ρ
∇p − µ∇2u = Fst (3)

ρ∇ · u = 0 (4)

where p is expressed as pressure, Pa. u is expressed as the flow velocity, m/s. µ is denoted
as the dynamic viscosity of the fluid, Pa·s. ρ is expressed as the density of the fluid, kg/m3.
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The respective volume fractions of the gas–water two-phase flow are defined in a
separated two-phase flow by the level-set function φ, where 0 ≤ φ ≤ 1. In the two-phase
flow simulation process, φ = 0 indicates the aqueous phase, and φ = 1 indicates the gas
phase. When 0 < φ < 1, φ is used to describe a phase interface with a certain thickness. It is a
value that presents a gradient change from 0 to 1. A contour surface with φ = 0.5 is typically
considered the phase interface in post-processing. The two-phase flow interface is tracked
using the reinitialized level-set function φ values to study the dynamic characteristics of
the gas–water two-phase flow interface. The kinematic equation of the level-set method for
tracking the interface of the gas–water two-phase flow can be expressed as follows [29]:

∂ϕ

∂t
+ u · ∇ϕ = γ∇ ·

(
ε∇ϕ − ϕ(1 − ϕ)

∇ϕ

|∇ϕ|

)
(5)

where γ is the reinitialization parameter; ε is the interfacial thickness control parameter;
∂ϕ/∂t denotes an accumulation term over time; and u · ϕ denotes a convective term.

The right-hand side of the level-set equation represents the diffusion term. The
choice of both γ and ε affects the astringency of the model. To improve astringency when
calculating the level-set equations, ε = hc/2 is usually used, where hc is the grid size of the
interface region, and γ is the maximum velocity occurring in the model. A uniform mesh
size is more conducive to computational convergence, and an appropriate increase in ε can
accelerate the model. Since the level-set function is a smooth step function, the density (ρ)
and the dynamic viscosity (µ) of the two-phase mixing parameters can be determined by
the following equation [30]:

ρ = ρg +
(
ρw − ρg

)
φ

µ = µg +
(
µw − µg

)
φ

(6)

When the level-set equations are coupled with the flow equations, the velocities in the
level-set equations are obtained from the laminar flow. The value of the level-set function
(φ) is used in the computation of the flow field properties (ρ, µ) and then exported to the
flow equations. The space between the substrates can be divided into pores and throats,
with the throats being the key factor affecting the seepage performance of the pore medium.
Assuming that the pore throat is saturated with the gas phase initially, the throat radius
suddenly decreases during the water drive process, leading to an increase in local capillary
forces. In hydrophilic environments, capillary forces act as power while in hydrophobic
environments, capillary forces function as resisting forces.

The capillary force in a single capillary tube can be expressed as follows [31]:

Pc = Pnw − Pw =
2σ cos θ

Rh
(7)

where Pc is the capillary force; Pnw is the gas-phase pressure, Pw is the water-phase pressure,
and Rh is the characteristic scale of the pore throat. The simulation of two-phase flow under
different wettability involves setting two parameters, slip length β and contact angle θw, in
the level-set method. The value of the slip length β is defined in terms of the minimum
grid length factor when β = fhmin. To prevent the interface from moving too fast, the surface
friction Ffr is introduced to constrain the slip length [32]:

Ff r = −(µ/β)u (8)

The contact angle θw is the angle at the interface between the wall and the fluid,
pointing from the aqueous phase to the gas phase. The contact angle is specified by
Young’s equation.

σ cos θ + γsw = γsg (9)

where σ denotes the surface tension coefficient, N/m; γsw and γsg are the surface energy
densities of the aqueous phase, the gas phase, and the solids.
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The surface tension at the interface of the two-phase flow can be expressed as fol-
lows [33]:

Fst = ∇T (10)

T = σ
(

I − n · nT
)
· δ(ϕ) (11)

where n is denoted as the unit vector perpendicular to the interface; δ(φ) is the Dirac
function, 1/m.

The Dirac function is 0 only at the phase interface and can be derived from the
following smooth function approximation [34]:

δ = 6|ϕ(1 − ϕ)||∇ϕ| (12)

3.2. Model Verification

Interfacial interactions are often characterized by dynamic contact angles as the two
phases of gas–water flow in microchannels. In this section, the level-set method will be
utilized to simulate the gas–liquid flow in a single microchannel at various flow veloci-
ties [35]. The numerical simulation results will be compared with the experimental findings
conducted by Choi to validate the model’s accuracy [36]. In the simulation, we set the
same boundary conditions as those in the experimental setup. The experimental setup
parameters are presented in Table 1, and the comparison results between the test and simu-
lation are illustrated in Figure 5. From the comparison of experimental measurements and
numerical simulation calculations, it is known that the gas-phase advancing contact angle,
the receding contact angle, and the liquid-film thickness match the simulation using the
level-set method. This verifies the reliability of the level-set method for such applications.

Table 1. Experimental parameters and conditions.

Fluid Parameters Numerical Value

Density of water/(kg/m3) 1000
Water viscosity/(Pa·s) 0.001

Apparent velocity of water/(µm/s) 0.2~1.2
The density of nitrogen/(kg/m3) 6.78

Viscosity of nitrogen/(Pa·s) 0.0177
Nitrogen apparent flow rate/(m/s) 0.2~1.2

Microchannel opening (µm) 500
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3.3. Model Construction
3.3.1. Model Assumption

This paper aims to investigate the influence of the nonhomogeneity of the hydrate
deposit on the gas-driven water process and the role played by the wettability and the
interfacial mobility velocity during the flow process. The reservoir microstructure is
simplified to a homogeneous porous medium consisting of rounded particles and pores,
and the following assumptions are made for the model:

1. The porous media structure is assumed to be a uniformly distributed circular media
structure, without considering the nonhomogeneity of the geometry (e.g., rectangular
structure, rhombic structure, etc.);

2. It is assumed that no dissolution, phase change, etc., occurs between the liquid and
gas phases during two-phase displacement;

3. It is assumed that, in a porous medium, both phases flow at low velocities and fall
within the scope of laminar flow;

4. It is assumed that the gas phase being studied satisfies the ideal gas equation of state
and that both phases of the fluid are incompressible;

5. The two-phase fluid flow is driven by differential pressure while ignoring the effects
of gravity.

3.3.2. Numerical Model

To convert the geometric structure image of the 2D porous media model into a COM-
SOL geometric model, we first converted it into a DXF file and then imported it into the
software. The left end of the model represents the injection end, with injection velocities
of 0.2 m/s, 1 m/s, and 5 m/s, while the right end represents the extraction end, with
a pressure boundary condition of 0 Pa and no-slip boundaries on the upper and lower
walls. For a coupled solution of Navier–Stokes and level-set equations using COMSOL
Multiphysics coupling software, the interface thickness is set to one-third of the maximum
grid cell size, the initial time length is 10–11 s, and the backward difference method is
used to determine the computational time step. The PARADISO solver was used to solve
the equations. The Delaunay triangular mesh is used to dissect the porous medium. In
the constructed model, we calculated the mesh division with varying degrees of sparsity.
When the mesh division is sparse, the calculation results are inaccurate. The gas–liquid
interfacial repulsion of a calculation step will lack many details. With the mesh refinement,
the calculation results in COMSOL tend to become more accurate. However, as the mesh
division precision continues to increase, the improvement in calculation accuracy becomes
less significant, while the calculation time increases exponentially. After verifying mesh
independence, the mesh with 70,182 elements meets the accuracy requirements for the
solution. First, the entire fracture channel is saturated with a liquid phase, and the gas
phase is injected from the inlet at the left end of the model to displace the liquid within
the pore, while the liquid exits through the outlet. Under the experimental conditions, it
is assumed that no heat is absorbed or dissipated during the flow. In addition, the liquid
phase is considered incompressible, and the effect of capillary forces during flow is taken
into account. The nature of the fluid is assumed to be isotropic. The interior of the rift is a
fully connected, contact-free spatial structure. The pore space varies greatly in different
regions of the model, so in the mesh generation, the COMSOL embedded mesh method
is used to refine the mesh in different pores by adjusting the grid number of the narrow
region resolution. The meshing in the throat area should be compact enough to ensure the
accuracy of the calculation, and the appropriate coarsening of the mesh in the pore area can
reduce the calculation time. To adapt to the boundary of circular pores, the triangular mesh
shape is selected, and a total of about 106,811 mesh elements and 1222 boundary cells are
divided. The comparison of experimental groups is shown in Table 2. The schematic flow
of a nonhomogeneous model and local meshing is shown in Figure 6.
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Table 2. Numerical simulation research group.

Case Contact Angle Flow Velocity (mm/s) Target

Case (a) 90◦ 3.5
Heterogeneous

characteristics of pore
structure

Case (b)
20◦ 3.5 Wettability sensitivity

analysis30◦ 3.5
40◦ 3.5

Case (c)
30◦ 0.7 Sensitivity analysis of

moving speed30◦ 3.5
30◦ 17.5
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4. Results and Analysis
4.1. Flow Characteristics of Methane Flooding at the Pore Scale
4.1.1. Structure of Heterogeneous Medium

To investigate the effect of the modeled inhomogeneity of the porous media model on
the flow, we simulated the methane displacement water process with a wall-wetting angle
of 90◦, which allows us to exclude the degree of hydrophilicity of the pore medium and
only consider the effect of the geometric structure on the flow. The image was thresholded
using the binary threshold algorithm to realize the separation of the channel portion and the
closed portion of the partitioned image. Further, the channel region was manually selected
using the Region Grow algorithm [37], and the pore area occupied by the gas–liquid phase
was determined using ImageJ, respectively. The flow phase diagram and pressure cloud
diagram are shown in Figure 7, and the change curve of water saturation is shown in
Figure 8. Due to the wall resistance, the gas phase first drives off the saturated water in the
middle region, and after 2 s, the gas phase mainly drives off the water phase in the upper
channel, and the tail-end breakthrough occurs in the upper region at 9.67 s. At this time,
the water saturation was 25.4%, 72.2%, and 72.4%, in order; after that, with the continuous
injection of gas, the water saturation no longer changed; the water saturation in the upper
and central parts of the change was small, only 4.3% and 10.5%, while the water saturation
in the lower part of the decline was 30.5%, causing the central region of the water to become
bound water. Dominant channels were formed in the upper and lower parts, with effective
flow channels accounting for only 58.7% of the total channel area and close to half of the
channels becoming ineffective.
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4.1.2. Throat Size Heterogeneity

From the numerical simulation results, it can be seen that the throat size in the nonho-
mogeneous pore-scale model is an important factor that affects the effective flow channel.
To further study the role played by throat width in the process of methane-driven re-
placement water, we divided the pore model with a contact angle of 90◦ into three parts:
upper, middle, and lower regions according to its flow pattern and the location of the tail
breakthrough and counted the distribution of the throats in the three regions and plotted
the openness-frequency histograms, respectively. We used the Log normal function to
model the distribution of throat dimensions across various widths. The fitting coefficients
were 0.96, 0.96, and 0.94, respectively, aligning with the characteristics of a lognormal
distribution. The histograms and fitted curves of the frequency distributions for the three
regions are shown in Figure 9.
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In the small size range (10–40 µm), the percentage of throat width in the upper, middle,
and lower regions was 47.83%, 52.97%, and 49.60%, respectively. In the medium size range
(40–100 µm), the percentage of throat width in the three regions was 46.61%, 42.37%, and
44.81%, respectively. In the large size range (100–160 µm), the percentage of throat width
in the three regions was 5.56%, 4.66%, and 5.59%, respectively. The porosity was 46.75%,
40.60%, and 45.83% in the upper, middle, and lower regions, respectively. Under neutral
wetting, the process of methane driving off water is only related to the width of the flow
channel, and the narrower the flow channel, the more difficult it is for driving off to occur.
The central region has the highest number of throats in the small size range, which is 3.7%
and 10.75% larger than the lower and upper regions, respectively, but the percentage of
the gas phase after breakthrough is much smaller than this value, which shows that the
minimum width in the flow channel determines the choice of the flow path. The throat
dimensions are consistent with the simulations, and the smaller the porosity at the same
pressure, the greater the resistance encountered by the displacement fluid, and the more
difficult it is for the tail breakthrough to occur in this part of the region.

4.2. Displacement Efficiency and Effective Channel

The simulation results of the interface drive at inlet velocities of 3.5 mm/s and
17.5 mm/s, respectively, are shown in Figure 10. The results for inlet velocities of 5 mm/s
and 17.5 mm/s, respectively, are shown in Figure 11. The water saturation at the moment
of tail-end breakthrough of methane-driven water, when the inlet interface moves at a
speed of 3.5 mm/s and the contact angle of the pore medium wall surface is 40◦, 30◦, and
20◦, is 51.5%, 54.8%, and 55.8%, respectively. This indicates that as the pore medium’s
hydrophilicity increases, the time for methane tail-end breakthrough to occur decreases,
making it easier to form a dominant channel. The gas–water drive process was continued
until there was no more water phase at the tail end. At that point, the saturation of bound
water was 25.1%, 30.7%, and 33.3%. From the initial tail-end breakthrough to the final
stage, methane sequentially drove out 26.4%, 24.1%, and 22.5% of water from the pore
medium. When the inlet interface replacement rate was increased by five times, the water
saturation of methane replacement water at the moment of tail-end breakthrough was
40.4%, 49%, and 55.8% at the pore medium wall contact angles of 40◦, 30◦, and 20◦. This
indicates that with the increase in hydrophilicity in the pore medium, the time for methane
breakthrough was reduced, making it easier to form the dominant channel. At this point,
only about half of the channel served as a flow pathway for methane. The gas-driven water
process was continued until no more water phase appeared at the tail-end. At that point,
the bound water saturation levels were measured at 13.4%, 25.5%, and 34.3%. From the
moment of breakthrough at the tail end to the final moment, 27%, 23.5%, and 21.5% of
water was successively displaced from the pore medium by methane. From the distribution
of the phase diagram, it can be observed that methane breakthrough primarily occurs in
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the upper region, with water being the main liquid discharged in the lower region. The
water content in the middle region remains relatively stable, and the discharge of the water
phase becomes more challenging with increased hydrophilicity. Additionally, a second
breakthrough point does not form under conditions with a contact angle of 20◦.
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4.3. Correlation Analysis of Contact Angle

The variation in water saturation within the pore medium of the hydrate sediment
layer as a function of time under the two flow rate conditions was established separately
and fitted with a negative exponential function, as shown in Equation (13) [38]; fitting
results are shown in Figure 12.

Sw = Ae−t/B + C (13)
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Figure 12. Relationship between water saturation changes and methane release in porous media with
varying wettability under two different flow rates. (a) The entrance interface moves at a speed of
3.5 mm/s. (b) The entrance interface moves at a speed of 17.5 mm/s.

Both displacement rates are sensitive to the contact angle of porous media. The
changes in water saturation under the three wettability conditions are similar when the
replacement rate is small, and the changes in water saturation under gas-driven water
conditions in pore media with strong hydrophilicity exhibit more linear behavior. The
curvature of the data curves changes significantly at large repulsive velocities, especially in
weakly hydrophilic media. Porous media that are weakly hydrophilic are more sensitive
to changes in water saturation initially, becoming more sensitive to time, changing more
drastically over time, and becoming less sensitive to changes in time after the breakthrough
at the tail end.

To further characterize the correlation between the values of the fitted function param-
eters in different wetted pore media, we compared the relationship between the values of
the fitted parameters A and B with the cosine of the contact angle, respectively, as illustrated
in Figure 13. The values of the fitted parameter A exhibit a consistent trend under both
replacement velocity conditions, decreasing with the weakening of hydrophilicity. They
also demonstrate a linear correlation with the cosine value of the contact angle. However,
the slope of the fitted parameter A decreases by a factor of 0.53 when the replacement
velocity is increased by a factor of 5. Moreover, the value of the fitted parameter A is more
responsive to changes in the contact angle under conditions of low flow velocity. The trend
of the fitted parameter B value remains consistent under both driving speed conditions,
decreasing with reduced hydrophilicity. It demonstrates a linear correlation with the cosine
value of the contact angle. However, the slope of the fitted parameter B value decreases
by 0.2 times when the driving speed is increased by a factor of 5. Additionally, the fitted
parameter B value shows insensitivity to changes in the contact angle under conditions
of high flow rate. Therefore, under the working conditions described in this paper, the
curvature of the water saturation versus the time curve is primarily determined by the
value of the fitting parameter A.
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5. Discussion

The gas-driven water working conditions were constructed for three flow rate con-
ditions at a contact angle of 20◦ for the pore medium. The changes in water saturation
and pressure clouds at the breakthrough and final moments are illustrated in Figures 14
and 15. The water saturation at the moment of breakthrough was 45.6%, 55.7%, and 55.8%
when the inlet interface moving velocity was 0.7 mm/s, 3.5 mm/s, and 17.5 mm/s, re-
spectively. Under low flow rate conditions, the water saturation was low, and the gas
phase occupied most of the space. Under high flow rate conditions, it was more likely
to form an expulsive dominant channel, leading to premature breakthroughs. After the
breakthrough to the moment of stabilization, the water saturation continued to decrease by
13.7%, 22.4%, and 21.5%, respectively. The larger the replacement velocity, the more water
phases were replaced. This is because the larger the inlet replacement velocity, the larger
the pressure difference. A larger pressure gradient allows the gas phase to enter more pore
space, enabling more water phases to be replaced even after the tail-end breakthrough. In
addition, the central region is always the primary area where bound water exists under the
three flow conditions.

The flow time under the three flow conditions differs greatly. To facilitate comparison,
we use the time of the breakthrough moment as a benchmark, and the ratio of different
moments to this benchmark is used as a unit of comparison to analyze the characteristics
of water content saturation changes under different displacement multiples, as illustrated
in Figure 16. At the same displacement multiplicity, conditions with a higher inlet flow
rate exhibit higher water saturation and fewer channels occupied by the gas phase. This
implies that gas is more likely to flow from larger throats in hydrophilic environments
under high flow rate conditions. Additionally, the gas phase further facilitates the capillary
pressure into the smaller throats after the tail breakthrough. In addition, we calculated
the instantaneous flow velocity in the narrow throat region and the orifice region. The
instantaneous flow velocity cloud at v = 17.5 mm/s is shown in Figure 17. The figure
illustrates that although the injection is performed at a steady flow rate at the inlet, the
instantaneous flow velocity can vary by two orders of magnitude in the local region. The
gas-driven water requires a larger driving force to overcome the capillary force when
flowing through the throat region, resulting in the formation of a high flow velocity zone.
In the area near the back of the throat, there is a sudden release of high flow velocities,
leading to the formation of vortex flow.
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Figure 17. Transient flow characteristics in local areas.

6. Conclusions

In this study, we constructed a nonhomogeneous pore medium model by developing
a random distribution algorithm to simulate the process of methane displacing saturated
water in hydrate deposits. We explored the effective flow channels of methane and the
characteristics of bound water under different conditions. The main conclusions obtained
are as follows:

(a) Throat width is the most important factor affecting two-phase flow in inhomogeneous
media. The distribution of the throat width within the pore medium gap significantly
affects the flow channel. Even a small difference of 5% in the smallest throat distribu-
tion can result in a 40% difference in the effective flow space for methane. This can
lead to almost half of the channel becoming a dead volume;

(b) Differences in the degree of hydrophilicity of the pore medium affect the gas’s ability
to enter the small throat region. The stronger the hydrophilicity, the shorter the
breakthrough time and the time to final dominant channel formation, and the smaller
the region where effective flow channels formed. The change in water saturation over
time exhibits a negative exponential correlation. The less hydrophilic the material, the
more sensitive it is to changes over time;

(c) Higher replacement velocities result in more pronounced fingering. The higher rate
of expulsion results in a larger pressure gradient, allowing methane to easily displace
water in the larger throat area, thus forming a dominant channel. The larger pressure
difference allows the gas phase to enter the smaller throat area, enabling the tail
breakthrough to continue replacing more water at the end, ultimately creating a larger
effective flow space.
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