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Abstract: This study presents a novel real-time prediction technique for multi-degree-of-freedom
ship motion and resting periods utilizing Long Short-Term Memory (LSTM) networks. The primary
objective is to enhance the safety and efficiency of shipborne helicopter landings by accurately
predicting heave, pitch, and roll data over an 8 s forecast horizon. The proposed method utilizes
the LSTM network’s capability to model complex nonlinear time series while employing the User
Datagram Protocol (UDP) to ensure efficient data transmission. The model’s performance was
validated using real-world ship motion data collected across various sea states, achieving a maximum
prediction error of less than 15%. The findings indicate that the LSTM-based model provides reliable
predictions of ship resting periods, which are crucial for safe helicopter operations in adverse sea
conditions. This method’s capability to provide real-time predictions with minimal computational
overhead highlights its potential for broader applications in marine engineering. Future research
should explore integrating multi-model fusion techniques to enhance the model’s adaptability to
rapidly changing sea conditions and improve the prediction accuracy.

Keywords: long short-term memory (LSTM); ship motion prediction; resting period; real-time
online prediction

1. Introduction

Shipborne helicopters and unmanned aerial vehicles (UAVs) have emerged as critical
assets in contemporary naval warfare and oceanic operations, executing various tasks,
including surveillance, border patrol, scientific research, and mapping [1,2]. However,
landing helicopters on moving ships presents substantial challenges [3], primarily due to the
continuous and complex motion of the ship’s decks induced by environmental factors such
as wind and waves. Additionally, unstable airflows around the deck and superstructure
exacerbate the difficulty and risk associated with helicopter landings [4]. Under these
conditions, helicopter landings must be executed within constrained time frames and spatial
limits [5]. Various auxiliary systems have been developed to mitigate these challenges and
ensure safe landings, including visual aids, sensor fusion technologies [6,7], real-time path
planning techniques [8,9], and control algorithms [10]. Nevertheless, these methods often
exhibit limited effectiveness in complex sea conditions and require substantial onboard
computational resources. In contrast, predicting the ship’s resting period can provide
real-time landing assistance without imposing a heavy computational burden on onboard
systems, enhancing landing safety and operational efficiency.

The resting period is when a ship momentarily achieves a relatively stable state in a
wave environment. During this time, the amplitude of the ship’s motion significantly de-
creases, providing more favorable conditions for helicopter takeoff and landing operations.
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According to NATO’s standard protocol STANAG 4154 [11], the motion limits for ships
performing vertical and short takeoff and landing (V/STOL) operations are as follows: a
roll of 2.5◦, a pitch of 1.5◦, and a vertical velocity (heave) of 1.0 m/s (all of them given in
terms of the root mean square amplitude, while the other ship motions are ignored since
they do not significantly influence this operation). When the ship’s motion remains within
these limits, it is considered to be in a rest state, meeting the requirements for aircraft
landing. Therefore, accurately predicting the ship’s resting period is crucial for ensuring
safe helicopter landings. To ensure a practical application, the forecast of the resting period
must be conducted well in advance to facilitate adequate planning and preparation for
operations. Kolway and Coumatos [12] suggested that a resting period ranging from 6
to 10 s could be feasible for landing purposes. Baitis [13,14] discussed helicopter takeoff
and landing operations, recommending predictions 8–10 s in advance for pitch and 20 s
for roll. Colwell [15] emphasized that for helicopter landings, a minimum of six seconds is
necessary, as a four-second period is insufficient. Given the need to balance prior research
and practical engineering considerations, along with the challenge of a declining prediction
accuracy over extended periods, this paper adopts an 8 s prediction horizon. This choice
is made to ensure an adequate resting period length while maximizing the prediction
accuracy, aligning with most of the previously considered criteria (6–10 s, 8–10 s, 20 s,
and 6 s).

Achieving a high-precision resting period prediction necessitates accurately forecast-
ing the ship’s motion in terms of the roll, pitch, and heave—critical degrees of freedom
integral to determining the resting period.

Since the mid-20th century, the field of ship motion prediction has experienced sig-
nificant advancements, evolving from classical physical models to contemporary machine
learning algorithms. Early efforts predominantly relied on linear and nonlinear ocean wave
models grounded in fluid dynamics theories, which employed mathematical tools such
as differential equations and Fourier transforms. Nielsen et al. proposed a methodology
that uses the observed autocorrelation function to predict the dynamic behavior of marine
structures, enhancing the accuracy of response predictions, particularly in stochastic envi-
ronments [16]. Duan et al. developed a time-domain method to predict the motion and
excessive acceleration of shallow draft ships in beam waves [17]. Their method successfully
predicted ship motions with high accuracy and computational efficiency, making it practical
for real-time applications. Chai et al. employed probabilistic analysis techniques to estimate
the likelihood of capsizing under varying sea conditions, considering both environmental
and ship-specific factors [18]. This approach provides a reliable probabilistic model that
can be used in real-time to assess and mitigate capsizing risks in dynamic sea conditions.
Bielicki utilized experimentally evaluated RAOs to forecast ship responses under different
wave conditions, offering a more accurate and reliable basis for predicting ship motions
in complex sea states [19]. Wang et al. employed a numerical model that incorporates
both structural flexibility and wave-induced loads to simulate vertical ship responses,
accurately predicting vertical responses and offering insights into potential structural risks
under various wave conditions. [20]. However, these models faced limitations in practical
applications due to the inherent complexity and uncertainty of the marine environment.

Researchers gradually shifted toward statistical methods to address these challenges,
particularly time-series analysis and autoregressive integrated moving average (ARIMA)
models. Jiang et al. investigated scale effects in AR model real-time ship motion prediction,
revealing that the model performance varies significantly with scale, which is crucial for ac-
curate predictions [21]. Song et al. applied nonlinear innovation techniques combined with
full-scale test data to predict the ship attitude, specifically focusing on coupled heave–pitch
motions, achieving high accuracy [22]. Ouyang et al. developed an identification model for
ship maneuvering motion using Local Gaussian Process Regression (LGPR), providing a
precise and efficient approach to predict the ship dynamics during maneuvers [23]. Ren
et al. employed a data-driven method to simultaneously identify a 6DOF dynamic model
and wave loads for ships, offering a comprehensive tool to understand ship behavior in
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waves [24]. Although these methods offered improvements in handling time-series data,
they still struggled with complex nonlinear problems inherent in ship motion prediction.

In the early 21st century, the advent of machine learning revolutionized the mar-
itime field, particularly in ship movement prediction. Huang et al. [25] explored the role
of machine learning in sustainable ship design and operations, emphasizing its ability
to optimize performance, reduce the environmental impact, and enhance operational
efficiency—underscoring the growing importance of these technologies in achieving sus-
tainability goals for the maritime industry. Traditional machine learning techniques, such as
support vector machines (SVM) and random forests (RF), have proven effective in manag-
ing large-scale data and complex nonlinear relationships, making them widely studied and
applied in ship motion prediction. Chen et al. [26] developed an adaptive machine learning
model for real-time ship heave motion prediction, while Romano-Moreno et al. [27] created
a semi-supervised model to forecast moored vessel movements, both of which significantly
improved maritime safety and operational efficiency. Panda, J. P. et al. [28] provided a
comprehensive overview of machine learning applications in shipbuilding, marine, and
offshore engineering, showcasing various case studies and innovations that illustrate how
machine learning is transforming these fields through more accurate predictions, efficient
designs, and enhanced safety and performance. However, these methods often require ex-
tensive feature engineering and data preprocessing and are limited in capturing long-term
dependencies in the time-series data.

In recent years, the advancement of Artificial Neural Networks (ANN) and Recurrent
Neural Networks (RNN) has significantly improved the prediction accuracy in various
fields, particularly in ship motion prediction. Martić et al. [29,30] developed ANN models
for predicting the added resistance of container ships in head waves, demonstrating high
accuracy and practical utility in the ship’s design. Similarly, Ozsari [31] applied ANN anal-
ysis to enhance predictions of engine power and emissions for various ships, contributing
to the optimized performance and reduced environmental impact. Yildiz [32] employed
ANN to predict the residual resistance in trimaran vessels, proving its effectiveness for
complex designs. Mentes and Yetkin [33] highlighted the advantages of ANN in predicting
the dynamic behavior of mooring systems, offering improved accuracy over traditional
methods.

Further expanding the application of neural networks in maritime forecasting, Gao
et al. [34] developed a real-time prediction model for ship motion that combines adaptive
wavelet transforms with a dynamic neural network. In this model, the neural network is
pivotal in capturing the nonlinear characteristics of ship motions, thereby enabling accurate
real-time predictions under varying sea conditions. Zhang et al. [35] introduced a data-
driven method that employs a neural network for the multi-step prediction of the ship’s
roll motion in high sea states. The neural network processes historical data to generate
reliable long-term predictions, thereby ensuring ship stability and safety in challenging
maritime environments.

Jiang et al. [36] proposed a data-driven method for ship motion prediction using a
neural network to analyze extensive datasets, delivering highly accurate forecasts of ship
behavior. This neural network plays a crucial role in enhancing the maritime safety and
operational efficiency through precise motion forecasting. Additionally, [37] developed
a ship attitude prediction model using a neural network optimized with a cross-parallel
algorithm, significantly contributing to safer navigation and more informed operational
decision making.

Among the various types of neural networks, Long Short-Term Memory (LSTM)
networks—a specialized form of RNN—are particularly well-suited for modeling nonlinear
and non-stationary time-series data due to their unique architecture, which allows them to
retain crucial information over extended periods. This capability makes LSTM networks
exceptionally effective in predicting future outcomes that are heavily influenced by past
events, such as ship motion dynamics. LSTM networks have seen widespread application
in maritime contexts, owing to their ability to manage complex temporal dependencies.
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For instance, Yu et al. [38] explored the use of LSTM networks to model the nonlinear
dynamics of the ship’s motion, which is essential for ensuring safe UAV autonomous
landings in high sea states. Similarly, Chen et al. [39] developed a hybrid prediction
model that integrates Variational Mode Decomposition (VMD), Ensemble Empirical Mode
Decomposition (EEMD), and LSTM networks. In this model, the LSTM component is key
to capturing temporal dependencies, significantly enhancing the accuracy of sea surface
height predictions.

Moreover, LSTM networks can be further optimized by combining them with other
techniques to boost the prediction accuracy. Abbasimehr and Paki [40] illustrated this
by integrating LSTM networks with attention mechanisms, where the LSTM network
handles sequential data processing while the attention model focuses on the most relevant
data points, resulting in more accurate and robust forecasts. Geng et al. [41] proposed a
short-term ship motion prediction algorithm that combines Empirical Mode Decomposition
(EMD) with an LSTM neural network optimized by Particle Swarm Optimization (PSO).
The LSTM network is critical for accurately predicting time-dependent ship motions,
even under rapidly changing sea conditions. However, the practical implementation of
these advanced methods in complex maritime environments remains challenging due
to the substantial computational resources required and the difficulties associated with
deployment.

GRU is a variant of LSTM designed to address the problem of vanishing gradients by
utilizing update and reset gates, which determine what information should be passed to the
output. Both GRU and LSTM are well-suited for time-series problems due to their ability
to maintain long-term dependencies. However, LSTM’s more complex structure gives it an
edge in handling longer-term dependencies more effectively. Comparing the predictive per-
formance of GRU and LSTM, Mateus et al. [42] and Buestán-Andrade et al. [43] conducted
studies using different datasets. In Mateus et al.’s study, GRU slightly outperformed LSTM
in certain configurations, achieving lower RMSE and MAE values in specific time-series,
though the performance difference was minimal, indicating that LSTM remains compet-
itive, especially when appropriately tuned. In contrast, Buestán-Andrade et al.’s study
found that LSTM consistently outperformed GRU, with the LSTM model achieving a lower
RMSE of 347.9 kWh compared to the GRU model’s 394.8 kWh. Additionally, LSTM took
slightly less time to train in the biogas electricity prediction study, with only a marginal
10 s difference, further supporting its suitability when prediction accuracy is prioritized.
In conclusion, while GRU is a viable alternative, particularly in less complex scenarios or
where faster convergence is needed, LSTM’s overall performance, especially in complex
time-series predictions, makes it the more appropriate model. Given the critical need for
high prediction accuracy in this study, which focuses on the nonlinear and long-term de-
pendencies of ship movement, LSTM was chosen as the neural network for the prediction
model after thorough consideration.

In response to practical demands, this study develops a ship motion prediction model
exclusively utilizing Long Short-Term Memory (LSTM) networks, facilitating the real-
time online prediction of ship motion and resting periods independently of onboard
computational systems. Furthermore, the User Datagram Protocol (UDP) is employed to
enable a real-time online rolling display of the prediction results across multiple devices.
The proposed method accurately predicts the ship’s heave, pitch, and roll data for an 8 s
horizon in real time, immediately displaying the predicted results and resting periods with
a maximum prediction error of less than 15%.

The remainder of this paper is organized as follows: the Section 2 details the model
construction and data processing procedures; the Section 3 presents the model’s predictive
performance and experimental results; the Section 5 analyzes the implications and limita-
tions of the findings; and finally, the Section 6 summarizes the key outcomes and suggests
directions for future research.

The innovations proposed in this paper are as follows.
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This study introduces a real-time prediction method for a ship’s three degrees of
freedom (pitch, roll, and heave) using an LSTM network combined with the UDP network
protocol. The model will predict the ship’s motion within 0.1 s and determine the ship’s
resting period for the next 8 s. The prediction results will be displayed across devices in
real time. This research marks a significant step toward the practical implementation of
real-time online resting period prediction, providing critical support for helicopter landing
operations on ships.

2. Materials and Methods
2.1. Ship Motion Decomposition

During navigation, a ship undergoes six degrees-of-freedom (DOF) motions due to the
influence of waves, currents, wind, and its own load. As illustrated in Figure 1, these six
DOF motions are defined with respect to both the global coordinate system and the ship’s
local coordinate system: surge (translation along the x-axis), sway (translation along the
y-axis), heave (translation along the z-axis), roll (rotation about the x-axis), pitch (rotation
about the y-axis), and yaw (rotation about the z-axis). This study focuses on predicting
the heave, pitch, and roll motions associated with the ship’s resting period over the next
8 s. The duration of the ship’s future resting period is determined based on the predicted
values of these DOF motions.
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For a practical application, this paper establishes a resting period standard by referenc-
ing the criteria outlined in the official literature cited in the previous section and integrating
the standards used by a flight automatic control research institute. Specifically, the resting
period is defined as the continuous time from the current moment that meets the following
three conditions simultaneously.

(1) Roll: ±2.5◦.
(2) Pitch: ±1.5◦.
(3) Heave velocity: −2 m/s to 0.5 m/s.
In the previous section, this paper analyzed the prediction durations of resting periods

set in various studies and their underlying reasons, considering both the necessary duration
for aircraft landing missions and the high accuracy requirements of the predictions. Based
on this analysis, this paper selects an 8 s duration from four possible scales: 6–10 s, 8–10 s,
20 s, and 6 s. The chosen duration, which exceeds the necessary landing time of 6 s, ensures
that the prediction can be completed within the motion data sampling time used in this
study.

The objective of this study is to predict the length of the resting period within the
next 8 s to facilitate the safe landing of shipborne helicopters. Therefore, it is necessary to
predict the ship’s roll, pitch, and heave over the next 8 s and subsequently calculate the
heave velocity. The duration of the time interval that satisfies all conditions within the next
8 s ultimately determines the resting period, which is the focus of this study.

The prediction of the ship motion data can be categorized into single-step and multi-
step forecasting. Many existing motion prediction methods primarily focus on single-step
forecasting, where input X = {x0, x1, . . ., xt} represents known data and output Y = {yt+1} is
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the predicted result. However, this study requires forecasting ship motion data for the next
8 s. Relying solely on a single-step prediction is insufficient for this purpose. Therefore, it
is necessary to develop a data prediction model capable of multi-step forecasting, allowing
for the prediction of N future steps based on a given length of historical data.

In this study, a direct multi-step output method is employed for prediction, as il-
lustrated in Figure 2. Here, input X = {x1, x2, . . ., xM−1, xM} is used as the known data,
while output Y = {y1, y2, . . ., yN−1, yN} represents the predicted data. This method is
straightforward to implement and can produce multi-step prediction results. However, it
disregards the correlations between the predicted values at different future time points.
Alternatively, the continuous updating of the latest data for prediction can be performed
where the predicted values do not influence subsequent predictions. This approach helps
to mitigate issues related to error accumulation and propagation.
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To regulate the time steps for prediction and the ratio between the input and output, a
time step interval of 0.1 s is used. The input and output data are configured according to
a 10:1 ratio. For example, 100 input data points are used to predict 10 target data points,
corresponding to using 10 s of known data to predict 1 s of future data. Similarly, 800 input
data points predict 80 target data points, corresponding to using 80 s of known data to
predict the next 8 s of data. Additionally, careful consideration is given to adjusting the
prediction interval and controlling the time consumption of the prediction process to ensure
that the trained model can achieve smooth, real-time ship motion response predictions.

In this context, the mapping relationship between the known data and the predicted
data established during each prediction step can be approximately represented by the
equation y1, y2, . . ., yN−1, yN = f (x1, x2, . . ., xM−1, xM, ε). The time-series prediction
model constructed in this study is implemented using Long Short-Term Memory (LSTM)
networks.

2.2. LSTM Module Building

Long Short-Term Memory Networks (LSTM) represent a specialized form of Recurrent
Neural Networks (RNN) specifically designed to learn and retain long-term dependencies.
LSTM was first proposed by Hochreiter and Schmidhuber in 1997 [44] and has since been
improved and popularized by many researchers. It has demonstrated robust performance
across a wide range of applications.

The primary objective of LSTM is to address the challenges associated with long-term
dependencies by preserving important information over extended periods, which is crucial
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for tasks where future outcomes are heavily influenced by past events. Each LSTM unit has
a more complex structure than traditional RNN units, as shown in Figure 3.
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The key element of LSTM is the cell state and the iterative formula is as follows:

ct = ft ⊙ ct−1 + it ⊙ c~
t. (1)

Each LSTM unit performs simple addition and subtraction operations along this
pathway, ensuring the preservation of long-term dependency information.

The first step in LSTM operation involves the forget gate, which determines which
information to discard from the cell state. The iterative formula is as follows:

ft = σ (Wf · [ht−1, xt] + bf), (2)

σ(x) = 1/(1 + e−x), (3)

where Wf represents the weight of the forget gate connection, bf is the bias of the forget gate,
and σ(x) is an activation function. Through the sigmoid function, the values are converted
to between 0 and 1, determining how much of the previous cell state is retained.

The second step in LSTM involves the input gate, which governs the storage of new
information. The iterative formula is as follows:

it = σ (Wi · [ht−1, xt] + bi), (4)

c~
t = tanh(Wc · [ht−1, xt] + bc), (5)

tanh(x) = (ex − e−x)/(ex + e−x), (6)

where Wi and Wc represent the weights of the input gate and the cell state connection
for this calculation; bi and bc are the biases of the input gate and the calculated cell state,
respectively; and tanh(x) is another activation function. First, the sigmoid function decides
which values to update, and then the tanh function generates candidate values.

Finally, the output gate of LSTM determines the output content based on the current
cell state. The iterative formula is as follows:

ot = σ (Wo · [ht−1, xt] + bo), (7)

ht = ot ⊙ tanh(ct), (8)

where Wo represents the weight of the output gate connection and bo is the bias of the
output gate.
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As summarized in the figure, the main transmission pathway in LSTM neurons
represents long-term memory, while the lower pathway corresponds to short-term memory,
which is why it is named “Long Short-Term Memory.”

Based on the aforementioned LSTM principles, the most critical LSTM component
of the prediction model is constructed. A single-variable experiment is conducted to
determine the hyperparameters of LSTM. The hyperparameter settings of the LSTM model
used in this paper are shown in Table 1.

Table 1. Hyperparameters of LSTM in this paper.

Hyperparameter Set Instructions

Epochs 10,000 Number of iterations of the model

Learning rate 0.006 Hyperparameter controlling the step size of the
updates of the model’s parameters

Input size 1 The dimensionality of the input layer
Output size 1 The dimensionality of the output layer
Hidden size 20 The dimensionality of the hidden layer

Sequence length 800 Length of each sliding data window
Batch size 16 Batch size for one-time input in the time-series data
Out length 80 The length of data predicted by each data window

2.3. Ship Motion Prediction Model Training

After the LSTM model is constructed, the ship motion prediction model can be devel-
oped. The main steps of model training are illustrated in Figure 4.
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Data Reading and Processing: The motion data of the current degree of freedom
are read from the data file and imported into the data loader for processing. In this
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paper, training and prediction are conducted sequentially based on the order of degrees of
freedom, with a consistent sampling interval for data points. The current motion data for
each degree of freedom are stored in a one-dimensional array, where each position in the
array represents the motion data at a specific time-point. Normalization is then performed
on the data to enhance the model’s accuracy and computational efficiency. The maximum
and minimum normalization method is used to scale the data to the range of 0 to 1. Its
formula is as follows:

x’ = (x − mini)/(maxi − mini). (9)

The maximum and minimum values for each degree of freedom in the training set are
recorded and saved for future reference.

Following normalization, the dataset is divided into a training set and a testing set,
comprising 80% and 20% of the data, respectively. The training set is utilized for model
training, while the testing set is employed to evaluate the early stopping mechanism.
Finally, both datasets are transformed into the input format required by the Long Short-
Term Memory (LSTM) model. In this step, the data, initially received as a one-dimensional
array, undergo normalization and other preprocessing to be transformed into input–output
pairs. These pairs capture the current sequence and the predicted target sequence at each
location. The input–output pairs are generated by sliding a window of a specified length
(seq_length) over the time-series data. During each iteration, an input sequence x is created
by slicing the data from index i to (i + seq_length). The corresponding target value y is
then obtained by selecting the data point at index (i + seq_length). At this stage, the data
structure transitions from a list of values to a tensor format.

Prediction Model Construction and Training: The LSTM calling module is written,
and the overall structure of LSTM is constructed. Based on the results of preliminary
single-variable experiments, the LSTM hyperparameters are set, and the hidden state and
cell state are initialized to zero vectors. The LSTM model is trained using the processed
training set data. First, the loss function and optimizer are set. Reference [45] thoroughly
investigated the existing loss functions in a time-series analysis for regression tasks, and its
experiments showed that MAE, MSE, and Huber loss performed well. However, gradients
of MAE are large for the small values that ship motion often has, which is not good for
learning, and Huber loss is less sensitive than MSE, which may make it difficult to achieve
the required training accuracy. In comparison, MSE is the most suitable loss function
for this paper. Therefore, the mean square error (MSE) is selected as the loss function
to measure the prediction error. And, the Adam optimizer is used to update the model
parameters during gradient descent. The MSE formula is as follows:

MSE = Σn
i=1(ŷi − yi)

2/n, (10)

where ŷi is the predicted values and yi is the actual values.
At the end of each training iteration, the model makes predictions on the test set, and

the prediction error is calculated according to the following predefined formula. Different
from training when input–output pairs are known and model weights are obtained by
LSTM modeling, the model inputs are known during testing and the model weights are
used to predict the output sequence of each input using the parameters saved during the
last precision improvement.

error = (Σn
1(yi − y*)2/Σn

1 yi
2)1/2, (11)

where y* is the predicted values and yi is the actual values. If the prediction error decreases
compared to the previous iteration, the current model parameters are saved; otherwise, the
best previously saved model parameters are retained. If the prediction error on the test
set increases for three consecutive iterations, the early stopping mechanism is triggered,
indicating that the model may be overfitting. In such cases, the training process for the
current degree of freedom is terminated. If the early stopping mechanism is not triggered,
the model continues to train until the maximum number of iterations (epochs) is reached.
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Post-training Process: Upon the completion of the training process, the final model
parameters are saved to a file, and the model is used to make predictions on the training
set. The predicted results and the actual values from the training set are stored together
in the prediction comparison array for the current degree of freedom. After completing
these steps, the training for one degree of freedom is finalized. The training process for the
next degree of freedom then begins, repeating the same steps. Once training is complete
for all degrees of freedom, the predicted values and actual data for each degree of freedom
are saved together in a file for subsequent viewing and analysis. During the prediction
loop, the trained model can be loaded by reading the model parameter file corresponding
to each degree of freedom.

3. Experiment
3.1. Engineering Scenario

The objective of this study is to predict the ship motion resting periods in a practical
engineering context by developing a prediction model and establishing information trans-
mission channels across multiple devices, thereby facilitating the safe landing of shipborne
helicopters on the ship’s deck. The engineering scenario is depicted in Figure 5.
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First, the ship’s motion data acquisition system is responsible for measuring and
recording the ship’s motion data. This system is installed in the helicopter landing area on
the ship’s deck to capture real-time six-degrees-of-freedom motion data for the area and to
record these data as a time-series. Since the helicopter landing area can be regarded as a
rigid plane, the roll and pitch angles at various points within the area can be considered
identical with minimal variation. Meanwhile, the heave velocity at a point can be calculated
using the following formulas:

cp = c − (x − xg)sinβ + (y − yg)sinα, (12)

ċp = ċ − (x − xg)βtcosβ + (y − yg)αtcosα, (13)

where cp and ċp represent the heave and heave velocity at a given point; c, α, and β denote
the heave, roll, and pitch of the ship’s center of gravity, respectively; ċ, αt, and βt represent
the heave velocity, roll angular velocity, and pitch angular velocity of the ship’s center of
gravity, respectively; and xg and yg are the horizontal and vertical coordinates of the ship’s
center of gravity.

Since the actual contact point during the helicopter landing is the landing gear, which
has a small contact area, and the displacement and velocity of the three relevant degrees of
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freedom are low during the resting period, the motion data collected at the center of the
landing pad can effectively represent the motion of the entire pad.

The ship motion data acquisition system transmits the collected data to the onboard
computer. So, a data transmission channel between the ship motion data acquisition system
and the onboard computer is established, typically via wired or wireless means.

Upon receiving the data, the onboard computer uses the motion data to train the
prediction model. The necessary software and hardware are installed on the onboard
computer, which then executes the training module to develop the prediction model. The
accumulated ship measurement dataset is used during training to adapt the model to
the current sea conditions. To ensure that the prediction model continuously adapts to
changing sea conditions, the model training module should operate continuously, updating
the model parameters based on the latest data to maintain the prediction accuracy.

Subsequently, the onboard computer employs the trained prediction model to predict
the ship’s future motion data and resting period in real time. The system can perform
real-time online predictions and provide critical resting period information using the most
recent model parameters. To ensure the efficiency of the data transmission and program
operation, the prediction model’s computational efficiency must be high enough to meet
the data transmission interval requirement of 0.1 s. By predicting the ship’s motion data for
the next 8 s, the length of the ship’s resting period can be determined. Since the accurate
prediction of the ship’s motion data is essential for determining the resting period, the
prediction model must exhibit exceptionally high accuracy.

During the prediction process, the onboard computer transmits the future motion
data and resting period information to the shipborne helicopter’s onboard computer. The
primary goal of the prediction is to determine the resting period length for the next 8
s, assisting the pilot in identifying the optimal landing time and ensuring higher safety
and success rates. Therefore, the prediction results must be transmitted and displayed
immediately to the helicopter’s onboard computer. Given that only the resting period
within the next 8 s is predicted, minimizing transmission time enhances the effectiveness of
the prediction results. Thus, high-speed wireless transmission is recommended.

Based on the ship’s motion data and resting period information displayed on the
onboard computer, the pilot selects the appropriate landing time and completes the landing.
With the assistance of the resting period information, the pilot can significantly reduce the
cognitive load during landing, thereby improving the landing efficiency and safety.

Since the model proposed in this study is still under development, it is not yet suitable
for large-scale, long-duration, and high-risk field experiments involving actual ships and
helicopters. Therefore, this study employs multiple devices for simulation experiments to
validate the model’s applicability in real-world engineering scenarios.

3.2. Experimental Data Set

The data used in this paper were obtained by desensitizing data collected on real ships
by a flight automatic control research institute. Due to confidentiality concerns, specific
details about the ships, helicopters, and data acquisition methods cannot be disclosed. As
indicated in Table 2, the experiment involved data from three different ship types, two
speeds, and four sea states.

For each condition, motion data were collected over a period exceeding 2000 s, with a
data collection interval of 0.05 s. The data were then split into a training set and a prediction
set in a 4:1 ratio. Specifically, the training set spans 1600 s, comprising 32,000 data points,
while the prediction set covers 400 s, consisting of 8000 data points. To simulate real-
world conditions more accurately, the motion data transmission system in the subsequent
simulation will also transmit data at 0.05 s intervals.
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Table 2. Information on each experimental condition.

Experimental
Condition Number Ship Sailing Speed (kn) Sea States

1 1 9 4
2 1 9 5
3 1 9 6
4 1 18 4
5 1 18 5
6 1 18 6
7 2 9 5
8 2 9 6
9 3 9 5
10 3 9 6

3.3. Experimental Procedure

The prediction model developed in this study enables real-time online forecasting, as
depicted in Figure 6, by continuously receiving the latest data and generating immediate
prediction results. The entire process involves three devices: a motion data transmission
system simulating the ship’s motion acquisition system, a motion prediction system simu-
lating the ship’s onboard computer, and a result comparison and display system simulating
the onboard computer of the shipborne helicopter.
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The overall prediction process consists of the following steps (Algorithm 1):
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Algorithm 1: Predict with our proposed Motion Prediction System

(1) UDP Protocol Setup and Information Reception: The UDP protocol is established
between the motion data transmission system and the motion prediction system. The
motion data transmission system simulates the ship motion acquisition system, sending
the latest data array—including the time, roll, pitch, surge, sway, and heave data— to the
IP address and designated port of the motion prediction system every 0.05 s. To allow
sufficient time for the prediction and data transmission process, the motion prediction
system receives the latest data every 0.1 s, which means it only receives one set of data
for every two sets sent by the motion data transmission system. After receiving the latest
data, the system decodes it, converting the received data format into the format required
for subsequent operations.
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(2) Data Update and Accumulation: Predicting the length of the resting period within
the next 8 s requires forecasting the ship’s motion data for the next 8 s. The motion
prediction system continuously receives data from the motion data transmission system.
When the accumulated data span is less than 80 s, the latest data are continuously appended
to the end of both the prediction set and the received data set. When the accumulated data
span exceeds 80 s, only the latest 80 s of data are retained in the prediction set, while the
received data set continues to add the latest data to maintain a record of all the actual data
received by the motion prediction system.

(3) Data Segmentation and Processing: Once the accumulated data span in the predic-
tion set exceeds 80 s, data segmentation begins. The data are first divided into “time-current
degree of freedom data” pairs according to their respective degrees of freedom. The data
loader then reads the maximum and minimum values of the training set’s current degree
of freedom motion data recorded during training. These values are used to normalize the
prediction set data and convert the data format to the format required for LSTM operations.
Using the maximum and minimum values of the training set for normalization during
prediction is necessary because a real-time online prediction cannot access all motion data.
If the data are processed according to the current test set’s extreme values for each pre-
diction, a numerical offset may occur, as shown in Figure 7. Therefore, the training set’s
extreme values, as illustrated in Figure 8, are used as the standard for data processing
during prediction.
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(4) Motion Data Prediction: Similar to the training process, the LSTM module is imple-
mented, the overall structure of the LSTM network is constructed, and the hyperparameters
are set. Before prediction, the hidden state and cell state are initialized to zero vectors. The
model parameters file obtained during training is loaded and the model is imported to
update the prediction models for each degree of freedom motion. After the prediction, the
data are normalized back to their original range, as the predicted results are also within the
0 to 1 range. After predicting the motion data for each degree of freedom, the length of the
resting period within the next 8 s is determined based on the ship’s roll, pitch, and heave
velocities (the heave velocity is obtained by dividing the difference between adjacent heave
results by the time interval of 0.1 s). All results are combined into a five-column dataset in
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the order of “time-roll-pitch-heave-resting period length,” and the last row of the dataset is
recorded in both the prediction result set and the transmission data set.
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(5) Motion Data Transmission and Display: A data transmission channel is also
established using the UDP protocol between the result comparison and display system and
the motion prediction system. After each prediction based on the latest data, the motion
prediction system encrypts the data in the prediction result set and sends it to the result
comparison and display system simulating the shipborne helicopter’s onboard computer.
The results comparison and display system synchronously displays all the data used for the
prediction and provides a real-time rolling display of the data transmitted by the motion
data transmission system. As shown in Figure 9, after receiving the data sent by the motion
prediction system, the result comparison and display system compares the latest predicted
results with the actual values at the corresponding time and displays the resting period
length for the next 8 s in real-time.

The first sub-window in the top row of the interface displays timestamps for both
the predicted and actual values, allowing for a comparison to identify any transmission
delays. The second sub-window in this row shows the predicted duration of the ship’s
resting period over the next 8 s, based on the three degrees of freedom motion and the
resting period criteria used in this study. The rightmost sub-window in the top row
compares the actual pitch to the predicted pitch. The sub-windows in the second row
present comparisons of the true and predicted values for heave and roll, respectively. The
interface updates in real-time with new data every 0.1 s, causing the curves to shift 0.1 s to
the left on the axis. The horizontal axis in each sub-window spans 80 s, corresponding to
the time span of the LSTM model’s input sequence used in this study.

After completing the above steps, one data reception and prediction process is fin-
ished. This process typically completes all data transmissions and predictions within 0.1 s.
Therefore, the motion prediction system can receive the latest set of data 0.1 s later and
start a new prediction process for the next moment, continuously advancing the loop.
Additionally, the motion prediction system periodically saves the total received data set
and the total transmission data set to two sheets in an Excel file for later review. If the
entire process needs to be terminated, data transmission is stopped in the motion data
transmission system. The program is then terminated in the motion prediction system and
the data reception is halted in the result comparison and display system, thereby ending
the operation of all systems.
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4. Results

To ensure the representativeness of the real-time online prediction experiment results,
this study utilized actual measurement data collected from real ships. The experimental
conditions include three distinct vessels, encompassing motion data at various speeds and
under different sea states. It is noteworthy that under certain low-wave-height conditions,
the ship’s motion amplitude and rate of change fall within the criteria for a resting period,
indicating that the ship is in a resting period throughout the experiment. Such conditions
are not conducive to thoroughly testing the model’s ability to predict future resting periods,
and thus, these non-representative conditions were excluded from the analysis.

Data from ten randomly selected conditions were drawn from a larger dataset of
actual measurements. These conditions were explicitly chosen to effectively validate the
prediction accuracy of the proposed model. The specific experimental results are presented
in Figures 10–19, where each condition’s results include four subplots: subplot (a) compares
the pitch angle test set with the predicted values; subplot (b) compares the roll angle test set
with the predicted values; subplot (c) compares the heave test set with the predicted values;
and subplot (d) depicts the predicted length of the ship’s resting period for the next eight
seconds based on the data from the three degrees of freedom, with a maximum prediction
horizon of 8 s.

To visually represent the impact of pitch and roll on the ship’s resting period, two lines
parallel to the horizontal axis are drawn in subplots (a) and (b) of each condition, indicating
the motion range that meets the resting period criteria. As shown in the figures, the LSTM
model exhibited strong predictive accuracy, with the predicted values closely aligning with
the actual data across all tested conditions.

Through multiple predictions using real-world data, it was observed that the model’s
predictions were generally close to the actual data, particularly under relatively stable
operating conditions. An analysis of the motion data across the three degrees of freedom
and the results during rest periods reveals that pitch, roll, and heave directly influence the
prediction of the rest period duration. When the pitch and roll angles are small, the vessel’s
motion tends to stabilize, facilitating the formation of longer rest periods. The variation in
the heave speed also significantly impacts the rest period; when the speed fluctuates within
an acceptable range, the rest period can be maintained.
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Figure 10. Condition 1 data comparison.
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Figure 11. Condition 2 data comparison.
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Figure 12. Condition 3 data comparison.
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Figure 13. Condition 4 data comparison.
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Figure 14. Condition 5 data comparison.
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Figure 15. Condition 6 data comparison.
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Figure 16. Condition 7 data comparison.
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Figure 17. Condition 8 data comparison.
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Figure 18. Condition 9 data comparison.
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Figure 19. Condition 10 data comparison.

If the pitch, roll angles, and heave speed simultaneously meet the criteria for defining
a rest period, the onset of the rest period can be identified. However, as time progresses,
fluctuations in the data for these three degrees of freedom will affect the duration of the
rest period. The rest period ends when any parameter in one of the degrees of freedom
exceeds the specified range.

The prediction accuracy of the model was calculated using the error formula presented
earlier in Formula (11). The prediction errors between the predicted values and the actual
values for the three degrees of freedom under each condition were calculated based on
the received and transmitted data stored in the program. The results are summarized in
Table 3.

Table 3. Online real-time prediction error of each experimental condition.

Experimental
Condition Number Pitch (%) Roll (%) Heave (%)

1 10.58 5.04 10.97
2 7.75 7.12 12.50
3 8.64 5.34 10.30
4 13.74 6.08 10.90
5 14.97 6.16 12.69
6 9.99 7.76 14.63
7 5.89 12.25 9.06
8 7.74 10.59 5.09
9 5.54 9.71 12.37
10 12.04 14.63 6.51

As shown in the table, the prediction error for the three degrees of freedom motion
data is within 15%, with a maximum error of 14.97%. Given that the error remains within a
small range, the predicted ship motion resting period based on these degrees of freedom
demonstrates high reliability.

The experimental results confirm that the proposed model can accurately predict
the length of the resting period, validating its effectiveness and feasibility in practical
applications.

The findings indicate that the proposed method maintains high prediction accuracy
across various conditions, with a maximum error of less than 15%. This level of accuracy
meets the requirements for providing auxiliary information for helicopter landings on
ships. In most cases, the predicted results closely align with actual data, demonstrating
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the effectiveness of deep learning techniques, particularly LSTM models, in handling
complex nonlinear time-series data and their suitability for ship motion and resting period
prediction.

5. Discussion

This study explores the use of an LSTM-based method for predicting ship motion
across multiple degrees of freedom and proposes a high-precision real-time online predic-
tion model for determining resting periods. The effectiveness and feasibility of predicting
ship resting periods by forecasting the pitch, roll, and heave motions were validated
through experimental analysis using actual measured data.

The experimental results demonstrate that the proposed method maintains a max-
imum prediction error within 15% under various conditions, indicating a high level of
accuracy that meets the requirements for providing auxiliary information for shipborne
helicopter landings. In most scenarios, the predicted results closely align with the actual
data, confirming that deep learning techniques, particularly LSTM models, are effective in
handling complex nonlinear time-series data and are well-suited for predicting ship motion
and resting periods.

The comparison of resting period predictions under different operating conditions
reveals key insights. For the same ship type, when sailing at a constant speed across
varying sea states, an increase in the sea state level leads to a decrease in both the frequency
and duration of the ship’s resting period. Similarly, when comparing different speeds
under identical sea states, higher speeds result in shorter resting periods in terms of both
the frequency and duration. Moreover, variations in the ship type, even under identical
environmental conditions, can lead to differences in the resting period characteristics.
Therefore, to achieve longer resting periods, it is advisable to reduce the speed and navigate
in areas with lower sea states.

The prediction error analysis reveals that the model used in this study exhibits smaller
errors when predicting the Roll and larger errors when predicting the Heave. This dis-
crepancy arises because the model, designed to maintain accuracy while completing the
overall process, employs the same framework for predicting all three degrees of freedom:
pitch, roll, and heave. However, these motions have inherently different dynamics and
behaviors, which means that a uniform predictive model may not capture each motion
with equal accuracy. To address this, it is recommended to process the data more carefully
to enhance the prediction accuracy without significantly increasing the computational time.
Additionally, adjusting the prediction models for each degree of freedom based on their
specific characteristics could further improve the accuracy. By tailoring the model to better
account for the unique aspects of pitch, roll, and heave, the overall performance of the
prediction system could be enhanced, leading to more reliable and precise outcomes in
practical applications.

In marine engineering, a trade-off often exists between the real-time performance and
prediction accuracy. This study shows that employing LSTM models in conjunction with
the UDP transmission protocol enables predictions and data transmission to be completed
swiftly, thereby satisfying the real-time performance requirements of practical engineering
applications.

Resting periods are a critical factor affecting the safety of shipborne helicopter landings.
By accurately predicting the ship’s motion in three critical degrees of freedom, this study
successfully forecasts resting period durations. This achievement is significant for enhanc-
ing the safety of helicopter operations on ships in complex sea conditions and underscores
the broad application potential of resting period prediction in marine engineering.

The model’s short-term prediction capabilities under different sea conditions exhibit
strong robustness, especially in stable conditions, where it can accurately determine the
length of the resting period, providing reliable support for helicopter landings. However,
under conditions with rapid changes in motion, the model’s prediction accuracy declines,
suggesting that future research should focus on enhancing the model’s adaptability to
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complex sea conditions. Specifically, considerations should be given to improving the
model’s scalability and adaptability to ensure consistent prediction accuracy across various
sea conditions.

Future research will focus on the three main directions: first, further optimizing
the LSTM model structure to improve the prediction accuracy under rapidly changing
conditions; second, exploring multi-model fusion techniques by integrating other machine
learning or physical models to enhance the model’s applicability in complex sea conditions;
and third, optimizing data transmission and processing mechanisms to ensure that the
model maintains a high prediction accuracy under more stringent real-time requirements.

6. Conclusions

This paper presents a method for predicting ship motion across multiple degrees
of freedom and resting periods using LSTM, which was validated through experimental
analysis. The application of this method in practical engineering demonstrates its strong
applicability and feasibility, providing robust support for the safe landing of shipborne
helicopters and suggesting directions for future research.

In summary, the findings of this study offer substantial technical support for practical
applications in the field of ship and marine engineering and provide valuable insights for
future research endeavors. These conclusions not only enrich theoretical research in this
field, but also offer practical guidance for engineering practice.
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30. Martić, I.; Degiuli, N.; Majetić, D.; Farkas, A. Artificial neural network model for the evaluation of added resistance of container

ships in head waves. J. Mar. Sci. Eng. 2021, 9, 826. [CrossRef]
31. Ozsari, I. Predicting main engine power and emissions for container, cargo, and tanker ships with artificial neural network

analysis. Brodogradnja 2023, 74, 77–94. [CrossRef]
32. Yildiz, B. Prediction of residual resistance of a trimaran vessel by using an artificial neural network. Brodogradnja 2022, 73, 127–140.

[CrossRef]
33. Mentes, A.; Yetkin, M. An application of soft computing techniques to predict dynamic behaviour of mooring systems. Brodograd-

nja 2022, 73, 121–137. [CrossRef]
34. Gao, N.; Hu, A.; Hou, L.; Chang, X. Real–time ship motion prediction based on adaptive wavelet transform and dynamic neural

network. Ocean Eng. 2023, 280, 114466. [CrossRef]
35. Zhang, D.; Zhou, X.; Wang, Z.H.; Peng, Y.; Xie, S.R. A data driven method for multi–step prediction of ship roll motion in high

sea states. Ocean Eng. 2023, 276, 114230. [CrossRef]
36. Jiang, Z.; Ma, Y.; Li, W. A Data–Driven Method for Ship Motion Forecast. J. Mar. Sci. Eng. 2024, 12, 291. [CrossRef]

https://doi.org/10.2514/1.56563
https://doi.org/10.1111/j.1559-3584.1975.tb03726.x
https://doi.org/10.1016/j.marstruc.2017.10.012
https://doi.org/10.1016/j.oceaneng.2022.112096
https://doi.org/10.2478/pomr-2021-0002
https://doi.org/10.1016/j.oceaneng.2022.112828
https://doi.org/10.1016/j.oceaneng.2020.107202
https://doi.org/10.1016/j.oceaneng.2022.112524
https://doi.org/10.1016/j.oceaneng.2022.113251
https://doi.org/10.1016/j.ymssp.2022.109422
https://doi.org/10.1016/j.oceaneng.2022.112907
https://doi.org/10.1016/j.oceaneng.2024.116767
https://doi.org/10.3390/jmse10081125
https://doi.org/10.1007/s00773-022-00914-5
https://doi.org/10.3390/jmse11071293
https://doi.org/10.3390/jmse9080826
https://doi.org/10.21278/brod74204
https://doi.org/10.21278/brod73107
https://doi.org/10.21278/brod73207
https://doi.org/10.1016/j.oceaneng.2023.114466
https://doi.org/10.1016/j.oceaneng.2023.114230
https://doi.org/10.3390/jmse12020291


J. Mar. Sci. Eng. 2024, 12, 1591 24 of 24

37. Jiang, Y.; Jia, M.; Zhang, B.; Deng, L. Ship attitude prediction model based on cross–parallel algorithm optimized neural network.
IEEE Access 2022, 10, 77857–77871. [CrossRef]

38. Yu, F.; Cong, W.; Chen, X.; Lin, Y.; Wang, J. Harnessing LSTM for Nonlinear Ship Deck Motion Prediction in UAV Autonomous
Landing Amidst High Sea States. In Proceedings of the International Conference on Applied Nonlinear Dynamics, Vibration and
Control, Kowloon, Hong Kong, China, 4–6 December 2023; pp. 820–830.

39. Chen, H.; Lu, T.; Huang, J.; He, X.; Sun, X. An Improved VMD–EEMD–LSTM Time Series Hybrid Prediction Model for Sea
Surface Height Derived from Satellite Altimetry Data. J. Mar. Sci. Eng. 2023, 11, 2386. [CrossRef]

40. Abbasimehr, H.; Paki, R. Improving time series forecasting using LSTM and attention models. J. Ambient Intell. Humaniz. Comput.
2022, 13, 673–691. [CrossRef]

41. Geng, X.; Li, Y.; Sun, Q. A novel short–term ship motion prediction algorithm based on EMD and adaptive PSO–LSTM with the
sliding window approach. J. Mar. Sci. Eng. 2023, 11, 466. [CrossRef]

42. Mateus, B.C.; Mendes, M.; Farinha, J.T.; Assis, R.; Cardoso, A.M. Comparing LSTM and GRU Models to Predict the Condition of
a Pulp Paper Press. Energies 2021, 14, 6958. [CrossRef]

43. Buestán-Andrade, P.A.; Santos, M.; Sierra-García, J.E.; Pazmiño-Piedra, J.P. Comparison of LSTM, GRU and Transformer Neural
Network Architecture for Prediction of Wind Turbine Variables. In Proceedings of the International Conference on Soft Computing
Models in Industrial and Environmental Applications, Salamanca, Spain, 5–7 September 2023; pp. 334–343.

44. Hochreiter, S.; Schmidhuber, J. Long short–term memory. Neural Comput. 1997, 9, 1735–1780. [CrossRef] [PubMed]
45. Jaiswal, R.; Singh, B. A Comparative Study of Loss Functions for Deep Neural Networks in Time Series Analysis. In Proceedings

of the International Conference on Big Data, Machine Learning, and Applications, Silchar, India, 19–20 December 2021; pp.
147–163.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1109/ACCESS.2022.3193573
https://doi.org/10.3390/jmse11122386
https://doi.org/10.1007/s12652-020-02761-x
https://doi.org/10.3390/jmse11030466
https://doi.org/10.3390/en14216958
https://doi.org/10.1162/neco.1997.9.8.1735
https://www.ncbi.nlm.nih.gov/pubmed/9377276

	Introduction 
	Materials and Methods 
	Ship Motion Decomposition 
	LSTM Module Building 
	Ship Motion Prediction Model Training 

	Experiment 
	Engineering Scenario 
	Experimental Data Set 
	Experimental Procedure 

	Results 
	Discussion 
	Conclusions 
	References

