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Abstract

:

It is expected that the problem of the azimuth cutoff wavelength in single-satellite synthetic aperture radar (SAR) observations can be solved by means of the cooperative observation of networked SAR satellites. Multiview SAR wave synchronization data are required in the process. However, most of the current orbiting satellites are geosynchronous orbit satellites; the simultaneous observation by multiple SARs in the same sea area cannot be achieved, and multiview synchronization data cannot be obtained. Therefore, this paper studies the simulation of the multiview SAR wave synchronization data. Ocean wave spectra were simulated by using the Pierson Moskowitz (PM) spectrum. The Monte Carlo method was used to simulate two-dimensional (2D) ocean surfaces at different wind speeds. The two-scale electromagnetic scattering model was used to calculate the ocean surface backscattering coefficient, and the time-domain echo algorithm was used to generate echo signals. The echo signals were processed by the Range–Doppler (RD) imaging algorithm to obtain ocean SAR data. Based on the obtained single-SAR wave data, networked satellites consisting of three SARs were simulated, and the SAR wave data were synchronized. The results show that when SARs are used to observe the same sea area from different observation directions, the clarity of the wave fringes in the SAR images are different. For different azimuth angles, the degrees of azimuth cutoff are different. These results reflect the influences of different degrees of azimuth cutoff on SAR images. The simulated wave synchronization data can be used as the basic data source for subsequent azimuth cutoff wavelength compensation.
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1. Introduction


Ocean waves are small-scale wind-gravity waves that occur on ocean surfaces, including sea and swell, and are also an important ocean dynamic process. For many situations, it is necessary to understand their internal structures, such as marine transportation, offshore platforms, and ocean wave parameters at specific locations for ports and ocean engineering [1].



The common methods for obtaining ocean wave information include numerical models, field observations, and remote sensing observations. A numerical model uses mainly mathematical operations to calculate and predict the sea state. Although the model can obtain the results of ocean wave parameters of long-term sequences, it is affected by multiple conditions, such as initial condition settings, observation data assimilation and water depth. Field observations mainly consist of sea state measurements from buoys [2]. Buoys are recognized as more accurate means in the field observation of ocean waves; however, buoy locations are sparse, and the data records at each position may be discontinuous [3]. Buoys can verify the ocean wave parameters obtained by numerical models and remote sensing [4]. Remote sensing obtains the sea state by means of a synthetic aperture radar (SAR), altimetry and scatterometry. Altimeters and scatterometers are highly susceptible to the underwater terrain when observing waves. Although altimeters provide uniform, repetitive measurements of the significant wave height (SWH), other wave parameters, such as the mean wave period, cannot be observed by altimeters [5,6]. Scatterometers are most prominent for the observation of surface winds over global oceans instead of ocean waves [7]. Compared with numerical models and in situ buoy measurements at a single location, SARs are effective and of great interest because of the high spatial resolution and the almost instantaneous observation potential of large ocean areas [8]. As a powerful instrument to measure ocean waves, a SAR can work all day under almost any weather condition [9]. A SAR has multiband and multipolarization characteristics, which allow the estimation of the spatial distributions of the investigated characteristics [10]. Especially important, the ocean observation results provided by SARs are not affected by the underwater terrain. Therefore, this paper intends to use SARs to achieve the observation of ocean waves.



However, it is known that SAR images of oceanic scenes include velocity bunching caused by the orbital motions of ocean waves. Velocity bunching leads to a nonlinear imaging mechanism in ocean SAR images [11]. Accordingly, ocean SAR images become blurred, especially in the azimuth direction (the direction parallel to the SAR flight direction is the azimuth direction, and the SAR look direction is defined as the range direction) [12]. This phenomenon is known as the azimuth cutoff wavelength or simply the azimuth cutoff, and affects only the azimuthally traveling waves [13]. This phenomenon leads to information on SAR observations that mainly contains low-wavenumber swell, and only waves with a wavelength greater than the azimuth cutoff wavelength can be observed [14]. This condition is a fatal flaw in the observation of ocean waves by a single SAR satellite, which greatly limits the observation capability and integrity of SAR.



The azimuth cutoff wavelength is an inherent drawback of SAR and has not received much attention as a helpful sea state parameter. In 1996, Kerbaol V et al. proposed evidence of the azimuth cutoff dependency on the wind speed and SWH [15]. In 2014, Ren et al. proposed two models to directly retrieve the SWH uWHW Wsing the azimuth cutoff [16]. In 2015, Justin E. Stopa et al. estimated the wave orbital velocity from the azimuth cutoff wavelength using Envisat advanced synthetic aperture radar (ASAR) measurements [17]. Most of the above studies focus on the mutual estimation of the azimuth cutoff wavelength and parameters such as the SWH and wind speed. Currently, there is no research on compensating the azimuth cutoff wavelength, which is the subject of this paper. The premise of this study is that networked satellites are needed to coordinate observations to obtain multidirectional SAR wave synchronization data. This requirement is because the azimuth cutoff degrees caused by different SAR observation directions are different, and the synchronization data with different cutoff degrees can be combined by weight to effectively compensate for the impact of the azimuth cutoff.



At present, most satellites in orbit are geosynchronous orbit satellites. There is no angle between the orbits of the satellites. The simultaneous observation of multiple SARs in the same sea area cannot be achieved, and multiview synchronization data cannot be obtained. Therefore, it is necessary to acquire multiview synchronization data by means of SAR imaging simulations and carry out preresearch work on multiple SAR observation waves, which lays the foundation for future observations of networked SAR satellites. In general, ocean SAR imaging simulations can be separated into two methods. For the first method, ocean SAR data are simulated at the image level: By using certain equations, SAR imagery is numerically computed [18]. In 2009, Zhao et al. analyzed the influences of ocean wave parameters on SAR images and obtained ocean surface polarized SAR images [19]. In 2011, Guo et al. simulated polarized ocean SAR images based on a random sea surface model and an electromagnetic scattering model [20]. Although this method avoids the calculation of complex raw SAR data, the method cannot comprehensively reflect the characteristics of the SAR system. The second method is to indirectly obtain ocean SAR images by simulating raw SAR echo signals. In 1998, G. Franceschetti et al. used the coordinate transformation method to obtain ocean scene SAR echoes [21]. In 2012, Zhu et al. studied the imaging simulation of ocean surfaces by missile-borne SARs in side-looking and squint modes [22]. In 2018, Fan et al. studied the SAR imaging simulation of composite scenes in the squint mode [23]. The imaging method used in this paper is the second method, which has the advantages of not relying on the imaging model and high precision of the imaging results compared with the first method.



However, most of the current studies are single-SAR imaging simulations, and the imaging simulation of multiple SARs has not been studied. In this paper, the imaging simulation of a network of satellites consisting of three SAR satellites was carried out on the basis of single-SAR imaging simulations. The main work of this paper is as follows: Aimed at the problem of the azimuth cutoff for ocean waves observed by a single SAR satellite, a network of SAR satellites with three SARs was simulated, and then, multiview SAR ocean wave synchronization data were simulated.



The structure of this paper is as follows: In Section 2, the basic principles of single-SAR imaging simulation are introduced. In Section 3, the results of the imaging simulations are analyzed and then the simulation of networked SAR satellites is described. Section 4 presents a discussion. Conclusions are provided in the final section.




2. Basic Principle of SAR Imaging Simulation


The flow of imaging simulation in this paper is composed of wave spectrum simulation, sea surface simulation, SAR echo signal simulation, sea surface SAR imaging, etc.



2.1. Wave Spectrum Simulation


In this paper, the Pierson Moskowitz (PM) spectrum was used to complete the wave spectrum simulations. The PM spectrum belongs to the gravity spectra and is also a kind of steady-state sea spectrum. The one-dimensional (1-D) PM wave spectrum model is as follows:


S(ω)=ag2ω5exp[−b(gU19.5ω)4]



(1)




where a = 0.0081, b = 0.74, g is the acceleration due to gravity, U19.5 represents the wind speed at a height of 19.5 m above the sea surface, ω is the frequency and S(ω) is the value of the PM spectrum. However, in the calculation of ocean waves, the wind speed at a height of 10 m (U10) above the sea surface is usually selected, and the conversion relationship between the wind speeds [24] is as follows:


Uh=U10·(1+2.5log100.1*h(0.0015/[1+exp(−U10−1.251.56)]+0.00104))



(2)




where h is the sea surface height and Uh represents the wind speed at different sea surface heights, except 10 m.



It is necessary to describe the waves in the different propagation directions by means of a direction function. The 1D wave spectrum is multiplied by the normalized direction function to obtain the two-dimensional (2D) wave direction spectrum. The direction function selected in this paper is as follows:


GPM(ϕ)=2πcos2(ϕ−ϕm2)



(3)




where ϕ denotes the wave propagation direction, ϕm is the wave direction of the main wave, usually taken as the wind direction angle, so ϕ−ϕm represents the angle between ϕ and ϕm, which is usually called the azimuth angle. According to the relationship to gravity dispersion, the 2D wave direction spectrum is converted into a 2D wavenumber direction spectrum, and the expression is as follows:


SPM(K,ϕ)=a2K4exp(−bg2K2U19.54)·2πcos2(ϕ−ϕm2)



(4)




In the equation, the values of a, b, and g are the same as those in Equation (1), K denotes the wavenumber, and SPM(K,ϕ) represents the wavenumber direction spectrum.




2.2. Ocean Surface Simulation


The accuracy of the constructed ocean surface directly determines the accuracy of the ocean surface backscatter coefficient. In this paper, the Monte Carlo method was used to complete the simulation of the 2D ocean surface. The fast Fourier transform (FFT) expression equation of the ocean surface height fluctuation function is as follows [25]:


F(kmk, knk)=2π[LxLyS(kmk, knk)]1/2×{[N(0, 1)+iN(0, 1)]2,mk≠0, M/2 and nk≠0, N/2N(0, 1),mk=0, M/2 or nk=0, N/2



(5)




where Lx and Ly represent the length of the 2D ocean surface in the range direction and azimuth direction, respectively; M and N represent the sampling points of the ocean surface in the range and azimuth directions, respectively; mk and nk represent the range of the sampling points; S(kmk,knk) is the 2D PM wavenumber spectrum; kmk=2πmk/Lx and knk=2πnk/Ly are the range and azimuth wavenumbers, respectively; and N(0, 1) represents a random number obeying a Gaussian distribution with a mean of 0 and a variance of 1. By performing the inverse Fourier transform (IFFT), the sea surface height fluctuation function f(xm,yn) can be simulated. The expression equation is as follows [25]:


f(xm, yn)=1LxLy∑mk=−M/2+1M/2∑nk=−N/2+1N/2F(kmk,knk)exp[i(kmkxm+knkyn)]



(6)




where (xm,yn) indicates the coordinates of the sea surface and the other variables have the same meaning as in Equation (5).




2.3. SAR Echo Signal Simulation


In the process of ocean surface echo signal simulation, there are two key problems to be solved. One problem is the calculation of the ocean surface backscattering coefficient, and the other problem is the generation of echo signals. Among these problems, the calculation of the backscattering coefficient is the basis of the echo signals.



2.3.1. Generation of the Ocean Surface Backscattering Coefficient


In this paper, a two-scale electromagnetic scattering model was used to calculate the ocean surface backscattering coefficient, and the SAR working mode was defined as vertical (VV) polarization. The backscattering coefficient under VV polarization can be expressed as follows [26]:


σVV0(θi)=1MNσBVV0(θ′)[sinθi−α(x,y)cosθi]4[1+α(x,y)tanθi]{β(x,y)2+[sinθi−α(x,y)cosθi]2}2



(7)




where α(x,y) and β(x,y) represent the slopes of the ocean surface at point (x, y), which can be obtained by differentiating, and σBVV0(θ′) is the backscatter coefficient obtained by the perturbation method in the local coordinate system [27] as follows:


σBVV0(θi′)=8k4cos4θi′|UVV|2S(2ksinθi′,0)UVV=(ε−1)[sinθi′2−ε(1+sinθi′2)][εcosθi′+ε−sinθi′2]2



(8)




where ε represents the dielectric constant of seawater and can be obtained by the Debye Equation [28] as follows:


ε=ε0+εs−ε∞1+jωτ−jσωε0



(9)




where ε∞ represents the dielectric constant of seawater when the frequency is infinite; εs denotes the static dielectric constant; τ represents the relaxation time; σ is the conductivity of seawater; ε0=8.854∗10−12 F/m is the free space permittivity; and the above parameters are all related to the seawater temperature or salinity function [29].




2.3.2. Calculation of the Ocean Surface Echo Signals


The algorithm for simulating echo signals is divided into a time-domain algorithm and frequency-domain algorithm. Among these algorithms, the calculation of the frequency-domain algorithm is relatively small, but the velocity bunching effect cannot be introduced in the process of generating echo signals. The time-domain algorithm simulates the real working process of the SAR receiver and can acquire the original echo signals. Although the calculation amount is large, the generated ocean surface echo signals are the most accurate. Based on the comparison, this paper selected the time-domain algorithm and assumed that the SAR working mode was side-looking to simulate the ocean surface echo signals.



Combined with the SAR operating parameter set in the simulation process, according to the SAR working principle, the 1D echo signal is written in the 2D form with respect to the azimuth and range. After the carrier is removed by quadrature demodulation, the echo of the single-point target can be written as follows [30]:


sr(s, t; r)=σ⋅rect(t−2R(s; r)/CTr)exp[jπKr(t−2R(s; r)/C)2]⋅rect(sTsar)exp[−j4πλR(s; r)]



(10)




where PRF is the pulse repetition time, rect represents a rectangular function, C is the speed of light, and σ is the backscattering cross-section of the point target. The echoes of K ideal point targets can be obtained by superposition, as shown in the following Equation [30]:


Sr(n, m)=∑k=1Kσ⋅exp{jπ[t(m)−2R(n; k)C]}⋅exp[−j4πλR(n; k)]0<[t(m)−2R(n;k)C]<Tr; |R(n; k)−x(k)|<Tsarn=1, 2, 3⋯N; m=1, 2, 3⋯M



(11)




where R(n; k) is the slant distance between the SAR and imaging points, Tsar is the SAR integration time, and Tr is the pulse duration. The idea of generating ocean surface echo signals was to calculate the echo signals of all of the points that make up the ocean surface separately and superimpose the echo signals of the points to obtain the echo signals of the whole ocean surface at a certain azimuth, traverse all of the azimuth moments, and finally obtain the echo signals of the entire ocean surface.





2.4. SAR Imaging of the Ocean Surface


In this paper, ocean surface echo signals were processed by the Range–Doppler (RD) imaging algorithm to obtain ocean SAR images. The RD algorithm consists of three key steps, namely, range compression, range migration correction, and azimuth compression, and the RD algorithm obtains high resolutions in the range and azimuth by pulse compression [31,32].





3. Results and Analysis


3.1. Analysis of the Single-SAR Imaging Simulation Results


Wind speeds of 10 m/s, 13 m/s, and 15 m/s were assigned Equation (1), and the 1D PM spectrum was simulated, as shown in Figure 1. It can be seen from the figure that although the spectrum in theory includes the constituent waves with frequencies from zero to infinity, a significant portion of the spectrum is concentrated in only a narrow frequency range. The wave height and the period range increase as the wind speed increases, and the position of the peak shifts in the direction of low frequency [33].



A wind direction angle of 45° and wind speeds of 10 m/s and 15 m/s at a height of 10 m were assigned to Equation (4), and the 2D PM wave spectra were simulated. The spectra are shown in the figures below. Wind direction angle is regarded as the direction of wave propagation, defined as the angle to the range direction. The range of the wavenumbers in the azimuth and range directions is determined by the size of the ocean surface and the sampling interval. The color bars on the right side of the figures represent the magnitude of the wavenumber spectrum and represent the energy of the wavenumber spectrum. It can be seen from Figure 2a,b that when the sampling pitch is constant, the wind speed is higher, and the energy of the wave spectrum is stronger and more concentrated. Figure 2a,c show that when the wind speed is constant, the sampling interval is larger and the wavenumber range is smaller. The sampling pitch is inversely proportional to the wavenumber range. According to Figure 1 and the gravity dispersion relation ω2=kg, it can be concluded that the higher the wind speed is, the smaller the wavenumber range corresponding to the PM spectrum.



The 2D ocean surface was simulated by using the 2D PM wave spectrum as the spectral model, as shown in Figure 3a,b. These results are based on Equations (5) and (6). The ocean surface area size is 1024 m × 1024 m, which can be adjusted according to the actual needs, but it is recommended to set the area size to the power of two to facilitate the subsequent FFT. Since the wave propagation direction is perpendicular to the wave stripe, the wave propagation direction in the figure is 45°, which is in accordance with the initial input conditions of the simulation. Moreover, the height fluctuation of the sea surface increases with increasing wind speed, which is consistent with the variation characteristics of the real ocean surface. This result confirms the effectiveness of the Monte Carlo method.



The ocean surface backscattering coefficient of wind speeds of 10 m/s and 15 m/s could be obtained by Equations (7)–(9), as shown in Figure 4. The stripe trend of the backscattering coefficient is basically consistent with the streak trend of the corresponding ocean surface. The trend can show the variation in ocean surface fluctuation by the brightness levels of the trough and the peak, which proves that it is feasible to calculate the ocean surface backscatter coefficient by the two-scale model.



After calculating the backscattering coefficient, the ocean surface echo signals were calculated based on Equations (10) and (11), as shown in Figure 5. The figure does not show any information about the ocean surface. This condition exists because the original echo signals are obscure and must be processed by the imaging algorithm to obtain feature information of the imaging target from the SAR images.



When a SAR images the ocean surface, the scanning band generated by the electromagnetic wave needs to sweep across the ocean surface; that is, the ocean surface needs to be located in the SAR imaging coordinate system. Since the simulated ocean area was approximately 1 km × 1 km, for the SAR, the width was small enough to cause ground bending. Therefore, without considering factors such as the rotation of the Earth and curvature of the ground and taking the subsatellite point as the origin, the projections of the SAR azimuth and range were the x and y axes, and the SAR imaging coordinate system was established. The reason for establishing the coordinate system in this way is that the azimuth and range are perpendicular to each other. Other parameters of the SAR system are the same as those in Table 1.



The ocean surface SAR images obtained by the RD algorithm are shown in Figure 6. The direction of the wave stripe in the figure represents the direction of wave travel, and this direction is the same as those of the initial input parameters of the simulation.




3.2. Simulation of Networked SAR Satellites and Multiview Ocean Wave SAR Synchronization Data


In this paper, a virtual network of satellites consisting of three SARs was simulated, and the SAR synchronized observation data of different orbit directions were simulated by the networked satellite cooperative observation. The SAR that implemented the imaging simulation in the previous section is called SAR-1. Based on the parameters and working principle of SAR-1, the other two SARs with angles of 30° and −50° from the flight direction of SAR-1 were simulated. The angle was positive in the same direction as SAR-1 and negative in the reverse flight. The satellites were named SAR-2 and SAR-3. The SAR-2 and SAR-3 working modes were also side-looking. Based on SAR-1, the position coordinates of the subsatellite point were changed, and the angle of orbit was adjusted according to the relative position between the subsatellite points while ignoring the Earth’s rotation and ground bending. A schematic diagram of the three SAR observations in the same sea area is shown in Figure 7.



The backscattering coefficient images obtained by the networked SAR satellite observations of the ocean surface and the corresponding ocean SAR images are shown in the following figures.




3.3. Accuracy Assessment of the Multiview Ocean Wave SAR Synchronization Data


In Section 3.1 and Section 3.2, we showed the results of the networked SAR imaging simulation, but the feasibility of the data is not clear. In this section, we would evaluate the accuracy of the data to show that the data are usable. For simulated SAR imaging data, the backscatter coefficients are equivalent to the input parameters, and the echo signals are generated in the middle of the simulation process. With this in mind, we only evaluate the accuracy of the backscatter coefficients and the ocean surface SAR images.



The value of the backscatter coefficients is related to the roughness of the ocean surface, while the surface roughness is determined by the wind speed. Therefore, wind speed is the key factor affecting the backscatter coefficients of the ocean surface. When the incident angle of the SAR beam is fixed with the angle of wind direction, the backscatter coefficient increases with the increase of wind speed, however, the growth rate of backscatter coefficient decreases [34]. As can be seen from Figure 4, when the wind speed increases, the backscatter coefficients increase indeed. The simulated results are in agreement with the theory, indicating that the accuracy of the simulated backscattering coefficients is relatively high. As initial input parameters, the accuracy of backscatter coefficients can also be verified by the simulated ocean wave data.



In order to analyze the accuracy of the simulated ocean wave data, we used the Max Plank Institute (MPI) algorithm [35] to invert the wave spectrum of ocean wave data. The MPI algorithm is derived describing the mapping of a 2D ocean wave spectrum into a SAR image spectrum. The inversion results of the ocean wave data observed by SAR-1 are shown in the figures below.



As can be seen from the figures, the direction of wave propagation is consistent with the initial input angle. The first guess wave spectrum is in line with the magnitude and shape of the fit wave spectrum. The fit SAR spectrum is also consistent with the magnitude of the fit wave spectrum. The above phenomenon shows that the wave spectrum inverted from the ocean wave data is ideal.



For SAR-2, the wave propagation direction is the same as the SAR-1, which is also 45°. The orbital angle of SAR-2 and SAR-1 is 30°, and it can be calculated that the angle between the wave propagation direction and the range direction of SAR-2 is 75°. The inversion results of ocean wave data observed by SAR-2 are shown in the figures below.



For SAR-3, the wave propagation direction is also 45°. The orbital angle of SAR-3 and SAR-1 is −50°, and it can be calculated that the angle between the wave propagation direction and the range direction of SAR-3 is 5°. The inversion results of ocean wave data observed by SAR-3 are shown in the figures below.



As can be seen from Figures 11–13, the SAR wave synchronization data obtained by networked SAR satellites can invert the fit wave spectrum and the fit SAR spectrum, ideally. In this way, it can be proved that the accuracy of the SAR imaging simulation data is relatively high.





4. Discussion


In Section 3.1, we analyzed the results of each step of the imaging simulation in detail. The results showed that the ocean surface undulations at different wind speeds are different, reflecting the influence of the wind speed on the ocean surface undulations and conforming to real ocean characteristics, which also proves the effectiveness of the imaging simulation results. The calculation of the echo signals is a difficult problem in the whole SAR imaging simulation process. At present, the echo simulation of point targets is mostly realized in the research work, while the echo simulation of area targets such as the ocean surface is seldom realized. The ocean surface SAR echo simulation in this paper can provide a reference for research work in related fields.



During simulation, discretization of the constructed ocean surface was considered to be a combination of a series of discrete points. Using the discrete ocean surface as the background field, the slope at each point of the ocean surface was calculated. The backscattering coefficients of all points on the ocean surface were calculated according to the slope, and the calculation method had a high precision. Range migration bending is clearly related to the range and azimuth sampling points. The larger the slant distance or the wider the scanning beam is, the wider the range of the sampling points. The longer the synthetic aperture time or the higher the pulse repetition frequency is, the more azimuth sampling points there are. The larger the number of sampling points is, the more notable the range migration is, and the greater the calculation amount is. In the case that the accuracy of the data is not high, range migration correction can be omitted to reduce the amount of calculation.



In Section 3.2, we analyzed the simulation of networked satellites and multiview ocean wave SAR synchronization data in detail. The results showed that the difficulty of simulating was to ensure that the orbits of the three SARs were at an angle based on the orbital parameters of the SARs. After the simulation of the networked satellites, the most important and innovative part of this paper is the generation of the multiview SAR wave synchronization data. The key to this process is that the three SARs can simultaneously observe the same sea area. The working mode of the SAR can be regarded as the stop-go-stop model; therefore, we can make the electromagnetic pulse emission times of the three SARs the same to ensure simultaneous observations. According to Section 2.2, we can summarize the specific steps of the Monte Carlo method. First, the 2D Gaussian white noise is simulated, and then the noise is linearly filtered by the 2D wave spectrum to obtain the FFT of the ocean surface height fluctuation function, and the ocean surface height fluctuation function can be obtained by IFFT. No time factor was added during the ocean simulation, so the Monte Carlo method is used to simulate the freezing ocean surface. Networked SAR satellites can acquire synchronized observation data at the same time and the same place during imaging simulation.



Figure 8, Figure 9 and Figure 10 demonstrate that the ocean surface SAR images and the backscatter coefficient images are horizontally symmetric. This result is because the RD algorithm performs FFTs and IFFTs on the azimuths and ranges of the echo signals, respectively. That’s why the observed SAR spectrum is flipped horizontally. When the SAR images are horizontally flipped, the wave stripe trends of the SAR images are basically the same as the stripe trends of the backscattering coefficient figures, but the degrees of blur are different. This situation is consistent with real ocean physical characteristics.



It can also be seen that for the same sea area, the results observed by the SAR for different flight directions are different, and the clarity of the wave stripes is related to the flight direction of the SAR. Velocity bunching modulation and ocean scene coherence time are the essential causes of the azimuth cutoff. The angle between the direction of wave propagation and the direction of SAR flight is a key factor affecting the azimuth cutoff. When the direction of wave propagation is fixed, the different SAR flight directions have different effects on the azimuth cutoff wavelength. The manifestation in the SAR images is that the images become blurred, and the wave information whose wavelength is smaller than the azimuth cutoff wavelength is lost. However, the degree of azimuth cutoff cannot be intuitively judged from the SAR images. Currently, there is no clear equation for calculating the azimuth cutoff wavelength, which can only be estimated by parameters such as the SWH, wind speed and range-to-velocity ratio (R/V). In future research, wave spectrum inversion can be realized based on simulated SAR data and compared with the buoy omnidirectional spectrum or wave spectrum data provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) to study the energy loss under different degrees of azimuth cutoff. The compensation of the azimuth cutoff wavelength can be realized based on multiview SAR wave synchronization data.



In Section 3.3, we analyzed the accuracy of the SAR wave synchronization data obtained by networked SAR satellites. The results showed that the variation of the backscattering coefficients with wind speed is consistent with the theory. In addition, the results reflected in Figure 11, Figure 12 and Figure 13 verify the accuracy of the simulated SAR ocean wave data. In particular, the shape of the fit SAR spectrum is compressed upward in the azimuth direction. Waves with wavelengths less than a certain value cannot be imaged, which also reflects the effect of azimuth cutoff on SAR imaging. There is another thing that needs to be noted. The results of observed SAR spectrum were obtained through flip horizontal. The reason is derived from the analysis of Figure 8, Figure 9 and Figure 10.




5. Conclusions


In this paper, we simulated ocean surface images from a single SAR satellite at different wind speeds and analyzed the effects of the different wind speeds on the images. The main methods used in this paper were the rough sea model, electromagnetic scattering model, time-domain echo algorithm and imaging algorithm. Aimed at the problem of the azimuth cutoff of ocean waves observed by SARs, networked SAR satellites with three SARs were simulated, and multiview SAR wave synchronization data were obtained, which is the innovation and difficulty of this paper. MPI algorithm was used to verify the accuracy of the SAR multiview wave synchronization data. Although the calculations of complex original echo signals are not avoided, the accuracy of the obtained sea surface SAR images is high. The conclusions that we have reached are as follows:



Firstly, wind speed is the key factor affecting ocean surface fluctuation and backscatter coefficients, and the change trend of stripe can be seen from SAR images.



Secondly, ocean surface SAR images and the backscatter coefficient images are horizontally symmetric. This situation causes the observed SAR spectrum to be horizontally flipped.



Thirdly, azimuth cutoff has a non-linear effect on SAR images, and this effect is irreversible. From the fit SAR spectrum obtained from the MPI algorithm inversion, the influence of the azimuth cutoff can be seen. SAR can only image the ocean waves within a certain wavenumber range, and waves with wavelengths less than the azimuth cutoff wavelength cannot be imaged.



To sum up, the simulation of the multiview SAR ocean wave synchronization data in this paper has important significance in the imaging algorithm research and SAR system scheme design, and we believe that the results in this paper can provide some reference for marine remote sensing. The acquired data can also be used as the basic data source for related research, such as the azimuth cutoff wavelength compensation.
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Figure 1. The one-dimensional (1D) Pierson Moskowitz (PM) spectra at different wind speeds. 
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Figure 2. Two-dimensional (2D) PM wavenumber spectrum as follows: (a) 2D PM wavenumber spectrum at a wind speed of 10 m/s and a sampling pitch of 8 m, (b) 2D PM wavenumber spectrum at a wind speed of 15 m/s and a sampling pitch of 8 m, and (c) 2D PM wavenumber spectrum at a wind speed of 10 m/s and a sampling distance of 16 m. 
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Figure 3. 2D ocean surface diagram as follows: (a) 2D sea surface at a wind speed of 10 m/s, (b) top view of (a), (c) 2D sea surface at a wind speed of 15 m/s, and (d) top view of (c). The color bars on the right side of the figure represent the height fluctuations of the ocean surface. 
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Figure 4. Ocean surface backscatter coefficient as follows: (a) wind speed of 10 m/s and (b) wind speed of 15 m/s. 
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Figure 5. Ocean surface echo signals as follows: (a) wind speed of 10 m/s and (b) wind speed of 15 m/s. 
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Figure 6. Ocean surface synthetic aperture radar (SAR) images as follows: (a) wind speed of 10 m/s and (b) wind speed of 15 m/s. 
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Figure 7. Networked SAR satellite observations of the same sea area. 
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Figure 8. Data observed by SAR-1 as follows: (a) ocean surface backscattering coefficient and (b) ocean SAR image. 
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Figure 9. Data observed by SAR-2 as follows: (a) ocean surface backscattering coefficient and (b) ocean SAR image. 
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Figure 10. Data observed by SAR-3 as follows: (a) ocean surface backscattering coefficient and (b) ocean SAR image. 
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Figure 11. SAR-1: Max Plank Institute (MPI) algorithm inversion results as follows: (a) Observed SAR spectrum (after horizontal flip), (b) first guess PM wave spectrum, (c) fit PM wave spectrum, and (d) fit SAR spectrum. 






Figure 11. SAR-1: Max Plank Institute (MPI) algorithm inversion results as follows: (a) Observed SAR spectrum (after horizontal flip), (b) first guess PM wave spectrum, (c) fit PM wave spectrum, and (d) fit SAR spectrum.



[image: Jmse 07 00180 g011a][image: Jmse 07 00180 g011b]







[image: Jmse 07 00180 g012 550]





Figure 12. SAR-2: MPI algorithm inversion results as follows: (a) Observed SAR spectrum (after horizontal flip), (b) first guess PM wave spectrum, (c) fit PM wave spectrum, and (d) fit SAR spectrum. 
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Figure 13. SAR-3: MPI algorithm inversion results as follows: (a) Observed SAR spectrum (after horizontal flip), (b) first guess PM wave spectrum, (c) fit PM wave spectrum, and (d) fit SAR spectrum. 
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Table 1. System parameters.
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	Parameters
	Numerical Value





	Platform height
	10 km



	Speed
	200 m/s



	Observation angle of incidence
	30°



	Carrier frequency
	3 GHz



	Pulse duration
	5 μs



	Chirp frequency modulation bandwidth
	18.75 MHz
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