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Abstract: Task allocation of unmanned surface vehicles (USVs) with low task cost is an important
research area which assigns USVs from starting points to different target points to complete tasks.
Most of the research lines of task allocation are using heuristic algorithms to obtain suboptimal
solutions to reduce both the max task cost and total task cost. In practice, reducing the maximum
is more important to task time, which is from the departure of USVs to the last USV arriving at the
designated position. In this paper, an exact algorithm is proposed to minimize the max task time
and reduce the total task time based on the Hungarian algorithm. In this algorithm, task time is
composed of the travel time along the planned path and the turning time at initial and target points.
The fast marching square method (FMS) is used to plan the travel path with obstacle avoidance.
The effectiveness and practicability of the proposed algorithm are verified by comparing it with
the Hungarian algorithm (HA), the auction algorithm (AA), the genetic algorithm (GA) and the ant
colony optimization algorithm (ACO). The results of path planning and task allocation are displayed
in the simulation.

Keywords: exact algorithm; minimum task time; task allocation; unmanned surface vehicle

1. Introduction

The research on USVs has attracted increasing interest in the past decade. USVs
have the advantages of low costs and large loads. They have become more and more
valuable and important in many applications including environmental monitoring [1–3],
unmanned cargo vessels [4], disaster relief [5] and military missions [6]. Multiple USVs
can cooperate intelligently to perform tasks that individuals cannot complete in the wide
sea. For commercial needs and national security, in-depth research on the multiple USVs
is required, and task allocation is one of the challenges. Task allocation of multiple USVs
is that a certain number of USVs at the initial points are allocated to the target points. Its
optimization direction is to minimize the task cost.

Extensive research on task allocation has focused on heuristic algorithms, which are
suitable for a large amount of data and are effective in satisfying different requirements at
same time, such as reducing the total task cost and the max task cost. Rauniyar et al. [7]
proposed a random immigrants genetic algorithm (RIGA) and an elitism-based immigrants
genetic algorithm (EIGA) to optimize task allocation as the number of tasks increases
in the multi-robot coalition formation problem. Liu et al. [8] proposed an intelligent hy-
brid multi-task allocation and path-planning algorithm. An adaptive artificial repulsive
force field was constructed and integrated into the self-organizing map (SOM) to achieve
collision avoidance. On this basis, Liu et al. [9] proposed a novel energy coordination
scheme as well as a task prioritizing method to specifically address the two critical issues
of energy consumption and communication range in the task allocation of a multi-USV
system. Raboin et al. [10] presented a contract-based algorithm for allocating tasks to the
USVs, which allowed decentralized and cooperative task negotiation among neighboring
USVs. Nam et al. [11] employed a simulated annealing algorithm (SA) and a randomized
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algorithm to reduce communication and centralized computation expense during execu-
tion by using a prior model of cost change and performing upfront computation of task
allocations. Chopra et al. [12] proposed a distributed version of the Hungarian algorithm
to find online suboptimal routes cooperatively. The given global criterion (e.g., the total
distance traveled) was optimized within a finite set of local computations and commu-
nications. Chen et al. [13] proposed a bi-objective ant colony optimization (ACO)-based
memetic algorithm to optimize the maximum traveled distance and the total traveled
distance. Zhang et al. [14] proposed a vitality-driven genetic task allocation algorithm
(VGTA) for multi-robot task allocations based on grid maps, which chooses the robot with
the shorter time-path and reduces the waiting time. Shriyam et al. [15] proposed heuristic
algorithms to effectively solve the task allocation problem between many different agents.
The algorithm integrated the available information about missions and contingencies, along
with the resource constraints to plan the task execution to reduce mission completion time.
Nunes et al. [16] presented an auction-based method for a team of robots to allocate and
execute tasks that have temporal and precedence constraints.

The optimal solution can be obtained at a certain computing time by exact algorithms.
They mainly focus on reducing the total task cost, such as the Hungarian algorithm [17].
Nam et al. [18] completed a general model of the multiple-choice allocation problem
and studied the multiple-choice Hungarian Algorithm by using penalization functions.
Shi et al. [19] proposed a dynamic auction approach for differentiated tasks under cost
rigidities (DAACR) which can obtain optimal results in the task allocation of rescue robots
with minimum total costs. Lusk et al. [20] presented a distributed task allocation solution
to deconflict vehicles based on the auction algorithm, which can solve the problem of the
gridlock caused by known distributed collision avoidance strategies.

In practice, reducing the maximum is more important to task time which is from the
departure of USVs to the last USV arriving at the designated position. In this paper, the
main contributions are as follows:

A. An exact algorithm for task allocation of multiple USVs is proposed, which
minimizes the max task time and reduces the total task time. It considers multi-USVs
as real working applications, which are characterized by known maps, task time and
collision avoidance.

B. The time through the planned path and turning time at the initial points and the
target points are used to build the cost matrix of task allocation.

In the rest of this paper: Section 2 introduces the model of task allocation and the
optimization direction of the algorithm. Section 3 introduces the composition of the cost
matrix and provides the steps of the exact algorithm. Section 4 provides the experiment
results to validate and evaluate the proposed algorithm. Section 5 concludes the paper and
discusses future work.

2. Model

The task allocation problem of USVs is that n USVs at initial points are allocated to n
target points. i is the serial number of the USV and j is the serial number of the target point.{

xij
}

n×n as an n-order square matrix of 0–1 decision variables represents the relationship
between the USVs and the target points [13]. xij = 1 means that the USV i is allocated to
the target point j. xij = 0 means that the USV i is not allocated to the target point j.

xij = 0 or 1, i, j ∈ N = {1, . . . , n} (1)

In the task allocation, a certain number of USVs are allocated to the same number
of target points, so it is required that each USV can only be assigned to one target point
and each target point corresponds to only one USV. As shown in (2) and (3), the sum of
elements in each row and each column of

{
xij
}

n×n is equal to 1 [13].

n

∑
i=1

xij = 1, (j = 1, . . . , n) (2)
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n

∑
j=1

xij = 1, (i = 1, . . . , n) (3)

The total cost Ttc is the sum of the cost of each USV in an allocation plan [20], as shown
in (4). cij represents the cost of the USV i to the target point j. If the USV i cannot reach the
target point j, then the value of cij is positive infinity. As shown in (5), xmtc is the allocation
plan with the minimum total cost in all allocation plan {Ttc1 , Ttc2 , . . . , Ttcm} [20].

Ttc =
n

∑
i=1

n

∑
j=1

cijxij (4)

xmtc = arg min({Ttc1 , Ttc2 , . . . , Ttcm}), m = n! (5)

The max cost Tmc is the largest in the cost of each USV in an allocation plan [14], as
shown in (6). When the task cost refers to task time, the max time cost is from the departure
of USVs to the last USV arriving at the designated position. More details of cij are given in
Section 3.1. As shown in (7), xmmc is the allocation plan with the minimum max cost in all
allocation plan {Tmc1 , Tmc2 , . . . , Tmcm} [14].

Tmc = max
i,j

{
cijxij

}
(6)

xmmc = arg min({Tmc1 , Tmc2 , . . . , Tmcm}), m = n! (7)

The optimization direction of this paper is to minimize the max cost and reduce the
total cost by adding (5) as a constraint based on (7). The result of task allocation with only
(7) as the constraint condition may have multiple solutions, because it can only determine
the relationship between one USV and one target point corresponding to the element of
the max cost in the allocation plan. There is no constraint on other USVs and target points,
except that their cost cannot exceed the max cost. Adding (5) as a constraint can reduce the
total cost and an optimal solution can be obtained.

3. Method
3.1. Cost Matrix

In the task allocation algorithm, the cost matrix is first established, which contains the
time cost from each USV to each target point. Each element composed of three parts of
time in the cost matrix is given by

cij = T
(
sij
)
+ T

(
θiji
)
+ T

(
θijj
)
. (8)

In (8), sij is the length of the planned path from the initial point i to the target point j.
T
(
sij
)

is related to the speed of the USV and the length of the planned path. It is given by

T(s) =
b

∑
a=1

||Pa+1 − Pa ||
Va

(9)

where b is the number of the line segments of the planned path, Pa is the position of end
points, and Va is the speed of the USV in every line segment, which is affected by wind,
wave and current.

In Figure 1, Dii is the initial direction of the USV i at the initial point Pi. Dip is the
initial direction of the planning path at the initial point. θiji is the angle between Dii and
Dip, and T

(
θiji
)

is the adjustment time of it. Djr is the requirement direction at the target
point Pj. Dip is the final direction of the planning path at the target point. In (8), θijj is the
angle between Djr and Dip, and T

(
θijj
)

is the adjustment time of it. T(θ) related to four
factors is given by (10).

T(θ) =
pe pcθTt

180
(10)
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Figure 1. The time cost is affected by the length sij of the planned path, the angle θiji at the initial
point and the angle θijj at the target point.

θ is the angle of the direction change. Tt is the turning time from the start of the
steering to the time when the course of USVs turns 180 degrees in the turning test. pe is the
environmental parameter related to wind, waves and currents. Their different directions
and sizes affect the rotation of USVs with a low speed near the initial points and the target
points. pc is related to the motion control method of USVs. Different control methods take
different amounts of time to eliminate the course deviation and the lateral deviation.

3.2. Exact Algorithm

The following steps shown in Algorithm 1 can be used to find the solution with the
minimum max time and low total time.

Algorithm 1 Minimize the max cost and reduce the total cost

Input: The cost matrix
{

cij

}
n×n

based on Section 3.1.

Output: the best solution.
Step 1 Each element in the cost matrix is added with different small multi-digit random

decimals which do not affect the ascending order of the elements.
Step 2 In ascending order, each element of the cost matrix is filled in the zero matrix with the

same order as the cost matrix. The filling position is the same as the original position in
the cost matrix.

Step 3 The rank of the matrix is detected when each element is filled into the matrix. When the
matrix is just full rank, stop filling the elements, replace the zero elements in the matrix
with positive infinity and obtain the solution by the Hungarian algorithm.

Remark 1. When detecting whether the matrix is full rank, zero elements represent that they
will not be selected. However, in the Hungarian algorithm, zero elements represent no cost and
should be selected first. Therefore, in Step 1, the elements that represent no cost are replaced with
different small random numbers which do not affect the ascending order of elements. The elements
that cannot be selected are replaced by zero elements in Step 2, which are positive infinity in the
calculation of the Hungarian algorithm in Step 3.

Corollary 1. The full rank of the matrix is a sufficient and unnecessary condition for the Hungarian
algorithm to have a solution.

Proof. Both the Hungarian algorithm and task allocation with solutions mean that there
exists a solution satisfying (2) and (3). In Step 2, some elements of the cost matrix cannot be
selected and there may be no solution because of the reduction in elements. The full rank
of the matrix is a sufficient and unnecessary condition for the Hungarian algorithm to have
a solution, because the cost matrix with full rank must have an allocation plan satisfying
(2) and (3). �

Remark 2. In Step 1, different small multi-digit random decimals which do not affect the ascending
order of elements are added to each matrix element, in order to solve the influence of the same
elements and the elements that can be eliminated by elementary transformation on the rank of the
matrix. Adding different random decimals will affect the cost of the allocation plan. Some suboptimal
solutions whose cost are close to the optimal solution probably become the optimal solution, so the
added random numbers need to be small enough to reduce the impact. Therefore, Step 1 can make
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the full rank matrix approximately a necessary and sufficient condition for the Hungarian algorithm
to have a solution, based on Corollary 1.

Example 1. In Table 1, the matrix A is a full rank matrix. In Step 2, matrix A becomes matrix B in
the process of gradually filling data. Matrix B is not full rank because of the influence of the same
elements and the elements that can be eliminated by elementary transformation on the rank of the
matrix, but the Hungarian algorithm and task allocation of matrix B have solutions at this time.
The third-order identity matrix is a solution of the Hungarian algorithm for matrix B. After adding
different small random numbers, matrix A becomes matrix C which is full rank, and the Hungarian
algorithm and task allocation also have solutions.

Table 1. The matrices used in Example 1. 1 2 100
1 2 101

98 99 5

  1 2 0
1 2 0
0 0 5

  1.036 2.014 0
1.078 2.012 0

0 0 5.045


(A) (B) (C)

Corollary 2. Algorithm 1 can be used to find the solution of the minimum max cost.

Proof. In Steps 2 and 3 of Algorithm 1, the Hungarian algorithm has no solution at first.
With the increase in added elements, the Hungarian algorithm just has a solution when
adding an element to the matrix. The last element added is the largest, because the elements
are added to the matrix in ascending order. Additionally, it has to use the fewest elements
to make the algorithm solvable, and the last added element must be selected. Therefore,
the last element added to the matrix is the minimum max element. �

Remark 3. In Step 3, the Hungarian algorithm for task allocation applies the following theorem to
a given n× n cost matrix to find an optimal assignment to minimize the total cost, as shown in
Algorithm 2.

Theorem 1. If a number is added to or subtracted from all of the elements of any one row or
column of a cost matrix, then the optimal assignment for the resulting cost matrix is also an optimal
assignment for the original cost matrix.

Algorithm 2 The Hungarian algorithm for task allocation

Step 1 Subtract the smallest element in each row from all the elements of its row.
Step 2 Subtract the smallest element in each column from all the elements of its column.
Step 3 Draw lines through appropriate rows and columns so that all the zero elements of the

cost matrix are covered, and the minimum number of such lines is used.
Step 4 Test for optimality: (i) if the minimum number of covering lines is n, an optimal

assignment of zeros is possible and the algorithm is finished. (ii) If the minimum
number of covering lines is less than n, an optional assignment of zeros is not yet
possible. In that case, proceed to Step 5.

Step 5 Determine the smallest element not covered by any line. Subtract this entry from each
uncovered row, and then add it to each covered column. Return to Step 3.

Remark 4. For the interior of the multi-USV system, check whether the USVs collide at the path
intersection, after Algorithm 1 gives the allocation solution. In the case of possible collision, the
USV with less task time will delay departure to avoid collision and reduce the impact on the max
task time. Path planning methods and COLREGs are used to avoid collision between USVs and
obstacles including other ships.
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4. Experiments and Discussions

The algorithm (MM) we proposed to minimize the max cost and reduce the total cost
was compared with the Hungarian algorithm (HA) [17], the auction algorithm (AA) [19],
the genetic algorithm (GA) [14] and the ant colony optimization algorithm (ACO) [13] in
the task allocation model shown in Section 2. Due to our optimization direction, there
were few compared algorithms for simultaneously considering the minimum max cost
and the low total cost in multi-USV task allocation, as we know. HA and AA were exact
algorithms for minimizing the total cost. GA was a heuristic algorithm for minimizing the
max cost. ACO was a heuristic algorithm for reducing the max cost and the total cost at the
same time.

All algorithms using in this paper were coded or recoded in MATLAB. All the sim-
ulations were run on a single laptop with 8GB RAM and 2.30 GHz i5-6300HQ CPU. In
the heuristic algorithms of GA and ACO, population size PS = 50 and the generations of
solution G = 200.

Evaluation criteria based on [14] were as follows. PM is the percentage of the max
cost of the solution in (11), and PT is the percentage of the total cost of the solution in
(12). SM is the max cost of the solution of these algorithms and ST is the total cost of the
solution of these algorithms. BKSM was the best-known solution of minimizing the max
cost and BKST was the best-known solution of minimizing the total cost.

PM =
SM

BKSM
× 100 (11)

PT =
ST

BKST
× 100 (12)

The influence of wind, wave and current on the motion model of USVs is complex,
so simplified parameters are used in simulation and experiments to reflect the influence
of environment and USV motion characteristics on the task time through the random
change of parameters in the range. The experimental environment is as follows. The
initial directions Dii at the initial points and the required directions Djr at the target points
were random, which were clockwise based on due north. The initial points of USVs were
random points in Ai and the target points were random points in At. The speed of the
USVs Vi was 1± 0.1 m/s. The rotational speed of the USVs ωi was 10± 1 ◦/s.

Ai = {(x, y)|0 ≤ x ≤ 100, 0 ≤ y ≤ 100}
At = {(x, y)|100 ≤ x ≤ 200, 100 ≤ y ≤ 200} (13)

Figure 2 gave the results PM and PT of HA, AA, GA, ACO and MM in the max cost
and the total cost. PM and PT of the algorithms with the number of USVs from 1 to 30
were shown in Figure 2a,c. The results were specially shown in Figure 2b,d where the
number of USVs were 10, 20 and 30.

In Figure 2a,b, PM of HA, AA and ACO were relatively large and mainly fluctuate in
the range of 120% to 150%. This was because the optimization direction of HA and AA is to
reduce the total cost, not the max cost. ACO as a heuristic algorithm reduced the maximum
cost and total cost at the same time, and the effect of reducing the maximum cost is not
good. The optimization direction of GA and MM was to reduce the maximum cost, and
the results were better than other algorithms. PM of GA gradually rose to 120% with the
increase in the number of USVs, while MM as an exact algorithm always maintains a low
maximum cost, which is the best of these algorithms in PM.
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In Figures 1c and 2d, the total cost was the evaluation criterion. HA and AA had the
best results as exact algorithms to minimize the total cost. The MM proposed in this paper
was based on HA and its PT was mainly between 100% and 101%. ACO took into account
two optimization directions and the optimization direction of GA was to reduce the max
cost, so their PT were mainly between 101% and 105%.

From the algorithm effectiveness perspective, MM was the best algorithm and had a
large advantage in reducing the max cost. Meanwhile, the total cost of MM was slightly
larger than that of the exact algorithm HA and AA whose optimization direction was to
minimize the total cost.

To further demonstrate the effectiveness of the proposed algorithm, we used 10,000 cost
matrices to detect whether the algorithm can minimize the max cost. The number of USVs
were from 2 to 10 and the elements were random with a value from 5 to 10 in these cost
matrices. This is to verify the effectiveness of the algorithm in a large number of random
data, just as the Hungarian algorithm can calculate the solution of the minimum total cost
of any given matrix. Using the limited range of raw data is because the solution of the
algorithm proposed in this paper needs to be compared with the best solution and the best
solution is obtained by traversing all solutions. The raw data are simplified in order to
complete more experiments in a limited time to test the effectiveness of the algorithm. The
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minimum max costs of all allocation plans obtained by traversal in the cost matrices were
the same as these calculated by the proposed algorithm. Overall, these results showed that
the proposed algorithm minimized the max cost and reduced the total cost.

To make readers easily understand the physical meaning of the best solution, we
gave the best solution paths of the proposed algorithm in Figure 3. A simulation area of
500 pixels wide and 500 pixels high was shown in Figure 3. The black solid circles were
sparse obstacles. The red points were initial points of USVs and the green points were
target points. The initial directions Dii at the initial points and the required directions Djr
at the target points were random, which were clockwise based on due north. The speed of
the USVs Vi was 1± 0.1 pixels/s. The rotational speed of the USVs ri was 10± 1 ◦/s.
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The paths shown in Figure 3a were from each initial point to each target point and
the paths from the same initial point had the same color. The FMS [21] was used to plan
these paths from the USVs to the target points, which used the Fast Marching Method [22]
(FMM) twice for different purposes. In the FMS [23], the first FMM was used to build
the safety potential field from the grid points of all obstacles to the other grid points in
the planning space. The second FMM was used to build the distance potential field from
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the initial point to the other grid points. Finally, the path with a certain distance from the
obstacle was generated on the superimposed potential field. According to the length of the
planned path, the time of passing through the path can be calculated.

The selected planned paths of the proposed algorithm were shown in Figure 3b,
which also have the corresponding relationship between the USVs and the target points
in the calculation result. In Figure 3c,d, these results showed that the proposed algorithm
minimizing the max cost and reducing the total cost.

5. Conclusions

In the task allocation of USVs, there is relatively little research that focuses on the exact
algorithm of minimizing the max cost and reducing the total cost to obtain the optimal
solution. In this paper, we provide steps of the exact algorithm for task allocation. Its
optimization direction is to minimize the max cost and reduce the total cost. We test the
algorithm by comparing it with other algorithms in the max cost and the total cost to
validate and evaluate the proposed algorithm. The algorithm is able to be used in the
time-based cooperative working environment. In addition, we provide the method to build
the cost matrix.

To further develop the algorithm, we consider adding the formation to task allocation
in the future. USVs firstly assemble to form a formation to drive toward the target points,
and then perform task allocation near the target points.
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