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Abstract

:

Health is an individual’s most precious asset and healthcare is one of the vehicles for preserving it. The Indian government’s spend on healthcare system is relatively low (1.2% of GDP). Consequently, Secondary and Tertiary government healthcare centers in India (that are presumed to be of above average ratings) are always crowded. In Tertiary healthcare centers, like the All India Institute of Medical Science (AIIMS), patients are often unable to articulate their problems correctly to the healthcare center’s reception staff, so that these patients to be directed to the correct healthcare department. In this paper, we propose a system that will scan prescriptions, referral letters and medical diagnostic reports of a patient, process the input using OCR (Optical Character Recognition) engines, coupled with image processing tools, to direct the patient to the most relevant department. We have implemented and tested parts of this system wherein a patient enters his symptoms and/or provisional diagnosis; the system suggests a department based on this user input. Our system suggests the correct department 70.19% of the time. On further investigation, we found that one particular department of the hospital was over-represented. We eliminated the department from the data and performance of the system improved to 92.7%. Our system presently makes its suggestions using random forest algorithm that has been trained using two information repositories-symptoms and disease data, functional description of each medical department. It is our informed assumption that, once we have incorporated medicine information and diagnostics imaging data to train the system; and the complete medical history of the patient, performance of the system will improve further.
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1. Introduction


India ranked 143rd among the 188 countries evaluated on 33 health-related Sustainable Development Goal (SDG) indicators [1]. Clearly, India is not doing well in healthcare compared to its peers. India spends only 1.2% of its GDP on healthcare [2] that translates to USD 15 per person whereas USA spends USD 4802 and the UK spends USD 3500. Despite low public spending on healthcare, there are many health care facilities that are funded by the central government.



Healthcare in India is a three-tier system; Primary care is the first line of contact, often between a patient and a doctor. Secondary and Tertiary healthcare centers require a referral from a Primary healthcare center. Tertiary healthcare centers cater for complicated medical conditions and require specialized medical consultations.



A sample referral is shown in Figure 1. The referral has the name of a patient, provisional diagnosis and the hospital name to which the patient has been referred to but without the details of the department within the hospital. The Tertiary healthcare centers such as AIIMS (All India Institute of Medical Science) have multiple departments, with near unique capabilities in each department for treating ailments. Even medically literate patients often have difficulty in identifying the correct department. The healthcare center’s reception staff is often the first port of call and these staff often quickly browse through the medical documents of a patient to identify the appropriate department; this is not foolproof and mistakes are often made, leading to inconveniences for all parties concerned. This is a major bottleneck, especially as the system must deal with many thousands of patients each day. For instance, nearly 10,000 patients line up at the outpatient department everyday at AIIMS, Delhi.



People who have access to the Internet, and have the required skill sets, can collate information about each department before making an online appointment. However, for many people in India, they do not even have access to the Internet and/or are not literate enough to make an online appointment.



Irrespective of the channel used for booking, all walk-in patients face very similar challenges of identifying the correct department to proceed to. We have therefore focused on the walk-in process where most of the errors have been noticed. It was our conclusion that we need to first augment the manual appointment booking process to identify the correct department, thereby making the overall booking process easier and error free for the patients. In this work, we propose a system that will automatically recommend an appropriate department to the patients by looking at their medical documents. We have reviewed the related work in Section 2 and presented a formal model of our proposed system in Section 3. An implementation of our system has been detailed in Section 4. Results and conclusions have been presented in Section 5 and Section 6 respectively.




2. Related Work


Over the years, several computational systems for decision making have been used in healthcare. These have either helped humans in reducing their workload or helped in decision making or both. Expert systems have been built to diagnose a disease [3,4,5,6].



These systems deploy machine learning models such as decision trees, Bayesian classifiers, artificial neural networks, support vector machines and k-nearest neighbors. These models require supervised learning involving a large amount of labeled historical data. Some domains have an additional challenge if there are little or no standards. In medical domain, standards are still evolving [7]. Due to lack of standards, it is a challenge to represent medical history of a patient, medicines prescribed and medical diagnostic reports.



Supervised learning techniques have also been used in building expert systems. A decision support system can also be rules or fuzzy rules-based [5]. These systems are used for diagnosing the presence of a disease, or predicting adverse effects of a drug (Fosamax), or predicting the onset of a disease [6,8,9].



Another line of research led to the development of systems that helped patients in managing their diet and medicines [10,11]. Some helped Health Insurance Providers with pre-authorization of insurance requests [12]; others helped doctors in identifying the best possible treatment for a given disease [13], even recommending pathological tests [14] or check the efficacy of an ongoing treatment [15].



All these systems use machine learning models that require supervised learning involving a vast amount of data [16]. With the advent of Big Data [17] framework, it is now possible to handle volume, variety and velocity aspects of the data to draw value from the data using machine learning techniques. Big data framework has opened up a new set of possibilities in healthcare [18]. A big data integrated framework has been proposed to help in prevention and control of HIV/AIDS, Tuberculosis and Silicosis in the mining industry [19]. The big data capability of this framework lies in the fact that it can combine several small datasets which could potentially turn into a massive dataset to do analysis and provide useful insights. Big data framework, specifically the Hadoop/Map Reduce framework along with predictive analytics s been used to build a system to predict prevalent Diabetic Mellitus if any, possible complications associated with it and to recommend a treatment [20].



People search the Internet primarily for medical information involving information about a specific condition (97%) and a visit to the doctor (57%) [21]. Making an appointment is a complex social process [22] involving receptionists, appointments allocation rules and sharing of clinical information. In this paper, we present a system that utilizes clinical information available to clearly identify the medical department in which appointment should be made. Our system uses description of each medical department and clinical information of the medical condition to suggest appropriate medical department.



We spoke with three doctors in Secondary and Tertiary healthcare facilities, and they all confirmed that patients are often directed to the wrong department by the Reception staff. One of the authors of the paper ended up in the examination room of the doctor who was not the right doctor for the author. Sometimes, patients are not even able to describe their problems. Often the Reception staff are unable to decipher the medical reports/documents provided by the patients. A patient often therefore ends up wasting his own time; the hospital also ends up wasting its own resources if the patient ends up at the wrong department. We have, hence, decided to build a system that will direct patients to the most appropriate department of the healthcare facility. Our system can be categorized as a text classification system and it is trained using supervised learning. Text Categorization is the task of assigning a natural language text a category from a predefined set of categories (supervised learning). Text categorization and text classification has been used interchangeably in the literature. There have been a surge of text categorization applications in recent years due to massive data generated online in social media and otherwise. Many applications of text categorization including spam filtering and e-mail routing [23] have been built. Generally text categorization is achieved by building a vocabulary of features from the given texts, training a classifier by using the features and then categorizing any new unseen text with the help of the built classifier. Vocabulary of features is built using standard tfidf function. TFIDF is short for Term Frequency Inverse Document Frequency. This is a method used for representing a set of documents as weighted n-dimensional vectors. Each dimension represents a feature in the vocabulary constructed from the set of documents. Term frequency tf(ti,dj) is the number of times a term ti appears in documentj [24,25,26,27].



tf(ti,dj) = frequency of ith term in the jth document



Inverse document frequency is calculated by


idf(ti)=log(N)−log(nti)








where N and nti denote the total number of documents and the number of documents that contain the term ti respectively. Inverse document frequency for a termi will be close to zero if a term appears in many documents indicating the fact that common words appearing in several documents do not provide much information. The tfidf is


aij=tf(ti,dj)·idf(ti)











The unique terms that constitute documents form the vocabulary and are represented as a vector of fixed length, say, k. Each document is represented by a feature vector of length k where each term is aij score of corresponding term in the document. All machine learning algorithms take these feature vectors as input and build classifiers using a decision tree [28], ANN (Artificial Neural Network [29] among many other techniques. Multiple decision tree classifiers can be built and combined into a single classifier to get better performance by using gradient boosting [30] or random forest [31] techniques. The evaluation of a classifier is conducted experimentally by measuring its effectiveness, that is, its ability to take right classification decision. One popular measure used in machine learning literature for effectiveness is classification accuracy [25]. Classification accuracy is defined as follows.


Accuracy=∑i=1|C|(True_Positivei+True_Negativei)∑i=1|C|(True_Positivei+False_Positivei+True_Negativei+False_Negativei)








where |C| is the number of classes.



The above measure works well for situations where class tuples are more or less evenly distributed [32]. As we will see in Section 5, our data is distributed uniformly across classes and the above measure will serve the purpose.



To build a classifier for the proposed problem, we need labelled data. In medical domain, availability of data and that too in a standard format is an unsurmountable challenge as no standards yet exist. Work is being carried out to create a standard medical language to be used across applications and platforms [7]. We will discuss the data requirements in Section 3 and Section 4. We present details of our system and its implementation in Section 3 and Section 4. We present results in Section 5 followed by discussion in Section 6.




3. The Proposed System


The objective of our system is to suggest the appropriate medical department to the patient in a tertiary health care system. The block diagram of our proposed system is given in Figure 2. To suggest a medical department to a patient, we need to use medical history of the patient. Since our target is tertiary health care systems, patients have their medical records from primary and secondary health care systems with them. Our system uses all the medical records in possession of the patients. The variety of the data that our system uses makes it a Big Data system. There are 3 Vs associated with big data system- variety, volume and velocity. When patients walk into a Tertiary healthcare center, their documents can be scanned including:

	
previous prescriptions from doctors



	
drug-store bills of medicines purchased



	
diagnostic reports



	
medical images








The scanner would then digitize the documents. The digitized documents would be used by the pre-processing module for extracting the information presented in the documents and images. The images will then be processed to identify the organs and other relevant details available in the images [33,34,35]. Prescriptions, reports, bills etc. will be processed by Optical Character Recognition engines to convert them into searchable and editable text [36,37,38]. The extracted information will then be passed to the trained machine learning model for recommending a hospital department based on the input. The machine learning model performs a multi-class classification where each class represents a medical department of the hospital. The model uses the input provided and applies the classification algorithm to suggest a medical department.



The machine learning model is trained using supervised learning. The training process involves the following steps.

	
Data Cleaning and Preprocessing



	
Scalable Model Building



	
Model Validation and Selection



	
Preprocessing and integration for updates








3.1. Data Cleaning and Preprocessing


We need a labeled dataset to train the system. Labeled data consists of names of the medical department (label) and diseases treated by the department. A disease is characterized by its symptoms. Symptoms alone are not sufficient for predicting the disease. Additional information in the form of prescriptions, diagnostic images and reports are also required. We want the system to learn disease symptoms, diagnostic images and medicines prescribed (features) associated with each medical department (label).



If we have the labeled data, we can train the system to learn to suggest a medical department based on the features associated by using one of the machine learning model (discussed in Section 3.2). This process includes creating a profile for each disease based on its symptoms, medicines, and diagnostic reports and then mapping each disease profile to a department. This includes extracting the useful parts of the text, purging the stop-words from the text (Ullman and [39], converting the words into a common form by using stemming [40], feature extraction from the texts [41] and converting the data into a vector space model [42]. The challenging part of the problem is that apart from text data, there are also image data to deal with. According to data types, we have loosely three classes of extracted features—the symptoms or disease name, the medicines taken and processed images. Once we have the labeled data, we will build a model as described next.




3.2. Scalable Model Building


We want to use features to assign a patient to a particular hospital department; this is a multi-class classification problem. There are many machine learning models that can be used for multi-class classification problem. Deep Learning (a multi-layer neural network model trained using back-propagation algorithm), Support Vector Machine and Classification Tree are three popular techniques in machine learning for classification [43]. There are variations of these techniques to improve training time, reduce chances of over-fitting and improve classification accuracy. In our initial attempt, we trained all three models. We used Distributed Random Forest and Gradient Boosting [44] version of classification tree. There are many platforms and libraries available to train machine learning models without doing any programming. We used a platform available in the public domain [45,46]. By using the available platforms, the researcher can focus on building the model instead of programming.



After experimenting with these three models, we finally selected Distributed Random Forest as explained next.




3.3. Model Validation and Selection


Model building involves dividing the available labeled data into training and testing data to a proportion of 65:35. We then train the model using 65% data; let us call this trained model M1. We then test the performance of M1 on this very 65% data. Performance may be measured in terms of classification accuracy or log loss [47]. We tune hyperparameters (parameters supplied by the user; not learnt by the model) till we get acceptable classification performance on the training data. We then test performance of M1 on 35% test data. If the classification performance on test data is comparable to classification performance on the training data, we accept M1 as a potential model. There are many hyperparameters in each machine learning model that get tuned during this training. We build models using all three classification techniques to create a set of potential models M2 and M3. The model that gives best performance is selected as final model. The results of our model building exercise are presented in Section 5.




3.4. Processing and Integration for Updation


We start using the trained model for classifying unseen instance to classify it into one of the known classes. Our system will store the unseen instances along with labels assigned by our system for future use. These samples can be used for training the system for enhanced performance. The system should make use of the unseen samples to enhance the accuracy of the system over time as it sees and learns from more and more real use cases. We have not worked on this component at present and it remains as an agenda for the future.





4. System Implementation


Block diagram of the system that we have already implemented is shown in Figure 3.



The complete proposed system (shown in Figure 2) needs the following four types of labelled data for training.

	
Symptoms (features) and name of the Disease (label) Data: Disease_Description,



	
Diseases treated by a department (features) and name of the Departmental (label): Functional_Description,



	
Name of medicines (features) and Disease (label),



	
Diagnostic Images (features) and Diseases (label).








We have used the first two datasets in the present implementation whereas the last two datasets will be integrated in future.



The required form of Symptoms and Disease data is as follows.


<symptom1,symptom2,…,symptomn(Features)><disease1(Label)>











Each department is represented as follows.


<disease1,disease2,…,diseasem(Features)><medicaldeptt(Label)>











We found labeled data for diseases (labels) along with symptoms (features) for 10,612 diseases [7]. Given below are descriptions of two diseases; namely Intestinal strongyloidiasis and Hepatic Torque Teno Virus Infectious Disease.



Intestinal strongyloidiasis (label) A strongyloidiasis that involves infection of intestine with Strongyloides stercoralis, which results in abdominal pain, diarrhea, ileus, massive gastrointestinal bleeding, severe malabsorption, and peritonitis (features).



Hepatic Torque Teno Virus Infectious Disease A viral infectious disease that results in infection located in liver, has material basis in Torque teno virus, which is transmitted by blood transfusion. human circovirus infectious disease Transfussion transmitted virus liver infection TT virus liver infection.



We found descriptions [48,49] of departments of hospitals as well. The following example shows description of a hospital department; namely Gastroenterology.



Gastroenterology The gastroenterology unit deals in digestive system including Mouth. Pharynx. Oesophagus. Stomach. Intestines. Small intestine. Duodenum. Jejunum. Ileum. Large intestine. Cecum. Colon. Rectum. Anus. Liver. Specialising in bowel-related medicine, upper and lower gastrointestinal diseases, pancreas, bile duct inflammatory bowel and swallowing problems.



Diseases Intestinal strongyloidiasis and Hepatic Torque Teno Virus Infectious Disease both are treated by Gastroenterology department. It is obvious from this example that it is not a simple one to one mapping between a disease and a hospital department. We worked with two doctors and two nurses to help us associate 10,612 diseases with one of the twenty medical departments (shown in Table 1). While working with the doctors, we realized that if map a disease to the department and do not retain symptoms then we are relying on the existing diagnosis. The doctors, we were working with, suggested that we should associate disease along with its symptoms to a department. Based on their advise, the required dataset that has the following form.



department1: disease1,symptom1,symptom2,…,symptomm



department1: disease2,symptom1,symptom2,…,symptoml



department1: disease3,symptom1,symptom2,…,symptomn



However, symptoms to diseases and symptoms to departments mappings are many-to-many which renders a problem that can be solved using machine learning techniques. For instance, we can build a classifier that uses symptoms and diseases as features and deperatment as label. An unseen sample may have symptoms or disease or both and the classifier predicts the department. Hence, the system implementation includes the following phases:

	
Create a dataset that has disease information (possibly including their names, associated symptoms, types, synonyms etc.) and name of the concerned medical department.



	
Converting the above dataset into vectors.



	
Identify suitable machine learning models and train them.



	
Test the models and select the best performing model.








The datasets disease_description and functional_description contain information about 10,612 diseases and 20 healthcare departments (listed in Table 1) respectively. We removed stop words, performed stemming, used heuristics to handle synonymous, homonyms, etc. For instance, the pair of words electrocardiogram and cardiomyopathy are essentially the same whereas hypertension and hyperbola are totally unrelated. Our word dictionary consists of 1000 words. Table 2 lists top twenty words. We used python to implement the preprocessing phase of the system.



The dataset is converted into a vector space model using term-frequency-index and document-frequency technique (tf-idf). The labeled dataset presented as vectors have been used to train and test machine learning models. Our problem is essentially a multiclass classification task [43]. We have department names as our classes and the objective of our model is to learn a mapping between diseases along with their symptoms and departments. We split the datasets into two parts: 65% for training, 35% for testing. We trained three machine learning algorithms: Gradient Boosting Machine, Distributed Random Forest and Deep Learning. We implemented the system using an open-source big data analysis platform (H2O [46]).



We chose the model with the lowest misclassification rate as our final model. The results from our model building, validation and selection phase have been discussed in the next section.




5. Results


There are many machine learning models that one can use for classification as explained in Section 2. We have used three machine learning models, namely Distributed Random Forest, Gradient Boosting Machine and Deep Learning as mentioned in the last section. Based on the dataset, one model may perform better than others, One needs to experiment and pick the model that works the best. Each of these models require the user to specify hyperparameters and then during training, the model learns the parameters. Distributed Random Forest and Gradient Boosting Machine are both ensemble methods. Hyper parameters for both include the total number of trees to grow (ntrees), maximum tree depth (max_depth), stopping criteria, and the number of predictors randomly sampled as candidates for each split (mtries).



Deep Learning model needs user to specify activation function, architecture (number of hidden layers, number of neurons in each layer), stopping criteria for training, learning rate, dropout ratio, loss function etc. [50,51,52,53].



We specify hyperparameters and train the system with 65% randomly selected samples. There are various ways of reporting results [54], especially when data across classes are not balanced and importance associated with classes vary. In this paper, we have reported results using classification accuracy where every class and every error is given the same importance [55]. The data is also balanced across classes. Table 3 summarizes the results that we have obtained from these three models. As mentioned in the previous section, we have used 10,612 diseases mapped to 20 hospital departments. It is obvious from the results that, using just the descriptions of departments and diseases, the system made errors 10.18% of the time and was able to suggest correct department 89.82% of the time using Distributed Random Forest on the training data. However, when we run the system, it made errors 39.81% of the time and is able to suggest the correct department 70.19% of the time only. We were very puzzled with these results. We tried various combinations of hyper-parameters but the performance continued to be poor. We then went back to our data and closely examined it to discover that one department was over represented. Let us look at an example to understand the impact of over representation of a class. Let us say, there are two classes, namely A and B. There are 100 samples in total, 90 samples belong to class A and 10 samples belong to class B. If the classifier declares that every sample belongs to class A, it will be correct 90% of the time. However, if the data is balanced across classes, such a classifier will be correct only 50% of the time. If a class is over represented in the training data, the classifier will not be generalizable. We did class-balancing by deletion and re-trained the Distributed Random Forest which gave the best results (refer to Table 3).



The hyperparameters and corresponding errors for Distributed Random Forest are shown in Table 4. The performance improved to 92.7% on training data and quite close for test data as shown in Table 4.




6. Discussion


We set out to create a system that will suggest a medical department to patients at a tertiary healthcare system based on their medical records. The medical records consist of diagnosis done at primary and secondary healthcare systems, medicines prescribed and diagnostic images. We have built a system that uses diagnosis records to suggest a medical department. It was a challenge to get the data required as there are no standard database available for describing diseases. We have achieved an accuracy of 92.7%. We need to incorporate drug and medicine information as well as diagnostics imaging data to train the system. The system should process the user’s prescriptions and diagnostic reports as well. Once we incorporate everything, the performance of this system will improve.



We are now working on integrating image data. We have experimented with image datasets of eyes and lungs. We have been able to classify the organ in the image with near 100% accuracy. We also want to look at the prescriptions and run them through OCR (Optical Character Recognition system) to gain more information about the treatment that the patient has received. Another important thing to note here is that generally the doctors prescribe the same medicine from different brands from time to time. Our knowledge base should be able to map between the brand names and the constituent medicinal compounds. Ideally, our knowledge base should contain a list of medicinal compounds and the common diseases which they treat, and a list of medicine names from different brands for the same compound. In conclusion, we have implemented and tested parts of this system wherein a patient enters his symptoms and/or provisional diagnosis; the system suggests a department based on this user input. Our system suggests the correct department 92.7% of the time. Our system presently makes its suggestions using random forest algorithm that has been trained using two information repositories-symptoms and disease data, functional description of each medical department. It is our informed assumption that, once we have incorporated medicine information and diagnostics imaging data to train the system; and the complete medical history of the patient, performance of the system will improve significantly. The data collected can be put to further use to develop disease prediction models. The data can also help hospital management to evaluate load on different departments and plan accordingly.
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Figure 1. A Sample Referral to a Tertiary Healthcare System. 
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Figure 2. Block Diagram of the Complete System. 
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Figure 3. Block Diagram of the System Implemented. 
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Table 1. List of medical departments in a hospital.
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	Serial No.
	Department Name





	1
	Anesthetics



	2
	Breast Screening



	3
	Cardiology



	4
	Ear, nose and throat (ENT)



	5
	Elderly services department



	6
	Gastroenterology



	7
	General Surgery



	8
	Gynecology



	9
	Hematology



	10
	Neonatal Unit



	11
	Neurology



	12
	Nutrition and dietetics



	13
	Obstetrics and gynecology units



	14
	Oncology



	15
	Ophthalmology



	16
	Orthopedics



	17
	Physiotherapy



	18
	Renal Unit



	19
	Sexual Health



	20
	Urology
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Table 2. Top twenty words that describe diseases.
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	Variable
	relative_importance
	scaled_importance
	Percentage





	prostate
	11,215.2275
	1.0
	0.0486



	female
	9913.1689
	0.8839
	0.0429



	dysfunction
	9881.0342
	0.8810
	0.0428



	cyst
	8901.1807
	0.7937
	0.0386



	metabolism
	2098.9890
	0.1872
	0.0091



	sexual
	2009.0562
	0.1791
	0.0087



	mitochondrial
	1720.9409
	0.1534
	0.0075



	mutation
	1659.1718
	0.1479
	0.0072



	gene
	1541.5609
	0.1375
	0.0067



	variation
	1524.2786
	0.1359
	0.0066



	cataract1
	1416.9362
	0.1263
	0.0061



	peripheral
	1387.7133
	0.1237
	0.0060



	autosomal
	1293.4233
	0.1153
	0.0056



	depletion
	1286.6816
	0.1147
	0.0056



	cataract
	1286.4379
	0.1147
	0.0056



	chromosome
	1245.4380
	0.1110
	0.0054



	arthropathy
	1202.5996
	0.1072
	0.0052



	pressure
	1081.8126
	0.0965
	0.0047



	characterized
	1059.2102
	0.0944
	0.0046



	autosomal1
	1023.6373
	0.0913
	0.0044



	cancer
	993.5568
	0.0886
	0.0043



	recessive
	979.1630
	0.0873
	0.0042



	region
	959.4741
	0.0856
	0.0042



	compound
	939.4285
	0.0838
	0.0041



	deafness
	922.4604
	0.0823
	0.004
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Table 3. Initial Results: Training and Validation errors in percentage for five different settings for hyper parameters for three different models (Gradient Boosting Machine, Deep Learning and Distributed Random Forest).
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	Parameter Setting
	GBM (Training)
	GBM (Validation)
	DL (Training)
	DL (Validation)
	DRF (Training)
	DRF (Validation)





	1
	21.94
	39.03
	34.80
	35.55
	15.38
	34.14



	2
	51.34
	55.04
	33.42
	34.52
	15.02
	32.91



	3
	30.40
	43.74
	32.90
	33.96
	12.14
	33.57



	4
	17.72
	31.95
	32.43
	33.78
	10.99
	35.96



	5
	13.82
	39.35
	33.3
	33.47
	10.18
	39.81
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Table 4. Final Results: Training and Validation errors in percentage for five different settings for Distributed Random Forest.
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	Parameter Setting
	Number of Trees
	Max Depth of Tree
	DRF (Training)
	DRT (Validation)





	1
	128
	5
	5.23
	8.4



	2
	128
	8
	6.12
	7.3



	3
	128
	10
	8.32
	7.6



	4
	500
	10
	6.91
	7.9



	5
	1000
	10
	9.54
	8.6
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