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Abstract: To provide scientific institutions with comprehensive and well-maintained documentation
of their research information in a current research information system (CRIS), they have the best
prerequisites for the implementation of text and data mining (TDM) methods. Using TDM helps to
better identify and eliminate errors, improve the process, develop the business, and make informed
decisions. In addition, TDM increases understanding of the data and its context. This not only
improves the quality of the data itself, but also the institution’s handling of the data and consequently
the analyses. This present paper deploys TDM in CRIS to analyze, quantify, and correct the
unstructured data and its quality issues. Bad data leads to increased costs or wrong decisions.
Ensuring high data quality is an essential requirement when creating a CRIS project. User acceptance
in a CRIS depends, among other things, on data quality. Not only is the objective data quality the
decisive criterion, but also the subjective quality that the individual user assigns to the data.

Keywords: current research information systems (CRIS); research information; text and data mining
(TDM); data quality; knowledge exploration; knowledge transfer; decision making; user acceptance

1. Motivation

Different research institutions use research information for different purposes. Data analyses and
reports based on current research information systems (CRIS) provide information about the research
activities and their results. As a rule, management and controlling utilize the research information
from the CRIS for reporting. For example, trend analysis helps with business strategy decisions or
rapid ad-hoc analysis to respond effectively to short-term moves. Ultimately, the analysis results and
the resulting interpretations and decisions depend directly on the quality of the data. Data quality
is easiest to define as “suitable for use”. The many manifestations, causes, and effects of poor data
quality (such as incorrect management decisions and cost increases) make it clear that, especially in
our information age, it is essential to look at methods that increase and maintain data quality [1,2].

Decisions can only be successfully and profitably implemented if the information base, in other
words, the research information in the CRIS, is of high quality and thus able to withstand stress.
The CRIS is understood to be a database or a federated information system that collects, manages, and
provides information about research activities and research results [3,4]. The information considered
here represents metadata about research activities (such as persons, projects, third-party funds, patents,
partners, awards, publications, doctorates, and habilitations, etc.). Further in-depth information on
CRIS and data quality can be found in papers [1–8].

Recently, research activities and their results at universities and academic institutions have been
collected, maintained, and published via CRIS in a variety of forms and heterogeneous data sources [5].
The introduction of CRIS into research institutions means that they must provide their required
information about research activities and research results in an assured quality [6,8]. Poor data quality
means that analyses and evaluations are faulty or difficult to interpret. The occurring quality problems
in CRIS include on the one hand spelling mistakes, missing data, incorrect data, wrong formatting,
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duplicates, and contradictions data, etc., and on the other hand unstructured data formats. These
can arise when capturing various independent information systems (such as external publication
databases, identifiers (ORCID, DOIs, CrossRef), external project data, etc.), and different standardized
exchange formats (e.g., from the CERIF or RCD data model). Low data quality can negatively impact
business processes and lead to erroneous decision-making.

Much of the information in CRIS is in the form of text documents (e.g., unstructured data
includes, for example, personal information, publication data, or project data in Word, PDF, or XML
data). Unstructured data therefore presents a major challenge for CRIS administrators, especially for
universities and academic institutions that manage their research information from heterogeneous data
sources in CRIS [5]. The information age makes it easy to store huge amounts of data. The proliferation
of documents on the internet, in institution intranets, in news wires, and blogs is overwhelming.
Although the number of available research information is constantly growing, the possibilities to
record and to process it remain limited. Search engines additionally aggravate this problem because
they make a large number of documents accessible only by a few entries in the search mask.

The knowledge about research activities and their results is becoming an increasingly important
factor for the success of an institution and should be extracted from this document base. However,
reading and understanding texts for gaining knowledge is a domain of the human intellect, but it is
capacitively limited. A software analysis through a largely automated process of obtaining new and
potentially useful knowledge of text documents can overcome this shortcoming.

Due to the abundance and rapid growth of digital, unstructured data, TDM is becoming
increasingly important. TDM is a technique for extracting new knowledge from texts that is still
unknown to the user, and has an application everywhere instead of database-compressed, preselected
input of data; these are captured in text form in [9]. TDM creates the opportunity to conduct an
efficient and structured information/knowledge exploration and, moreover, provides good support in
the management of most of the existing data [10,11].

The methods of TDM by means of statistical and linguistic analysis methods aim at the detection
of hidden and interesting information or patterns in unstructured text documents, on the one hand to
be able to process the huge amount of words and structures of the natural language, and on the other
hand to allow the treatment of uncertain and fuzzy data. According to [12], as a new field of research,
TDM is a promising attempt to solve this problem of information overload by using methods of TDM:
Natural language processing (NLP), information extraction (IE), and clustering.

The hidden and stored unstructured data and sources in CRIS can play an important role in
decision-making [5]. The application of TDM in CRIS is scarcely widespread, although the techniques
of TDM and their potential have already been considered and discussed in two articles [5,7]. Only in
terms of ensuring data quality are possible applications established. With scalable algorithms from
TDM methods, universities and academic institutions can also efficiently analyze very large amounts of
data in CRIS and detect inadequate data (e.g., detecting duplicates, erroneous and incomplete data sets,
and identifying outliers and logical errors). Thus, the data quality of existing data can be significantly
and systematically improved.

For this reason, this paper will highlight the data quality in the context of TDM in CRIS. The purpose
of the paper is to present the state of development of the TDM technology in CRIS, to discuss application
possibilities, and to show already existing practice applications. The focus is on TDM methods such as
NLP, IE, and clustering. To ensure this, Section 2 gives an overview of the data quality in CRIS and
the meaning of the TDM. After that, the problems of unstructured data in CRIS will be addressed. In
Section 3, the methods of the TDM are described by the context CRIS and then a practical example is
shown in each method, how the CRIS managers can analyze and improve their unstructured data and
derive important insights for their own organization. Finally, the results are summarized in Section 4.
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2. Fundamentals

2.1. Data Quality in CRIS

There are many definitions of the term data quality in the literature. Here, the data quality is
understood as follows:

• “Data Quality [is] data that [is] fit for use by data consumers.” [13]
• “[Exactly] the right data and information in exactly the right place at the right time and in the right format

to complete an operation, serve a customer, make a decision, or set and execute a strategy.” [14]

All the definitions mentioned have in common that the data must be “fit for purpose” from the
point of view of the person processing the data, which supports the intended use to be described
as qualitative.

Data will then be of high quality in CRIS if they meet the needs of the user. However, this
also means that data quality can only be assessed individually. Quality is a relative and not an
absolute property. The quality of the data can, therefore, only be assessed relative to their respective
use. However, assessing and determining the quality of data within such a CRIS is a challenging
task. In order to evaluate the data quality, metrics are used which can be derived on the basis of
different approaches (theoretical, empirical, or intuitive) and which differ accordingly with regard
to the dimensions found. A selection of derived metrics and dimensions can be found, for example,
in [15] or [13]. For example, in the context of CRIS, the following criteria may apply [3,4,8]:

• Completeness
• Correctness
• Consistency
• Timeliness

Data quality can be measured by the four dimensions and their metrics. Measurements help to
express observations by numbers. This makes comparisons possible. Thus, objects can be compared
with each other, or the development of an object over time. The measured values can serve as the basis
for decisions. For this the measurements, must be understandable, reproducible, and expedient.

• Measurements must be understandable to serve their purpose. The results cannot help in
decision-making when no one understands what has been measured and what the results mean
exactly. This underlines the importance of metadata that documents the measurements and the
results. This helps the data consumer understand the context and interpret the results.

• Measurements must be reproducible. Inconsistent measurements mean that the results have little
or no significance. To show if the quality in a record improves or deteriorates, the same data
must be measured using the same methods. As a result, comparisons between different objects
are possible.

• Measurements must be expedient. It should measure what helps to reduce the uncertainty of a
decision. Measurements serve a purpose and help with concrete problems.

A comprehensive overview of the topic and the description of various data quality metrics can be
found in [3]. The relationship between the quality of the data and the quality of the analyses based on
it plays an important role. A framework for measuring data quality in CRIS is presented in [3].

Ensuring a sustainable and effective data quality increase in CRIS requires continuous data quality
management. Punctual data cleansing has only a short-term effect. The resulting improvements are
quickly lost, especially with frequently changing data. Therefore, data quality should not be considered
a one-time action. To effectively improve data quality, holistic methods (such as data cleansing) are
needed to look at data throughout its lifecycle to guarantee a defined level of quality [2]. The goal
of data cleansing is to find and correct incorrect, duplicate, inconsistent, incorrectly formatted or
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inaccurate, and irrelevant data in CRIS. As part of the cleanup, for example, data is supplemented,
deleted, reformatted, or adjusted. After cleanup, the data is of higher quality and allows organizations
to work with greater reliability. The process of data cleansing consists of five steps or phases (parsing,
standardization, matching, merging, and enrichment). Depending on the information system and the
required target quality, these individual steps must be repeated several times. In many cases, data
cleansing is a continuous, periodic process. The application of the data cleansing process in CRIS can
be found in papers [2,4].

2.2. Definition of the Term TDM

The defined approaches to TDM are manifold. The authors of [16] compare the differences in the
handling of structured and textual data and notes: Structured data is managed by means of database
systems, text data, however, due to the lack of structure, caused by search engines. Unlike database
queries, keywords are queried when using search engines. In order to increase the effectiveness and
efficiency of search engines, great progress has been achieved within information retrieval in the areas
of text clustering, text categorization, text summarization, and recommendation services. Information
retrieval is traditionally focused on easy access to information, not analysis—that is the primary goal
of TDM. While the goal of accessing information is to connect the right information to the right user at
the right time, TDM tools continue to be able to help the user analyze and understand that information
in order to make appropriate decisions. Other TDM tools have the task of analyzing text data to detect
interesting patterns, trends, or outliers without the need for a query [16].

This brief description of the tasks of TDM tools already demonstrates the wide range of TDM
tasks that lead to different definitions of TDM in the literature. The authors of [9] note that “this unified
problem description [...] is opposed by competing text mining specifications”. This is also reflected in the
variety of names in the history of TDM, such as textual data mining, text knowledge engineering,
or knowledge discovery in the text. The authors of [9,17] introduced the term knowledge discovery
into textual databases (derived from Knowledge Discovery in Databases—KDD) in 1995. In 1999, the
term text data mining (TDM) was coined, from which the term used today derives. Corresponding
to this multiplicity of designations conflicting task assignments and definition approaches exist [9].
The authors of [9] differentiate four perspectives on TDM. The first view is the approximation of
information retrieval as described by [16] and includes an improvement through text summaries and
information extraction [9].

TDM is interdisciplinary and uses findings from the fields of computer science, mathematics,
and statistics for the computer-aided analysis of databases [5]. TDM is the systematic application of
computer-aided methods to find patterns, trends, or relationships in existing databases [18]. “TDM,
also known as text mining or knowledge discovery from textual databases, refers generally to the process of
extracting interesting and non-trivial patterns or knowledge from unstructured text documents. It can be
viewed as an extension of data mining or knowledge discovery from (structured) databases. [ . . . ] Text mining
is a multidisciplinary field, involving information retrieval, text analysis, information extraction, clustering,
categorization, visualization, database technology, machine learning, and data mining” [17]. TDM also helps
to improve the search for literature in databases, as well as the analysis, storage, and availability of
information on various websites and search engines are made more efficient and accurate by this
technique [5].

2.3. Problems of Unstructured Data in CRIS

The basis of all reporting for decision support in universities and research institutions are the CRIS,
which draw their data from various operational and external data and are available in a structured
form. Due to the huge advances in hardware and software, the use of mobile devices, and the inclusion
of the Internet, the emergence of semi-structured (such as XML or HTML files) and unstructured data
such as text documents, memos, e-mails, RSS feeds, blog entries, short messages such as Twitter, forum
posts, comments in social networks, and free text input in forms but also pictures, video, and audio
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data. The developments of communication technologies allow a fast, easy, and also mobile input of
this data, which form a huge repository. Specifically, the internet is driving the potential of multiple
users to easily create and store a large amount of text data [16].

Academic institutions are faced with the challenge of finding relevant information in ever-larger
databases. About 80% of the research information of a university is not available in machine-processable
and thus structured data, but in unstructured, not directly machine-processable data and thus
in documents.

Unstructured data is data that does not have a formal structure and therefore cannot easily be
stored in a database such as CRIS similar to structured data. Therefore, unstructured data must first be
prepared or structured before being evaluated. The exact content of unstructured data is not known
before a data analysis. The best solution to the problem of unstructured data can be the implementation
of the TDM methodology at universities and research institutes and help to efficiently and effectively
search their unstructured data.

The effort required to collect, store, and evaluate research information must therefore be justified.
For research information to become a value-adding component of an academic institution, there are
several aspects to consider:

• The availability of the data must be guaranteed.
• The quality of the data must be good.
• Responsibilities in universities and academic institutions must be regulated.
• Data know-how must be available.

3. Employing TDM Methods in CRIS

To investigate large amounts of text, a manual approach is not enough. However, this is necessary
to manage and analyze the vast amounts of textual documents that organizations have. For this
purpose, the method of TDM was developed, which can be understood as a special form of data
mining. TDM methods can be applied to unstructured data in CRIS. Basically, it is about information
search and information retrieval from heterogeneous data sources, by finding interesting patterns [19].
The special features of the TDM are the structure of the data, as well as the origin of the data. The data
type to be examined is unstructured or semi-structured text from internal or external sources. In the
area of research management TDM helps to improve the search for literature in CRIS. Moreover, the
analysis, storage, and availability of research information on various websites and search engines
are made more efficient and accurate by this technique. The following steps are required to obtain
information from unstructured data in the context of CRIS [12,20]:

1. Application of pre-processing routines on heterogeneous data sources.
2. Application of algorithms for the discovery of patterns.
3. Present and visualize the results.

For the TDM, it is necessary to recognize and filter representative features from the natural
language heterogeneous data sources and thus to create a structured intermediate from the texts.
There are a variety of different tasks or methods of TDM in science. TDM is a seemingly everyday
activity that is a demanding task in machine processing by combining different methods of text
preprocessing and analysis. The present paper is limited to the three most frequently mentioned
methods and has already been dealt with in paper [5] in the context of CRIS. The following methods:
Natural language processing (NLP), information extraction (IE), and clustering, are discussed in detail
in the context of CRIS.

Figure 1 below uses the workflow as a guideline for analyzing research information at CRIS
institutions using TDM methods and provides a permanent backup, as unstructured and erroneous
data in a collection presents a fundamental challenge to CRIS managers.
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3.1. Natural Language Processing (NLP)

Methods of NLP are an important part of the data preprocessing phase and could be used to
structure the text documents to be analyzed in order to understand the meaning of the text to be
examined. A simple definition for NLP “is the attempt to extract a fuller meaning representation from free
text. This can be put roughly as figuring out who did what to whom, when, where, how and why.” [21].

Example of NLP applications methods [9,22]:

• Spell checking and correction: By spelling the word and identifying the meaning of a word in context,
a correct spelling checker is possible.

• Information gathering: By recognizing syntactic and semantic dependencies, it is possible to extract
specific information from a text.

• Question answering: Through syntactic and semantic analysis of a question, a computer can
automatically find appropriate answers.

• Machine translation: By clarifying the meaning of words as a single or in context, a correct
translation is feasible.

The three main analysis processes of NLP are morphological, syntactic, and semantic analysis.
In the first step, the text is divided into individual words (tokenization) and these are traced back to
their root word and to lemma of the word (stemming). Subsequently, the words are marked, they are
annotated. These annotations take Part-of-Speech (POS) taggers, where parts of speech are assigned
and parsers that determine the word order in a given sentence. POS tags use dictionaries that capture
words and words that they can accept. In the final step, a semantic analysis of the meaning-dependent
decomposition and categorization of text is performed. This can be assigned using Named Entity
Recognition (NER). NER is the most important part of information extraction for recognizing and
categorizing entities, which will be explained in the next subsection.

Figure 2 gives a practical example of the NLP functions used to analyze a publication text before
it is integrated into the CRIS. Using the TextRazor tool, CRIS managers can use the NLP functions
(such as words, phrases, relationships, entities, meaning, and dependency analysis) to analyze their
unstructured data and text.



Information 2019, 10, 374 7 of 15
Information 2019, 10, 374 7 of 14 

 

 
Figure 2. Application of natural language processing functions. 

3.2. Information Extraction (IE) 

IE is a very important task in TDM. The main goal of IE is to extract structured information from 
unstructured or semi-structured text. Important information, such as names of authors, locations, or 
institutions contained in the publication text, is extracted from it. This information can be passed 
directly to a user or other applications such as search engines or databases [23]. The fields of 
application of information extraction are diverse, the specific types and structures of the information 
to be filtered depend on the requirements of further processing. 

The task of IE is the extraction of text parts and the assignment of specific attributes. In this 
context, this means finding entities and relations between entities. Usually, methods of NLP are used. 
This is different in five steps in the IE process (see Figure 3). In the first step, sentence segmentation, 
the unprocessed text is split into sentences using sentence end characters such as “.”, “!”, “?”. Using 
a so-called Tokenizers (lexical scanner) is subdivided into words (tokens) in the following process step 
tokenization each sentence of the document. All punctuation and other non-textual components 
within a sentence are replaced by spaces. The result is lists of words in unaltered order, which are 
used for further processing. In the case of part-of-speech tagging, every word in the sentence is given a 
part of speech tag. These may include verbs, adjectives, nouns, or prepositions. Decisive is the 
context, because one and the same word can be assigned different parts of speech in different 
sentences. The next step entity detection or NER looks for potentially relevant entities in a sentence. 
These are, for example, personal names, place names, or organizations. NER can be the most 
important task of information extraction in CRIS. A named entity is a word or series of words that 
designates an object of reality. NER has the task of recognizing these names from a text and assigning 
them to predefined types. For more details about the functionality of the NER, see the related papers 
[24,25,26,27,28,29]. By assigning parts of speech and thus the pattern definition in the previous step, 
clauses can be determined in this process step which are to be extracted. In the last step relation 
detection, the relationships between the different entities are discovered in one text. The relations are 

Figure 2. Application of natural language processing functions.

3.2. Information Extraction (IE)

IE is a very important task in TDM. The main goal of IE is to extract structured information from
unstructured or semi-structured text. Important information, such as names of authors, locations,
or institutions contained in the publication text, is extracted from it. This information can be passed
directly to a user or other applications such as search engines or databases [23]. The fields of application
of information extraction are diverse, the specific types and structures of the information to be filtered
depend on the requirements of further processing.

The task of IE is the extraction of text parts and the assignment of specific attributes. In this
context, this means finding entities and relations between entities. Usually, methods of NLP are used.
This is different in five steps in the IE process (see Figure 3). In the first step, sentence segmentation,
the unprocessed text is split into sentences using sentence end characters such as “.”, “!”, “?”. Using
a so-called Tokenizers (lexical scanner) is subdivided into words (tokens) in the following process
step tokenization each sentence of the document. All punctuation and other non-textual components
within a sentence are replaced by spaces. The result is lists of words in unaltered order, which are
used for further processing. In the case of part-of-speech tagging, every word in the sentence is given
a part of speech tag. These may include verbs, adjectives, nouns, or prepositions. Decisive is the
context, because one and the same word can be assigned different parts of speech in different sentences.
The next step entity detection or NER looks for potentially relevant entities in a sentence. These are,
for example, personal names, place names, or organizations. NER can be the most important task of
information extraction in CRIS. A named entity is a word or series of words that designates an object
of reality. NER has the task of recognizing these names from a text and assigning them to predefined
types. For more details about the functionality of the NER, see the related papers [24–29]. By assigning
parts of speech and thus the pattern definition in the previous step, clauses can be determined in this
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process step which are to be extracted. In the last step relation detection, the relationships between the
different entities are discovered in one text. The relations are extracted by asking “Who?”, “What?”,
“When?”, “Where?”, and “Why?”. In the program, therefore, an unprocessed text is inserted (input),
which the program dissects into a list of tuples (entity, relationship, entity) (output).
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To answer the question of how named entities can be identified in research information, Figure 4
shows a practice example of entity extraction in a publication text that extracted people, organizations,
and locations. For this, the tool of Stanford-NER was used in the implementation for NER. CRIS
manager can perform NER using Stanford-NER through a graphical user interface that can be operated
with little technical knowledge. With Stanford-NER, questions about the quantitative aspects of
persons, locations, and organizations can be dealt with. These include questions such as: How many
personal names are named in a text? What is the distribution of place names in the text? Which
locations are mentioned? In what context are organizations called?

The first step of the NER is to teach the computer how to recognize the words that should be
marked as the named entity. For this purpose, a number of features are defined, which are statistically
evaluated by the tool (features) and thus should make the most accurate possible detection possible.
With the help of these features predefined in the tool, a process called machine learning can be carried
out. The learning process of the NER tool is to match these features to a manually annotated text; the
so-called training corpus. The result of this comparison is the NER model. The number of features that
a tool takes into account can vary. Only the combination of different features leads to good results in
automatic recognition, as named entities can have different meanings in different contexts. However,
entities can also be found in a list of annotations that notes and returns the start and end points,
or the start point and length of the entity in the text and entity type. In NER, entities are localized
in the text (by displacement and length or endpoint) and assigned to an entity type. In addition,
entity annotations can be supplemented by confidence values, which should provide a measure of the
precision of the extracted entity.

For the combination of different entity extraction services, the classification schemes used for the
entity types play a major role. The most common schemes in the context of CRIS are as follows:

• Named Entities (ENAMEX) with PERSON, LOCATION, and ORGANIZATION;
• Time expressions (TIMEX) with DATE and TIME;
• Number expressions (NUMEX) with MONEY (financial terms) and PERCENT (percentages).
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3.3. Clustering

Clustering algorithms can be used in CRIS to quickly find and group similar content of documents
or words, as well as to detect duplicates (see Figure 5).
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The cluster analysis allows building a structure for the objects. Unlike classification, clustering
does not use a predefined set of terms or taxonomies that are used to group the documents. Instead,
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cluster analysis allows to build a structure for the objects. The goal of cluster analysis is to maximize
differences between groups and to minimize differences within each group as much as possible.

The process of cluster analysis or document clustering in the context of CRIS can be traversed in
three phases:

1. Preparation of data.
2. Determination of similarities between data objects or document representations.
3. Grouping of data objects or document representations.

To determine the similarity between documents, different similarity measures are defined.
“A similarity measure is a relation between a pair of objects and a scalar number. Common intervals
used to mapping the similarity are [−1,1] or [0,1], where 1 indicates the maximum of similarity” [31].

In order to consider the similarity between two numbers x and y, the following is assumed [31]:

numSim(x, y) = 1−
|X −Y|
|X|+ |Y|

(1)

Let two time series X = x1, . . . , xn, Y = y1, . . . , yn, some similarity measures are [12]:
Mean similarity defined as:

tsim(X, Y) =
1
n

n∑
i=1

numSim
(
xi, yi

)
(2)

Root mean square similarity:

rtsim(X, Y) =

√√
1
n

n∑
i=1

numSim
(
xi, yi

)2
(3)

Additionally, peak similarity:

psim(X, Y) =
1
n

n∑
i=1

1−
∣∣∣xi − yi

∣∣∣
2max

(
|xi|,

∣∣∣yi

∣∣∣)
 (4)

There are several algorithms that form classes of documents because of these similarity measures.
In the context of CRIS, only k-means and hierarchical clustering are considered, to which many have
referred in the literature and used by the author in practice.

K-means is a classic and widely used method of clustering. The basic idea is simply to distribute
the amount of documents on k clusters of similar documents (see Figure 6).
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There are six steps that describe the k-means algorithm:

1. Distribute all documents on k clusters.
2. Compute the mean vector for each cluster using the following formula.
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E(k) =
n∑

i=1

(
xi
− mci

)2

n
(5)

3. Compare all documents with the average vectors of all clusters and note the most similar for
each document.

4. Move all documents into the most similar clusters.
5. If no documents have been moved to another cluster, hold; otherwise go to point (2).

Figure 7 is a calculation example for k-means clustering. The simplified example shows the
algorithm for two clusters. A single number (one-dimensional vector) represents one document each.
After three steps, the procedure stops. In each step, their average vectors are calculated for the clusters.
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Hierarchical (agglomerative) clustering (HAC) is a popular alternative to k-means. Clusters are
also created here, but arranged in a hierarchical tree structure. Many different similarity measures can
be used, including the average, single/complete link, but also the minimum and maximum spacing of
documents within a cluster [32]. HAC has made significant studies in the theoretical community and
in the application by practitioners. See the related papers [33–36].

HAC algorithm works in four steps:

1. Start with many clusters, each containing exactly one document.
2. Find the most similar pair B and C of clusters that do not have a parent node.
3. Combine B and C into a parent cluster A.
4. If more than one cluster is left without parents, go to (2).

The end result is a binary tree in which the root represents a cluster of all documents. The children
each represent a division of the parent cluster into two smaller ones. Finally, the leaves contain the
smallest clusters, usually with only one document at a time.

There are many different ways to group the clusters in such a binary tree (see Figure 8). That is,
it can additionally process the tree to get a more subfigure number of clusters. One way to do this
would be to cut off the tree from a certain depth, the result being a fixed number of clusters plus a
balanced tree. Another approach is to tailor the tree so that the variance becomes as small as possible.

The advantage of the HAC is the ability to tailor the resulting binary tree more or less arbitrarily,
so a useful and expedient number of clusters can be derived directly from the tree instead of calculating
the variance over several runs of different k, as in k-means is the case.

In summary, HAC is worthwhile, especially if a hierarchy of documents is required.
If such a hierarchy is not necessary, k-means is better suited in many cases. In addition, both

algorithms are not only suitable for clustering documents, but also of any data that can be represented
as a vector and also used for this purpose.
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The benefit of clustering documents (or texts) in CRIS is the combination of the properties of
a document collection. Since individual documents are analyzed, they can also be examined for
redundancies and frequencies. Very similar documents such as bug reports with the same problems
can be detected. In this way, the same objects can count or prevent redundancies by deleting duplicates.
It also reduces the size of the clusters. Figure 9 shows a practice example of clustering using the
Graphileon tool and MeaningCloud. This allows to find the structures in the data and to divide the data.
By means of algorithms text documents with similar content are automatically divided into groups
(clusters). However, even within a text document clusters can be formed to group words. In this case,
objects with similar properties are grouped together, whereas the objects of different clusters differ
from each other.
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4. Conclusions

The steady growth of data and especially of textual data in the constantly expanding organizational
environment leads to the necessity to integrate TDM into CRIS. TDM is versatile and plays a major role
in the research management area, which is mainly confronted with research information in text form.
Finding such research information is inefficient and time consuming over traditional search engines.
Therefore, the paper introduces a TDM application in CRIS, so that the institutions provide their
decision-makers (ministry, authorities, etc.) with an information service that quickly and promptly
provides the relevant information of interest. TDM makes an important and valuable contribution to
channel the existing flood of data, generate knowledge, and ultimately prevent or at least manage the
information overload.

The existing part of this paper was to position the TDM as a method for the identification,
exploration, and presentation of knowledge, and to transform unstructured data into structured data
in CRIS. The unstructured data should also be used to gain knowledge and for this, the need for the
development and use of TDM methods emerged. After examining the three important TDM methods
with the practical examples, it has been found that the TDM analysis can be performed on every CRIS
and that it offers a good performance with significant success factor for CRIS managers. In CRIS,
TDM has already successfully arrived as a collection of data analysis methods and helps generate
information to improve the quality of research information. The paper can be used as a basis for the
CRIS-using institutions presented here, offering an appropriate approach and a rough understanding of
the methods and tools of the TDM so that the employees in the field of research management can see the
potential of TDM in CRIS and benefit from its concept. To support organizations in the implementation
of the TDM, there is a range of tools to generate valuable insight from the available data.
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