
  information

Article

Personal Data Market Optimization Pricing Model
Based on Privacy Level

Jian Yang 1,* and Chunxiao Xing 2

1 School of Computer and Communication Engineering, University of Science and Technology Beijing,
Beijing 100083, China

2 Research Institute of Information, Beijing National Research Center for Information Science and Technology,
Department of Computer Science and Technology, Institute of Internet Industry, Tsinghua University,
Beijing 100084, China; xingcx@tsinghua.edu.cn

* Correspondence: yjian180@gmail.com

Received: 3 March 2019; Accepted: 30 March 2019; Published: 3 April 2019
����������
�������

Abstract: In the era of the digital economy, data has become a new key production factor, and personal
data represents the monetary value of a data-driven economy. Both the public and private sectors
want to use these data for research and business. However, due to privacy issues, access to such
data is limited. Given the business opportunities that have gaps between demand and supply,
we consider establishing a private data market to resolve supply and demand conflicts. While there
are many challenges to building such a data market, we only focus on three technical challenges:
(1) How to provide a fair trading mechanism between data providers and data platforms? (2) What is
the consumer’s attitude toward privacy data? (3) How to price personal data to maximize the profit
of the data platform? In this paper, we first propose a compensation mechanism based on the privacy
attitude of the data provider. Second, we analyze consumer self-selection behavior and establish a
non-linear model to represent consumers’ willingness to pay (WTP). Finally, we establish a bi-level
programming model and use genetic simulated annealing algorithm to solve the optimal pricing
problem of personal data. The experimental results show that multi-level privacy division can meet
the needs of consumers and maximize the profit of data platform.
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1. Introduction

In recent years, due to the widespread use of the Internet of Things and big data technologies,
the amount of personal information collected by some large internet companies and social networking
services has reached an unprecedented level [1]. These personal data are very valuable for the public
and private sectors to improve their products or services. However, raw data may contain sensitive
information about individuals, access to personal data is strictly limited. In particular, some companies
and organizations have collected a large amount of personal information that is very useful to third
parties. For example, banks have personal assets and credit information that P2P lenders want to
know to decide whether to issue a loan, or search engines, such as Google, have search queries for
millions of users that research institutions want to know to study internet pornography. Due to the
protection of personal privacy by relevant laws [2], these entities are usually not willing to allow others
to access such data. Meanwhile, the demand for individual data by third parties is increasing for
research and commercial purposes. However, there is actually no safe and effective supply of personal
data. To solve the contradiction between supply and demand of personal data in practical applications,
the most effective solution is to establish a personal data market [3] to achieve a balance between
supply and demand. The data publisher can sell the personal data to the data platform according to
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the privacy preference [4] to obtain the corresponding privacy compensation or remuneration, and the
data consumer can pay a certain subscription fee to the data platform to obtain the data resource of
interest. Therefore, data market services require privacy awareness and pricing mechanisms to achieve
maximum profit by jointly optimizing privacy levels and subscription fees.

In fact, some startups are currently developing applications to support this trend. For example,
Datacoup [5] have created the world’s first personal data market, which contains thousands of personal
information about its users (i.e., demographic, education, location, profession, spending, health,
interests, etc.). However, they did not provide an effective pricing mechanism. The subscription fee for
Datacoup is fixed. In addition, the data provider’s privacy attitude has not been effectively considered.
Because of individual differences, each person’s privacy attitude is different, so the utility [6,7] of
publishing data is different, which involves compensation for data providers during the transaction
and is closely related to the operating costs of the data market.

In this paper, we consider three important issues in the pricing model of personal data market.
Firstly, from the perspective of data market cost, how to establish a fair privacy compensation
mechanism for different privacy attitudes of data providers. Secondly, from the perspective of
consumer self-selection, how to effectively balance the relationship between privacy level and
willingness to pay [8]? Finally, from the perspective of data market revenue, what is the optimal
subscription fee and privacy level required to maximize data market profits? In this paper, we propose
a personal data market pricing model based on privacy level, which allows the data market to
compensate data publishers with different privacy attitudes and provide subscription services for data
consumers to maximize their profits. The main contributions of this paper are summarized as follows:

• We propose a fair privacy compensation mechanism. From the perspective of data publishers,
they can be compensated according to their privacy attitudes. From the perspective of data
market, their operating costs are effectively controlled.

• We present a nonlinear mathematical model that describes the relationship between consumer
self-selection behavior and privacy-aware data utility.

• We developed a bi-level programming [9,10] model to maximize the profit of the data market.
The data market collects personal data from privacy-aware people and provides subscription
services to data consumers. Maximize profits through optimization of subscription fees and
privacy levels.

The remainder of this study is organized as follows. Section 2 first describes the basic structure
of the personal data pricing framework. Then, a fair compensation mechanism is described. Finally,
the consumer willingness to pay based on the privacy data utility function is analyzed, and a nonlinear
model is established to describe the relationship between them. In Section 3, considering the two
layers of decision making of the data platform and the consumer, we built a bi-level programming
model to maximize the profitability of the data platform. To make the problem solvable, in Section 4,
we use genetic simulated annealing algorithms to solve complex data pricing problems. Section 5
presents and analyzes the numerical experiment results. Section 6 concludes the paper.

2. Framework Description

2.1. Stakeholder Description

Before we proceed any further, it will be helpful to define a few notations. Table 1 summarizes
the key parameters and descriptions used in the model.
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Table 1. Frequently used notations.

Notation Description

i The number of privacy data sensitivity levels i = 1, 2,..., N
j The number of data consumers, j = 1, 2,..., M
p Unit price of privacy data
τ The maximum tolerance privacy loss by data providers

C1 The privacy compensation of risk taker data providers
C2 The privacy compensation of risk averse data providers
s The sensitivity level of privacy data
h The type of heterogeneous customer
sh The consumer h’s demand for data sensitive level s

W(h, s) The willingness to pay of consumer type h for data sensitivity level s
Uij The utility of consumer j for data sensitivity level i
xij The purchasing decision of consumer j for data sensitivity level i , xij = 0 or 1

Next, we describe the basic framework of the private data pricing, illustrated in Figure 1.
The framework consists of three stakeholders, i.e., data providers, data market, data consumers.

Figure 1. A typical personal data market framework.

• Data provider Let K denote the number of data providers who are willing to sell their private
data. Each data provider i ∈ K is modeled with a non-decreasing function (i.e., compensation
scheme) Ci: τ → R+, representing a promise between a data platform and a data provider
on how much data provider should be compensated for their privacy loss τ (Privacy loss is
the extent to which individual sensitive information is disclosed. The quantification of privacy
loss to an individual is defined by differential privacy [11,12]), where τ is the quantification of
privacy loss of data provider as τ and money are correlated [13,14]. In addition, the compensation
scheme is determined by the data market according to the type of data provider (i.e., privacy
preference). Therefore, a good compensation scheme can not only help data owners understand
and determine their τ, but also make the cost of the data platform more transparent and
controllable. In Section 2.2, we discuss how to design such a compensation scheme.

• Data market (a.k.a., data platform) is an intermediary between data consumers and data providers.
It is trusted by both parties and collects privacy-aware personal data from data providers to
compensate them appropriately. Instead of asking for their valuations, data providers are given
a fixed number of options. Based on the compensation model selected by the data provider,
the data platform determines privacy level and compensation amount for the data they provide.
Meanwhile, the data platform also determines the data price for different privacy levels to cover
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its operating costs. Therefore, the data platform needs to jointly optimize purchase fees and
privacy compensation fees to maximize profits.

• Data consumer is the terminal of the entire framework. For research and commercial purposes,
the terminal consumer can decide whether to purchase the data or services provided by the data
platform based on their willingness to pay (WTP). It is also worth mentioning that the purchase
task can only be completed when the consumer’s willingness to pay is greater than the utility of
the data provided. Otherwise, the purchase process is considered to be a failure.

In summary, our framework works as follows. Data owners provide personal data to the data
market based on their privacy preferences and receive appropriate compensation. The data provided
by the data owner is stored by the trusted data market. To make a profit, the data market needs to
charge the data consumer a certain fee, and the data consumer can purchase data products based on
their willingness to pay.

2.2. Fair Privacy Compensation Mechanism

Much like traditional commodity trading, the most important focus in the data market is fairness
and truth. Of course, this is a basic requirement for all trading processes. For data market and data
providers, unrealistic privacy assessment is an important reason for the significant increase in data
platform collection cost. Without a well-designed privacy compensation mechanism, some shrewd data
owners will always try to choose any solution that will bring them more benefits, who may deliberately
report unreasonably high privacy assessments [15]. For example, literature [12] applies a linear
compensation scheme (C = τ · p) and allows each data provider to define the unit price of private data
p. Under the same τ, most data providers will always set very high p for maximum benefit. If the data
platform sets the compensation scheme to a fixed value in order to show its monopoly position, then the
situation will be worse. For example, literature [16] set a fixed compensation scheme, which is unfair
to data owners with different privacy attitudes. Because it is possible that sellers offering different
levels of sensitivity receive the same amount of compensation, which is unfair to data owners who
provide highly sensitive information. Furthermore, it will accelerate the loss of the providers who offer
the stable and high quality data sources to the data platform, which is not conducive to the long-term
stable development of the platform. To establish a fair privacy compensation mechanism, encourage
real privacy assessments, and without compromising the interests of highly sensitive information
providers, the data platform should provide appropriate compensation schemes that correspond to
the data provider’s privacy attitude.

In this paper, we used the compensation scheme proposed by [12], which allows individuals to
provide personal data to data platform and receive financial compensation. Of course, the amount of
compensation varies depending on the privacy attitude of the individual and the sensitivity of the
information provided by the individual. Specifically, the data platform can classify data providers
into two types, i.e., risk averse [17] and risk taker, as shown in Figure 2. Meanwhile, we established
corresponding compensation mechanisms for these two types of data providers.

• A. Risk Taker Such data providers are subjectively willing to take risks and have strong risk
tolerance. A privacy compensation mechanism based on sublinear functions is designed to
support such data providers.

C1 = 1− 1
(1 + 0.25s)

(1)

• B. Risk Averse Such data providers are relatively conservative and unwilling to take risks.
A privacy compensation mechanism based on a logarithm function is designed to support such
data providers.

C2 =
log(103s + 1)

35
(2)
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Figure 2. Compensation mechanism for two different privacy attitudes.

Here s is the sensitivity level of the data or the privacy level, which is proportional to the loss of
privacy τ, i.e., s = k · τ (k > 0). In other words, the greater the loss of privacy, the more information
is disclosed, and thus the sensitivity level of the data is higher. For risk taker, moderate privacy
losses, there is a small amount of compensation, but for significant privacy losses, a huge amount of
compensation is required. For the risk averse, even the smallest loss of privacy has a non-zero small
compensation. However, even the largest compensation is far less than the risk taker’s compensation.

2.3. Customer’s Self-Selection Behavior Analysis

In the privacy data pricing optimization model, consumer self-selection behavior analysis [18,19] is
an important component and foundation. In an actual market environment, customer purchases of data
products are complex and can be affected by a variety of factors, such as consumer preferences, interests,
and data product prices. In this paper, assuming that the consumer is rational, the consumer’s purchase
selection behavior for the data product is determined by the utility function of the privacy data.

In previous work, most studies assumed that the willingness to pay was a linear function [18,20].
However, the linear value function does not accurately capture the estimates of actual data and
consumer’s self-selection behavior. A typical example is the use of opinion polls to estimate public
opinion in the world. It is commonly known that as the sensitivity items (i.e., age, gender, race,
sexual orientation, income) increase, the results of the survey will be more valuable, but as the entries
become more detailed, the increase in estimated accuracy will decrease. For instance, the probability
of breaking up revenue into ten groups would not be five times that of the two groups. Similar
observations have been made in the task of designing machine learning and data mining. In this paper,
we propose a willingness to pay function based on the sensitivity level of privacy data.

For a given consumer, there is a willingness to pay function: W(h, s), where h represents the type
of heterogeneous consumer and s is the sensitive level of privacy data that the consumer wants to
purchase. We have h ∈ (0, hmax), s ∈ (0, smax), where hmax, smax corresponds to the maximum value.
Consumers get utility at price p∗, so U(h, s∗, p∗) = W(h, s∗)− p∗, where privacy level s∗ is priced as p∗.

W(h, s) =


0, s < λsh

2( s−λsh
shmax−λsh

)2, λsh < s < sh

1− 2( shmax−s
shmax−λsh

)2, sh < s < shmax

(3)

Assuming that a consumer has a specific data sensitivity level requirement, sh = r(h),
and r(h) > 0, r′(h) > 0 indicate that a high-type consumer has a higher demand for data sensitivity.
In this paper, we use sh = (h/hmax)shmax , which means that the level of data sensitivity required by
consumers corresponds to its type. Assuming that sh is the data sensitivity level required by consumer
h, the evaluation function is defined as Equation (3).
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There is an infimum point (λsh). When s < λsh, it indicates that the sensitivity level of the data is
too low, and can not bring useful value to consumers, so consumers judge the value of such data as 0.
When λsh < s < sh, it indicates that as the level of data sensitivity increases, the resulting utility will
also increase, which will increase the willingness of consumers to pay. When sh < s < shmax , due to the
marginal utility be a decreasing function [21], as the sensitivity level increases further, the increase in
data utility will decrease. Figure 3 plots the image of the evaluation function.

Figure 3. Consumers’ willingness to pay for privacy levels.

3. Bi-Level Programming Model of Pricing Privacy Data

Consider a real-life scenario that monopolizes the personal data market. In such a market, the data
platform first determines the level of sensitivity and corresponding price of the privacy data, with the
aim of maximizing profits by providing services that sell data. We made some assumptions about the
leader level, including:

• Provide N sensitivity levels for privacy data. When N = 1, the platform monopolist provides
a non-hierarchical service, and when N ≥ 2, the platform monopolist provides a level
difference service.

• The different levels of sensitivity of the data correspond to different utility Ui, indicating that
the i-th level provides data utility for the consumer, and the corresponding price for each level
is labeled pi.

• The price pi increases as the level of data sensitivity increases.

At the following level, potential data consumers determine whether to purchase the appropriate
level of privacy data through a self-selection process to maximize their utility. The consumer’s
self-selection is assumed as follows:

• The utility of consumer j is for products with data sensitivity level i. If there are multiple privacy
data sensitivity levels that meet expectations, consumer j will choose the data product that
can produce the most utility, i.e., Uij = arg max

i
{U(hj, si, pi)}. If Uij(ui, pi) < 0, the customer

wouldn’t subscribe to data product with sensitivity level i.
• Each consumer can only subscribe to no more than one type of data product. Suppose we measure

the consumer’s self-selection process through xij, Where i represents the sensitivity level of the
privacy data. If xij = 1, the consumer accepts subscription for product with a sensitivity level i.
If xij = 0, or not.

• The marginal willingness to pay for all potential data consumers h is between 0 and 1 (h ∈ [0, hmax])
subject to a Gaussian distribution, and once a choice is made, there is no change.
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In summary, the above model can be expressed as follows:

• Leader level: data markplace’s decision

Maximize G(s, p, x) =
M

∑
j=1

N

∑
i=1

(pi − ci)xij (4)

s.t. pi > ci, i = 1, 2, . . . , N (5)

si+1 > si, i = 1, 2, . . . , N − 1 (6)

pi+1 > pi, i = 1, 2, . . . , N − 1 (7)

• Following level: data customer’s decision

Maximize Uj(x) =
M

∑
j=1

Uij(ui, pi)xij (8)

s.t. xi1 jxi2 j = 0 i f i1 6= i2, i1, i2 = 1, 2, . . . , M (9)

xij = 0 i f Uij(ui, pi) < 0 (10)

xij = 0 or 1 (11)

We consider the consumer’s self-selection process and the monopolist’s decision-making behavior
through a bi-level programming model. Generally speaking, the online trading process of the
data platform includes two parts. First, the division of the privacy data sensitivity level and its
corresponding price. Second, the appropriate level of sensitivity data is selected based on the
consumer’s willingness to pay. It is also worth noting that since the data platform has the data
pricing power, its pricing strategy will directly affect the consumer’s selection and have a great impact
on the profit of the data platform. If the data product is not priced reasonably, the data platform needs
to change the pricing strategy. In our bi-level programming model, Equation (4) represents the total
profit of the data platform, and the constraints of (5)–(7) ensure that the pricing and sensitivity levels
are relatively reasonable. Equation (8) indicates the utility of the consumer. The constraints of (9)–(11)
indicate that each consumer can only select one level of data products and require their utility to
be non-negative.

4. BLGASA for Obtaining Optimal Solutions

The uncertainty of the Bi-Level Programming model(BLP) is very high and the difficulty of solving
it is very large. At present, the solution for bi-level programming mainly has the following aspects:
(1) extreme point search method [22], (2) KKT(Karush-Kuhn-Tucker method) [23], and (3) decent
method [24]. When applying these methods, the functional formula must satisfy the characteristics of
continuity, convexity and differentiability. In fact, as [25] have shown, even if all the functions involved
are linear, it is NP-hard. Therefore, dealing with nonlinear versions of these models is quite difficult.

In recent years, some non-numeric optimization methods, such as genetic algorithms (GA) [26,27],
have been widely applied to BLP, i.e., supply chain, traffic planning, vehicle scheduling, and commodity
pricing. Co-evolution of groups is realized through evolutionary operations such as selection, crossover,
mutation, etc. GA has strong global search ability, but its local search ability is poor, which is prone
to “premature” convergence problem [28]. In this paper, we propose a personal data pricing problem
based on privacy levels. For different levels of privacy data, the price is uncertain. Hence, the range of
values of each gene in the chromosome is large. Furthermore, the crossover operation will increase
the price of the same level of data and result in a lower quality of the solution. To overcome the
shortcomings of genetic algorithm in solving the problem of personal data pricing, we combine genetic
algorithm with simulated annealing algorithm to learn the length and complement each other, and
a hybrid genetic simulated annealing algorithm(SA) is proposed to solve the bi-level programming
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problem, named as BLGASA. SA [29] is a simulation of the annealing process in thermodynamics.
It is an optimization method that randomly finds the global optimal solution of the objective function
in the solution space by slowly descending the temperature parameter at a given initial temperature
and according to the corresponding probability acceptance criterion. Although SA has strong local
search ability, its global grasp ability is weak. GASA is an optimization algorithm composed of GA
and SA, which overcomes the shortcomings of slow convergence of GA and SA easy to fall into local
optimum, thus improving the quality of the problem.

The privacy data pricing process based on BLGASA is shown in Figure 4.

Figure 4. Process diagram of private data pricing based on BLGASA.

• Step.1 Select the parameters of BLGASA. At this stage, the evaluation parameters of GA and
SA need to be determined. In the genetic algorithm, take the crossover and mutation probability
as pc and pm, the population size Z, the maximal generation K, and in the simulated annealing
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algorithm, take the number of internal cycles as l, the initial value of the temperature Thigh,
the annealing coefficient as α, and the termination temperature as Tlow.

• Step.2 Set temperature t = Thigh.
• Step.3 A two-dimensional sequence based on privacy level and corresponding price is encoded,

i.e., Z = {(s1, p1), (s2, p2),...,(sn, pn)}. According to the objective function of the leader level,
the fitness of an individual is the total profit.

• Step.4 A feasible solutions are generated by stochastic method, taking it as the initial population
Z(0), and set the current evolution algebra k = 0.

• Step.5 Under the temperature level t, SA was used to generate the temporary population Z(k),
and the fitness of each individual Zi(k) was evaluated. Then, set the current number of inner
loops l = 1, individual subscript i = 1.

• Step.6 Generate a new individual z̃i(k) by using the perturbation function g(σ) and substituting
it into the second layer, find the optimal solution of the second layer, let z̃i(k) = argmaxU(k).
Substituting z̃i(k) into the first layer, and calculate the fitness of new individuals. Among them,
the perturbation function g(σ) is a random number in [−σz, σz], σ is the perturbation coefficient,
and the default is 0.05.

• Step.7 Use metropolis rule to determine whether to accept new individuals z̃i(k),
∆ f = g(z̃i(k)) - g(zi(k)):

1. If ∆ f > 0, replace z̃i(k) with zi(k).
2. Otherwise, generate a random number η ∈ (0, 1), if exp(−∆ f /(αt)) > η, replace z̃i(k)

with zi(k)

• Step.8 Set n = n + 1, if n < l, return Step.6. Otherwise, execute Step.9.
• Step.9 The crossover and mutation operations are performed according to pc and pm, z(k + 1) is

generated, and the fitness of each individual is calculated.
• Step.10 Set k = k + 1, if k < K, return Step.6. Otherwise, execute Step.11.
• Step.11 Set t = αt, if t > Tlow, return Step.5. Otherwise, execute Step.12.
• Step.12 Output optimal solution

5. Numerical Experiment

In this Section, we use the BLGASA to solve the bi-level programming model of personal data
pricing. The purpose is to make the data market obtain the optimal number of privacy levels,
and then maximize the total marginal profit. The cost of the data market is determined by the
payment overhead of the personal information provided by the data owner of Risk Taker (C1) and
Risk Aversion (C2) in Section 2. This section contains two subsections. The first subsection describes
the various parameters in the experiment. Tables 2 and 3 list the characteristics of the consumer and
data products. Table 4 shows the parameter settings of BLGASA. The second subsection shows our
experimental results and related conclusions.

Table 2. Parameter settings for customers.

Related Variable Parameterization on the Customer Side

Customer type h ∈ [0, hmax], hmax = 1

Customer distributions
h ∼ N(µ, σ2)

µ = 0.5, σ = 0.25
Customer specific privacy level requirement sh = r(h) = h

Customer willingness to pay function λ = 0.2, sh = 0.6
The total number of potential data consumers M = 10,000
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Table 3. Parameter settings for privacy data.

Related Variable Parameterization on the Data Product Side

Maximum level number N ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
Highest data sensitivity level shmax = 1

Cost function Sublinear C1 = 1− 1
(1+0.25sn)

, n = 1, 2, ..., N

Logarithm C2 = log(103sn+1)
35 , n = 1, 2, ..., N

Table 4. The BLGASA parameters and their values.

Parameter Notation Value

Population size Z 50
Crossover rate pc 0.8
Crossover operator - Uniform
Mutation rate pm 0.01
Mutation operator - Bit-flip
Maximum generation K 500
Initial temperature Thith 250
Annealing coefficient α 0.9
Number of internal cycles l 8
Termination temperature Tlow 0.01

5.1. Experimental Design

Table 2 lists the relevant parameter settings for heterogeneous customers. Assuming that customer
type in the market are obey Gaussian distribution and set the total number of potential data consumers
is 10,000. Table 3 shows the relevant parameters for the personal data product, which is assumed to
be divided into 10 levels based on the maximum number of the privacy level and the corresponding
price. In addition, we consider two cost functions in Section 2, i.e., the sub-linear cost function and the
logarithm cost function. Table 4 lists the relevant parameters and optimal values of the BLGASA.

All experiments were coded in python and run independently 30 times to obtain more accurate
and stable optimal numerical solutions.

5.2. Experimental Results

As can be seen from Figure 5, the total profit of data platform increases in logarithm with
the increase of the maximum number of privacy levels, indicating that the introduction of a new
lower-privacy level contributes less to the total profit of muti-level privacy division strategy. For the
sublinear and logarithmic cost functions, the total profit from the single level to the largest 10 level
increases from the initial 103 and 133 to 196 and 327, respectively, with an increase of 90% and 146%,
indicating that the multi-level division strategy’s contribution to total profit is significantly greater
than the less-level division strategy. In addition, the sub-linear cost function C1 has a 62.5% increase in
profit relative to the logarithmic cost function C2. The reason is that risk taker provides more sensitive
personal information. For data platform, although the cost of purchasing data increases, the increase of
sensitive information further strengthens consumers’willingness to pay, thereby offsetting the amount
of profit lost due to increased costs. Due to the high privacy level of the data, the data platform can set
a higher price to increase profits.
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Figure 5. Total profit with the maximal number of privacy levels.

In microeconomics, market coverage is one of the most important indicators for assessing the sales
of an enterprise’s products. In this article, market coverage is defined as the percentage of customers
who purchase private data products to all potential customers, whose formulation is given in (12).

Market coverage =
The number o f customers who purchased data products

The total number o f potential data consumers
× 100% (12)

When the total potential market is considered, the data platform will realize larger market
coverage by introducing more privacy levels. As shown in Figure 6, for both cost functions, market
coverage increases in logarithm scale as the number of maximum privacy level increases. The reason
is that the multi-level division strategy has expanded the range of consumer choices. The market
coverage of the cost function C1 is greater than the cost function C2. To a large extent, this is because
the more sensitive the information disclosed, the greater its utility, and the wider the consumer.

Figure 6. Market coverage with the maximum number of privacy levels.

Setting multiple privacy levels is profitable because data products with more privacy levels make
the data market better segmented and the price of the product increases with the number of privacy
levels. Figure 7a,b report the ratio of the best price to the privacy level when a different maximum
number of privacy levels are assumed (for simplicity, we only plot the case with a maximum of 6 privacy
levels, and so on). As we have seen, a lower privacy level always has a smaller optimal price, and the
ratio monotonically decreases as the privacy level decreases. When the data products offered to the
market have a lower level of privacy, the price of the higher privacy level is higher than the previous
solution. This means that data owners can get extra profit from each level.
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Figure 7. Ratio of price to privacy with different maximal number of levels under two cost function.

Figure 8 reports the percentage of each level’s contribution to total profit in the optimal 5-levels
division strategy. For both cost functions, the highest level of privacy is the largest percentage of total
profit due to its higher price. In the experiment, although we assume that the customer type obeys
the Gauss distribution, it also means that the proportion of high-valued customers is less than the
average, even so, the highest level of privacy still accounts for the largest percentage of total profits.
Our observations are consistent with the literature [19]. Except for the highest level of privacy, the other
four levels contribute more than 55% of the total profit. Therefore we can conclude that multi-level
privacy division strategy can segment customers well, and make data platforms more profitable in the
optimal pricing.

Figure 8. Percentage of all levels in the total profit of optimal 5-levels division strategy.

Figures 9 and 10 show the division of the optimized five privacy levels and their corresponding
prices, respectively. In Figure 9, the two cost functions have the highest privacy level of 1, and the lowest
privacy level is greater than 0.2. According to the consumer’s self-selection behavior, a low privacy
level does not bring benefits to the consumers, so the privacy level is set to be greater than a certain
threshold. In Figure 10, C1 ’s privacy level is more evenly divided than C2, and the price of each
privacy level of C1 is much higher than C2. Risk-taker provide more sensitivity information, therefore,
increases the cost of the data platform, and the price of data increases.
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Figure 9. Optimal five-level privacy partitioning scheme with two cost functions.

Figure 10. The price corresponding to the best five-level privacy partitioning with two cost functions.

6. Conclusions and Future Work

From the above numerical experiments, we can draw the following conclusions.
The utility function based on consumer self-selection more accurately represents the consumer’s

willingness to pay for personal data products. Compared with the traditional linear utility function,
the nonlinear payment utility function proposed by us can better express consumers’ inherent consumer
willingness, and this new utility function ensures an optimal solution in privacy data products based
on multi-level partitioning strategy. In addition, a multi-level privacy segmentation strategy can
maximize the profit of data platform.

Data platform and data consumers as interest decision makers of two levels, using traditional
analysis methods is extremely difficult, and the bi-level programming model provides a universal and
feasible solution to solve this problem. Which provide a computing platform for multi-level private
data division and corresponding pricing. In addition, the genetic simulated annealing algorithm
provides a useful idea for solving the bi-level programming model. It not only takes into account the
strong global search ability of the genetic algorithm, but also overcomes the shortcomings of slow
convergence of GA and SA, thus improving the quality of problem solving.

In practice, the customer’s self-selection behavior is very complex and is influenced by many
factors, such as customer preferences, interests, and prices. In future, we will consider more variables
that affect the customer’s purchase decision, and build a more complex customer willingness to pay
function. In addition, customer distribution can be diverse, such as Gaussian distribution, uniform
distribution, exponential distribution, etc., and these distributions are critical to the privacy level
division and pricing of data products. We will consider more customer distribution and discuss how
different distributions affect privacy level division strategies and pricing.
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