

  information-10-00148




information-10-00148







Information 2019, 10(4), 148; doi:10.3390/info10040148




Article



Survey and Classification of Automotive Security Attacks



Florian Sommer *,†[image: Orcid], Jürgen Dürrwang *,†[image: Orcid] and Reiner Kriesten *





Institute of Energy Efficient Mobility (IEEM), University of Applied Sciences, Moltkestrasse 30, 76133 Karlsruhe, Germany









*



Correspondence: florian.sommer@hs-karlsruhe.de (F.S.); juergen.duerrwang@hs-karlsruhe.de (J.D.); reiner.kriesten@hs-karlsruhe.de (R.K.); Tel.: +49-721-925-1428 (F.S.); +49-721-925-1432 (J.D.); +49-721-925-1423 (R.K.)






†



These authors contributed equally to this work.









Received: 1 April 2019 / Accepted: 16 April 2019 / Published: 19 April 2019



Abstract

:

Due to current development trends in the automotive industry towards stronger connected and autonomous driving, the attack surface of vehicles is growing which increases the risk of security attacks. This has been confirmed by several research projects in which vehicles were attacked in order to trigger various functions. In some cases these functions were critical to operational safety. To make automotive systems more secure, concepts must be developed that take existing attacks into account. Several taxonomies were proposed to analyze and classify security attacks. However, in this paper we show that the existing taxonomies were not designed for application in the automotive development process and therefore do not provide enough degree of detail for supporting development phases such as threat analysis or security testing. In order to be able to use the information that security attacks can provide for the development of security concepts and for testing automotive systems, we propose a comprehensive taxonomy with degrees of detail which addresses these tasks. In particular, our proposed taxonomy is designed in such a wa, that each step in the vehicle development process can leverage it.
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1. Introduction


The automotive industry is currently experiencing a major development trend towards connected and autonomous driving [1]. This has led to an increase in components installed in vehicles such as sensors, actuators, control units and communication systems. Especially, wireless interfaces such as wireless local area network (WLAN) [2] or Bluetooth [3], which are used for exchanging information between environment and vehicle, were implemented widely and changed vehicles from closed to open systems. This led to more complexity in vehicle communication and thus increased the attack surface for cyber attacks in which attackers can now access and influence vehicles from outside [4,5,6,7,8,9,10,11,12,13]. The numerous published attacks show not only that attack surfaces can be exploited, but also that attacks can influence the operational safety of a vehicle [14,15,16,17]. For this reason, vehicle security has reached original equipment manufacturers (OEMs) and suppliers.



As a result, security has been integrated into the vehicle development process [18,19]. One important part is the derivation of security requirements which usually result from a threat modelling carried out before. In threat modeling, a vehicle’s attack surface is analyzed for attack possibilities. Attack paths are derived from the attack surface describing a path an attacker takes from the point of entry into the system through internal networks to target components. This information could also support the security testing process because security attacks can be used as test cases. Due to that, attack paths can serve as detailed test steps. To accomplish these tasks, broad knowledge of automotive networks, safety and security is necessary. In order to support that process, a collection of possible attack paths would be helpful. It would also be valuable if complex incidents were decomposed into their individual steps in order to be able to reproduce all necessary steps of an attack. Unfortunately there is no established public knowledge database available for the automotive domain that contains existing incidents or possible attack scenarios. However, first approaches for automotive vulnerability databases have already been presented. The automotive information sharing and analysis center (AUTO-ISAC) [18] is an association of different vehicle manufacturers and suppliers. Within this collaboration information on vulnerabilities is collected and exchanged. However, this information is only accessible to specific members and therefore not public. Furthermore, upstream security [20] provides a public list of security attacks on vehicles, covering the period 2010 to 2019. Our colleagues from the Karlsruhe University of Applied Sciences [21] are working on developing of an automotive security vulnerability database as part of the security for connected, autonomous cars (SecForCARs) research project [22]. For developing such databases a large information base is necessary. As mentioned above, there are several publications of automotive security attacks as well as survey papers [9] which provide these information. The problem with these publications is that outlined attacks and scenarios are based on different approaches, executed in different test environments, and described in a different way.



As we show in Section 2, security taxonomies and vulnerability databases that describe security incidents and vulnerabilities exist mainly in the information technology (IT) area. However, there is the problem that these have not been designed for application in automotive development processes or security testing. Furthermore, they do not consider that vehicles are cyber–physical systems (CPSs) [23], based on control systems with sensors and actuators, that can have a significant impact on a vehicle’s safety and its operating environment. As a result, they provide only a limited amount of information and are less suitable for supporting threat analysis and risk assessment (TARA) [18] or automotive security testing. Consequently, existent description models can usually not be transferred to the automotive domain. Thus, there is currently no publicly available description model for security attacks in the automotive sector.



Problem: existing security taxonomies are less suitable for an application in automotive development processes and therefore do not provide a uniform description of security incidents that can be understood by automotive engineers. As a result, existing attacks are not consistently described and classified in a way that allows the extraction of artefacts for vehicle development and security testing.



Approach: we provide a classification scheme to describe automotive security attacks as a uniform taxonomy. In order to be able to use attacks in several development stages as a source of information, we show how attacks can be represented in different levels of detail. For this purpose, we introduce hierarchical description levels for each category of our taxonomy.



Contribution: we present an attack taxonomy which is tailored to requirements of the automotive development process and allows attack composition and decomposition to identify possible attacks that did not occur in practice, yet. This includes:

	🟉

	
A classification of 162 existing attacks based on our proposed taxonomy and an illustration of the value added by using it in the automotive security development process.




	🟉

	
A decomposition of incidents that consist of multiple attack steps into individual blocks presented as a multi-stage attack path leading to a total of 413 attacks.




	🟉

	
A rigerous discussion of the taxonomy and challenges that can arise when applying it in practice.









This work is structured as follows: in Section 2 we discuss existing automotive security attacks. Furthermore, we present known vulnerability databases and security taxonomies and discuss their transferability to the automotive sector. In Section 3 we present the classification categories of our approach. To illustrate how our taxonomy can be applied in practice, Section 4 contains a classification of two exemplary attacks. In Section 5 we discuss our taxonomy critically and explain how we address possible problems. We also discuss quality criteria which should be fulfiled. Finally, in Section 5 we summarize our results and present planned future work.




2. Fundamentals and Related Work


This section provides a brief overview of automotive security vulnerabilities and existing vulnerability databases. In addition, known taxonomies for a description of security incidents, weaknesses and flaws are presented and their transferability to the automotive area is verified.



2.1. Automotive Security Attacks


Security attacks on vehicles have been shown through various publications we want to present here. Before the introduction of various network technologies such as Bluetooth or WLAN, vehicles could be regarded as closed systems. For this reason, security concepts focused on prevention of unauthorized access to vehicles (locking systems) and protection against theft (immobilizers). At that time, security attacks mainly consisted of overcoming locking systems and immobilizers. Such attacks became particularly relevant with the introduction of keyless entry systems [24]. The possibility of security attacks on such access systems has been demonstrated by various research papers [5,10,11,12,25,26,27]. The development of vehicles from closed to open systems has resulted in new attack surfaces an attacker can potentially exploit due to possible external communication. For this reason, researchers examined vehicles for the feasibility of such attacks [14,16,28,29]. Using local network access, researchers succeeded in compromising internal communication systems and influencing vehicle functions in an unauthorized manner. On the one hand, it was possible to manipulate functions such as window lifters, signal horns, indicator lights or displays [29]. On the other hand, researchers succeeded in triggering safety-critical functions like vehicle acceleration, brake or steering activation while driving, and lighting manipulations [14]. In the worst case, such attacks can lead to property damage and personal injury in road traffic. A further aspect at investigating security weak points is overcoming external communication interfaces. This allows manipulations from the outside via wireless connections, without having any local network access. In that area, there was a great contribution of research work [13,15,17,30,31,32,33] in which such attacks could be carried out. Due to the current development trend towards autonomous driving, the prevention of security attacks is of particular relevance, as drivers have no possibility to intervene in driving physics during highly autonomous driving [34]. For this reason, some researchers have devoted themselves to the investigation of security weaknesses of autonomous vehicles. Since these vehicles have to be equipped with a large number of sensors that detect the environment, Petit et al. [8] have been investigating such sensors. Remote attacks on camera and light imaging detection and ranging (LiDAR) systems were carried out. The researchers succeeded in blinding a camera and deceiving a LiDAR with fake echoes. Further work, for example by Sitawarin et al. [35] and Eykholt et al. [36], consisted of manipulating traffic sign recognition to simulate false traffic signs for self-driving vehicles. These examples of security attacks show a variety of possible attack scenarios in the automotive sector. However, the presented work is only a subset of existing attacks. For this reason, we collected automotive attack publications and applied our taxonomy to these attacks (attack list is available at [37]). In Section 5 we discuss that attack collection in more detail.




2.2. Vulnerability Databases


This section provides a brief overview of existing vulnerability databases. Managing security vulnerabilities is a major challenge and should be addressed as quickly as possible to mitigate attack chances. For this reason, vulnerabilities found or exploited in the past were published within vulnerability databases, especially in the IT sector. One of the best-known vulnerability databases is the national vulnerability database (NVD) [38] which currently contains 119,119 (as of March 2019) vulnerabilities covering the years 1988–2019. The NVD uses the common vulnerabilities and exposures enumeration (CVE) [39] vulnerability list. A CVE entry contains an identifier, a description of a vulnerability and a reference to the vulnerability source. In addition to NVD, there are several other known vulnerability databases [40,41,42,43,44,45]. To our knowledge, these databases rarely address any automotive vulnerabilities. Only CVE describes individual known automotive security vulnerabilities [4,6]. That leads to the question whether existing databases are suitable for describing automotive vulnerabilities. The taxonomy presented in this work provides possible entries for a database.




2.3. Taxonomies


Taxonomies are used to classify objects according to certain criteria. As explained in [46], taxonomies depend on the area in which they are applied regarding to their structure and content. This can also be seen in the security field, where numerous taxonomies were developed and published in the past. These address different sub-areas, for example IT forensics [47]. We want to focus on security incident taxonomies in which vulnerability, attack and flaw classification can be distinguished [48]. As Weber et al. [48] mentioned in their work, different definitions for these terms exist in literature. Therefore, we agree on the definitions of Weber et al. Accordingly, a flaw denotes an error in a system which can lead to the violation of a security property. A vulnerability can be traced back to a flaw and describes a weakness in a system which can be successfully exploited by attacks. An attack (in this work the terms attack and incident are used as equal terms) represents a procedure for identifying or exploiting vulnerabilities. For the classification of flaws numerous works were published in the past [49,50,51,52,53]. Since flaws primarily arise during the development process, flaw taxonomies aim at supporting developers in finding and avoiding flaws. That includes developing analyzation tools like code analyzers [54] which examine software programs for potential errors. In this work, we are primarily concerned with automotive security incidents and their classification to support the development of security concepts as well as test activities. For this reason, attack and vulnerabilitiy taxonomies are presented below. A taxonomy for the classification of computer security intrusions was presented by Lindqvist and Jonsson [55]. This is based on the computer misuse techniques [56] presented by Neumann et al. which is divided into nine categories (N1–N9). The authors found that intrusions considered could only be classified in the categories N5 (bypass of intended controls), N6 (active misuse of resources) and N7 (passive misuse of resources). These were extended by subclasses in order to allow detailed descriptions of the intrusions. Since these categories refer to the view of system owners and administators and only include three categories, that taxonomy is not suitable for our use cases.



In his dissertation [57] in 1997, John D. Howard presented a taxonomy to classify internet security incidents. There were 4299 security incidents, which occurred between 1989 and 1995, reported to the Computer Emergency Response Team/Coordination Center (CERT/CC) for investigation. Based on this work, Howard developed the Computer Emergency Response Team (CERT) taxonomy [58] in cooperation with Thomas A. Longstaf. That taxonomy finds a wide distribution in the IT sector. Seven categories are distinguished, each with different classification elements. In Figure 1 that classification model is shown.



The taxonomy in Figure 1 distinguishes three superior categories. The event describes the attack action and attack target. Above the event is the attack which includes event, tool, vulnerability and unauthorized result. Above the attack is the incident which includes the attack, attackers as well as the attacker’s objectives. An application area of the CERT/CC taxonomy is IT forensics [47]. It is also used in the automotive sector. Hoppe et al. [59] presented a taxonomy that adapted the CERT model to the automotive sector. The superior categories event, attack and incident as well as the main categories Aattackers, tool, vulnerability, action, target, unauthorized result and objectives were retained. Hoppe et al. added automotive relating sub-elements to individual categories. Furthermore, the CERT taxonomy has influence on other incident classification schemes from the automotive sector. The publication of Thing et al. [60] uses the categories attacker, attack vector, target, motive and potential consequence to classify security incidents which can be seen as a subset of the CERT categories.



The taxonomies mentioned in this section describe attacks in an abstract way. Thus, the described incidents can be used for use cases like incident management. With a uniform description, attacks can be compared and represented abstractly without containing technical details. However, we want to address other use cases with our approach. In vehicle development, security attacks on vehicles are used to analyze a system for possible threats. These can be used to determine the risk of exploitability, derive security measures and perform security tests. For this reason, it would be useful to describe incidents in a way to address these processes. However, the existing taxonomies are too abstract for that, since they serve other use cases (incident management) and do not provide enough information for our purposes. With our taxonomy, we want to present a description of security attacks that is tailored to the automotive development process and covers the use cases TARA and security testing, so a more detailed description is necessary.





3. Automotive Security Taxonomy


As already mentioned in the introduction, existing taxonomies are not designed for application in the automotive sector and they typically focus on incident management. This means that they are not suitable for supporting a TARA or security testing. For that reason, we have decided to develop a taxonomy that allows the following three use cases to be covered:

	
Incident management,



	
threat analysis and risk assessment (TARA),



	
Security testing.








The first use case for which our taxonomy should be used is the analysis of incidents and vulnerabilities and the associated information gain which serves as a common language for security incidents. It can be seen as a part of incident management and serves for classification of detected attacks and for forensic investigation [61]. In principle, information of the CERT/CC taxonomy is sufficient for this. However, we consider it to be useful to provide privileges achieved by an attack and security measures which have been overcome during an attack. The latter is particularly important for traceability of incidents and provides insight into how security mechanisms failed. In addition, by providing established vulnerability descriptions (such as CVE and common weakness enumeration (CWE)) it is possible to systematically derive security patches and therefore supporting patch management which can be a part of incident management.



The second use case we want to cover with our taxonomy is conducting a TARA [18]. Here, existing or planned systems are checked for possible attack scenarios. This results in a list of threats to the system. Since such a list can be very extensive, attack scenarios are prioritized in practice by assigning a risk value for occurrence and impact. This requires a detailed description of incidents and, in particular, knowledge of the affected assets (e.g., safety) and resulting consequences. In addition, by providing the underlying vulnerability of the threat, it is possible to determine to what extent a threat applies for other systems. This requires a detailed description of attack scenarios. The presented taxonomy can be used to provide a granular description and support the process of TARA. In combination with a database that records attacks already committed, the effort for TARA could even be reduced, as in that case the database could be be reused for future projects.



A comprehensive description of incidents offers advantages for security testing and especially for the generation of test cases. Each attack carried out can be seen as a test case. In security testing, this is referred to as a penetration test [62], in which a targeted attempt is made to uncover security vulnerabilities through attacks in order to be able to make a statement about the security status of a system. The disadvantage of penetration tests is that they can only be carried out late in the development cycle. At that stage, it may not be possible to eliminate found vulnerabilities, or only with high effort. An alternative solution would be to carry out security tests during development in order to detect and eliminate possible vulnerabilities at an early stage. The detailed description of incidents serves to derive abstract test cases early, which can be realized as concrete test cases depending on the respective system structure (system architecture, system network, etc.).



To support all three use cases, we developed a classification model with a total of 23 categories containing several layers of abstraction. As Figure 2 shows, the abstraction is achieved by a hierarchical system, which starts with level 1 representing the highest level of abstraction up to level 3, which has the lowest level of abstraction. That would allow transfering attacks to different phases of the security development process if they were described with the taxonomy.



The high degree of abstraction in level 1 is particularly suitable for a comparable description of incidents for incident management as well as transferring attack paths to new systems and thus for early phases of the security development process like TARA. These typically use input information with a high degree of abstraction, since the technical design of the system is not yet known at this time. In later phases of the security development process, such as security testing, detailed descriptions of concrete attacks are required. This is provided by levels 2 and 3. Level 2 is also suitable for refining TARA results by concretize threats through more detailed descriptions. The individual categories as well as their abstraction levels and relevance for the three use cases are described below. The application of our taxonomy on basis of examplary incidents can be seen in Section 4. Subsequently we discuss quality aspects in Section 5. Criteria for an assessment such as uniqueness or completeness are presented and the extent to which our taxonomy fulfils these criteria is argued.



3.1. Description


To give a brief overview of the carried out attack, this category supplies a short description in continuous text. The description should include the effect, target and type of an attack. As shown in Figure 3 details are not listed here, as the category serves to provide a general overview of the attack.



This category includes only level 1, since it has the purpose of providing information about the attack in a short manner and is not absolutely necessary for a detailed TARA or security testing, which would require levels 2 or 3.




3.2. Reference


For reasons of traceability and reference, the publication source of an attack is described. Therefore, the authors and title of the reference are mentioned. If available, identification numbers (e.g., digital object identifier (DOI)) or a corresponding internet reference can be mentioned as illustrated in Figure 4.



Since this category serves as a reference, only level 1 is addressed. The information provided by that reference is shown in the following categories.




3.3. Year


To provide information about an attack’s relevance, this section describes the year in which the attack was published, as shown in Figure 5.



This category has no influence on TARA or security testing, since it only provides information about the year this attack was carried out.




3.4. Attack Class


This category describes the classification of an attack into a threat class. A problem with that classification are the different terms used in publications. For example, synonyms such as “sniffing”, “monitoring”, “listening”, “eavesdropping”, or “capturing” are used to describe the process of reading information from a component or communication system. The challenge in classifying a threat class is finding classes which provide a sufficiently generalized description, but show enough detail to comprehend the nature of an attack. For that reason, we have made a hierarchical classification into three classes as shown in Figure 6. Level 1 represents the spoofing, tampering, repudiation, information disclosure, denial of service, elevation of privilege (STRIDE) classification of Microsoft [63]. This model is used by Microsoft to identify threats as part of threat modeling. Since the STRIDE terminology is established in the security community, we use it to define our attack class. On level 2, we propose a classification into typical attack types takes place to specify a threat. On level 3, the concrete term of an attack is listed as a reference to the attack publication.



Level 1 can be used to associate known incidents with identified threats during TARA. For example, when a tampering threat has been identified, an analyst can check which specific attacks (level 2) come into consideration. This facilitates the determination occurrence probabilities for identified threats, since analysts can trace which concrete attacks have already been carried out in that category. Furthermore, levels 2 and 3 allow an estimation which attack techniques and thus which effort an attacker might have for attack execution. This information can still be used for security testing, since testers can include knowledge of the attack class for test case generation.




3.5. Attack Base


This category describes the area on which an incident is based. For that purpose, we propose the following distinction that is shown in Figure 7: wireless attack, diagnostic attack, bus attack, software attack, hardware attack, cryptographic attack, artificial intelligence attack and environment attack. Wireless attacks are primarily related to wireless communication links. Typically, this involves incidents aimed at connections from smartphones to telematics control devices or infotainment systems, but also keyless entry or navigation systems. Diagnostic attacks are based with diagnostic functions. Mechanisms such as security access [64] and flashing of new firmware concern this area. bus attacks relate to attacks on vehicle-internal networks. An attacker could control the actuators with controller area network (CAN) [65] messages for example. This category also includes direct physical connections between components. Software attacks refer directly to the software executed on a component. Typically, these attacks aimed at modification or reverse engineering of a component’s firmware. That area includes attacks such as reading secret information from the software, infiltrating malicious code or command injection. Hardware attacks have an effect on physical components. Usually this concerns side-channel-attacks which aim to obtain information through measurements of the component’s physical quantities. Cryptographic attacks aim at bypassing or breaking cryptographic measures. An example is a cryptanalysis [66] of an immobilizer cipher. Artificial intelligence attacks refer to systems which use artificial intelligence algorithms [67]. These attacks typically use adversarial examples [68] to deceive algorithms such as person recognition. This is particularly relevant for autonomous driving, since these algorithms are applied and directly related to the safety of vehicles. Environment attacks describe manipulations of the environment to trigger unexpected behavior and are closely linked to artificial intelligence in autonomous driving. That area includes manipulations of traffic signs to deceive traffic sign recognition of autonomous vehicles, but influencing sensors such as camera or LiDAR [8] as well.



Level 1 elements allow analysts to make an initial assessment of attack complexity which is part of risk assessment. For example, if an attack is categorized as a hardware attack, it can be assumed an attacker requires physical access to the system and will most likely need tools to interact with hardware. On the other hand, wireless attacks would indicate an attacker does not require physical access and could potentially launch a remote attack. In addition, the seven subcategories can be used to identify a general test setup for a security test. For instance, environment attacks can be used to estimate that the environment around a test object must operate in a special manner (e.g., manipulated traffic signs).




3.6. Attack Type


In order to determine whether an attack is a simulation, an actually executed attack or a theoretical consideration, the type of incident is described in this category. A distinction is made between analysis, simulation and real attack as illustrated in Figure 8. The analysis is not an actual attack, but an investigation of a system for vulnerabilities and attack possibilities. In simulation, attacks were carried out on a simulative level. That includes attacking a system within a simulation environment. In a real attack, existing systems such as vehicles are attacked.



Although analysis and simulation do not include actually executed attacks they still provide useful information for conducting a TARA or security testing. Conceptual attacks can be understood as potential threats and hence they can be used as an input of a TARA. For testing purposes all elements of these category are relevant, since testing can already be performed on a simulation level.




3.7. Violated Security Property


Since every security attack implicitly violates a security property, this category addresses this area. For that reason, we chose common security properties as classification model that can be mapped to the STRIDE threat model [69]. In the following security properties, shown in Figure 9, will be explained. Confidentiality describes the secrecy of data. This concerns personal and private data or information that is subject to data protection regulations and intellectual property. Generally, confidentiality is guaranteed by using encryption algorithms. integrity describes the correctness of information in a way it can not be altered by unauthorized persons. This is mostly achieved by checksums or message authentication codes (MACs) [66]. Availability describes permanent accessibility of resources over a long period. That means an attacker must not be able to prevent the provision of data or misappropriate information. Authenticity validates the identity of a sender from whom information is obtained. Non-repudiation describes the ability not to deny an action, such as sending or receiving a message. Authorization describes the ability to have privileges for performing certain actions. An example is the privilege to read critical information or to control safety-related components.



The knowledge about violated security properties is particularly useful for calculating risk metrics such as the common vulnerability scoring system (CVSS) [70] which is a rating method for vulnerabilities. Thus, violated properties can directly be transferred to the base score of CVSS, especially for confidentaility, integrity and availability. Furthermore, concrete countermeasures for security concepts can be derived. If we consider spoofing of a diagnostic message on the CAN [65] bus, the violated security property would be authenticity. So the measure to be implemented must ensure authenticity of messages which could be guaranteed by a keyed-hash message authentication code (HMAC) [66]. This category allows a direct derivation of high level security measures based on TARA results. An example of that process is given in [4].




3.8. Affected Asset


In order to identify objects of protection affected by an attack, this section is divided into four assets. We propose a distinction between safety, reliability, information security and financial assets as shown in Figure 10 because we see these four as the most relevant assets for the automotive area. Asset safety will be chosen if the incident has an influence on the actuators of a vehicle which influences driving physics like brakes, steering, or engine. Influencing these components can potentially affect the operational safety of a vehicle and endanger drivers, occupants and road users. Reliability describes vehicle functions which have no influence on operational safety. Information security includes assets which affect information values like personal data or firmware images. Financial assets mainly concern the theft of vehicles or vehicle components. Tuning or technical measures which influence the market value or warranty of a vehicle can be assigned to that asset as well as the reputation of a manufacturer.



The assignment of asset categories allows analysts to assess consequences of an attack. This is particularly useful for risk identification. Furthermore, with that classification an analyst is able to distinguish whether an attack violates the safety of a vehicle and can prioritize it with a higher risk value.




3.9. Vulnerability


An important information regarding a security attack is the vulnerability that made an attack possible. There are several approaches to describe vulnerabilities such as Seven Pernicious Kingdoms [71] or preliminary list of vulnerability examples for researchers (PLOVER) [72]. One concept that considers these approaches and many existing vulnerabilities taxonomies is the CWE [73]. This description model divides software security weaknesses into a hierarchical list model. CWE distinguishes following concepts: research concepts, development concepts and architectural concepts. architectural concepts subdivide vulnerabilities for classifying software architecture vulnerabilities. Development concepts classify vulnerabilities into categories which are often found in software development. We focus on the research concepts, as that model presents vulnerabilities and their interrelationships in an abstract and detailed way. Currently, the research concepts includes 806 CWE numbers and thus vulnerabilities. Since this is a high number of CWEs to choose from, we adapted their hierarchical structure and integrated it into our own hierarchical leveling. The most abstract level (level 1) represents high level vulnerability classes of the CWE research concept which is shown in Figure 11. The following classes are distinguished: CWE-682: incorrect calculation, CWE-118: incorrect access of indexable resource (’range error’), CWE-330: Use of insufficiently random values, CWE-435: improper interaction between multiple correctly-behaving entities, CWE-664: improper control of a resource through its lifetime, CWE-691: insufficient control flow management, CWE-693: protection mechanism failure, CWE-697: incorrect comparison, CWE-703: improper check or handling of exceptional conditions, CWE-707: improper enforcement of message or data structure, CWE-710: improper adherence to coding standards. These elements are subdivided into specific CWE numbers. By specifying the exact CWE number at level 2 of our vulnerability category, each attack vulnerability can be described in more detail. This provides a link to the CVE database that also assigns CWE numbers to the stored vulnerabilities. Due to that, we assign a CWE number to every attack that is described with our taxonomy. Finally, on level 3 the vulnerability is indicated as it was described in the attack publication. The level of detail can be as high as desired. An concrete example of this vulnerability classification is shown in Table 1 and Table 2 in Section 4.



The knowledge of the vulnerability that made an incident possible can be used to support the process of TARA in order to avoid already known security vulnerabilities in newly developed systems. This concerns in particular the development of security measures to protect systems against attacks. Information on vulnerabilities of a system is particularly relevant for testing. At this point a tester can use known vulnerabilities to test (attack) a system based on that information.




3.10. Interface


Each incident is characterized by an entry point which the attacker used to execute an attack. In this category, we describe these entry points. Since different technologies are used in vehicles for both internal and external communication, there are comparatively many interfaces. The following interfaces exist for external communication (remote) [17]: WLAN, Bluetooth, Cellular, global positioning system (GPS), digital video broadcasting-terrestrial (DVB-T)/digital video broadcasting-terrestrial, 2nd generation (DVB-T2), digital audio broadcasting (DAB), radio data system (RDS), tire pressure monitoring system (TPMS), radio frequency identification (RFID) and Infrared. The following interfaces exist for internal communication [74]: universal serial bus (USB), auxiliary (AUX), compact disc (CD), digital versatile disc (DVD), electronic control unit (ECU), Component, on-board diagnostics (OBD), CAN, controller area network flexible datarate (CAN FD), local interconnect network (LIN), media oriented system transport (MOST), desktop-bus (D-Bus), FlexRay, Ethernet, Camera, LiDAR, radio detection and ranging (Radar), Software. Due to space reasons, only a subset of interfaces is illustrated in Figure 12 (the complete list of interfaces is available at [37]).



Behind each interface a certain technology (level 1) is located which an attacker must use to communicate with the attack target. Due to the fact that the interface technologies’ complexity varies widely, this category provides a valuable input for estimating the attack effort and thus for determining the feasibility of attacks. That is particularly important for risk assessment because estimating the effort of an attack is difficult and typically highly experience-based. In addition, this description provides valuable input for automating test case generation. With knowledge about the interface technology that is necessary for an attack, required driver layers (hardware abstraction layer (HAL) [75]) can be automatically derived and provided for a test case which can reduce the effort for test setups.




3.11. Consequence


The resulting consequences of a security attack are important when it comes to analyzing incidents. So in this category the attack’s effects on a vehicle or system are described (see Figure 13). The entries are written in continuous text. Due to various possibilities of effects an attack can have on a vehicle, it is hard to classify these effects especially when it comes to abstraction. This could be an apsect that should be adressed in the future. The description is made in such a way that the exact reaction of a vehicle or system is explained and potential consequences are mentioned.



Analysts can use the consequence description to refine potential damage to an attack target when conducting TARA. This category can be seen as a postcondition of the system when it comes to testing because precondition and postcondition are two essential states of a system during a test [76].




3.12. Attack Path


Many of the taxonomies presented in Section 2 describe incidents in an abstract way. Thus, valuable information about details of an attack are lost. We see an advantage in describing the steps of an incident as precisely as possible, since this information can be particularly relevant for the feasibility of attacks on other systems. Due to that, a detailed description of the exact procedure in multi-stage attacks should be achieved. Multi-stage attacks are described on basis of the presented taxonomy and broken down into its individual steps. In Figure 14 the structure of this description is illustrated.



Since all multi-stage attacks are separated, it is possible to recombine individual steps. Attacks carried out by different sources can now be recombined and so far still unknown attack paths could be identified. In addition, separating incidents into several steps improves their transferability to new architectures. More precisely, it is now possible to convey only a part of an attack to a new architecture when a certain attack step is not feasible. This advantage is particularly relevant when carrying out a TARA, since the potential of attacks on a system is analyzed here. By separating an attack into its individual steps, a more precise statement can be made regarding the feasibility of an attack on a new system. Thus, the risk value of an attack can be determined more precisely. For security testing, valuable information can be taken out of this category. Knowledge of attack paths provides testers with information to find new paths based on a certain intermediate attack step. That allows higher test coverages during testing and could reveal new vulnerabilities.




3.13. Requirement


As already explained in Section 1 and Section 2, there are different description models for incidents or threats. However, they hardly address necessary attack preconditions. For that reason, this category describes prerequisites, that had to be met, in order to carry out a corresponding attack. We propose the following five elements which are illustrated in Figure 15: required access/connection, required operational state, required system knowledge, required setup, organizational requirement. Required access/connection describes the type of vehicle access an attacker had to gain for carrying out attacks. Both wireless transmission paths and direct connections to bus systems or components are possible. Required operational state describes the state a vehicle has to be in at an incident event. That affects the condition of a vehicle and its subsystems. Necessary system information an attacker has to collect is described by required system knowledge. This applies to data which had to be read or obtained beforehand for a successful attack (e.g., identifing the vehicle identification number (VIN)). Required setup describes settings, configurations, simulations, etc. an attacker had to prepare. Organizational requirements describe organizational precautions an attacker must fulfil. This concerns the proximity to a target vehicle, or the attack time. Another example is the presence of a second attacker to execute an attack (like a two-thief attack to open a vehicle keyless [26]).



Since generally every attack can be interpreted as a successful penetration test, requirements for an attack can be considered as a test precondition. A direct mapping of our taxonomy for test execution is possible. Information about preconditions can be used to determine test configurations as well as test setups to bring a vehicle or system into the condition to be able to execute a test (attack). It provides valuable information for determining the probability of occurrence of an incident as it describes the necessary state for successful attack execution. Due to the fact that an incident presents itself as a realized threat, this information enhances the determination of threat probabilities during TARA. This would be particularly useful in determining the probabilities of occurrence if the attack potential was included in the assessment, as proposed e.g., by e-safety vehicle intrusion protected applications (EVITA) [77]. We deem that a consistent description of necessary prerequisites can make risk assessment more consistent.




3.14. Restriction


Another important factor regarding successful incidents are restrictions making an attack execution more difficult. Due to that, we decided to add this category to our taxonomy which can be seen in Figure 16. We classify restrictions according to following elements: physical restriction, security measure, impact restriction, knowledge restriction, connection restriction, operational restriction. Physical restrictions describe physical influences, like range in wireless communication with a vehicle, that complicated an attack. Security measures are mechanisms already implemented in a vehicle. A well-known representative in the automotive sector is security access [64] used in vehicle diagnostics. Impact restrictions limit effects of an attack, for example, attacks which were only possible up to a certain vehicle speed or steering angle [14]. Knowledge restrictions describe information-related restrictions. Connection restrictions refer to vehicle connections. An example is the handshake process for establishing a WLAN connection. Operational restrictions limit an incident by the operational state of a vehicle or its subsystems. A real example is an attack in which a malicious smartphone app was developed that triggered transmissions of CAN messages as soon as the driver connects his smartphone to the vehicle. The need for the app to be distributed and installed by a driver on his smartphone is an operational restriction [17].



In this category the sub-item security measure is of particular value because it provides information why certain security features could be defeated and thus no sufficient protection was ensured. Based on that knowledge, improvements can be applied or security features can be replaced by more secure solutions. A concrete example is the security access which is implemented with a Seed and Key procedure. Although that concept violates Kerckhoff’s principle [78], it is still typically used in modern vehicles. However, if a weakness of the concept was known during development, a different implementation would be chosen. In addition, understanding restrictions provides a more detailed assessment of attack complexity, which is important for risk assessment of threats. Estimating these values is not an easy task and experience-based. Therefore, they vary greatly between different analysts which in turn negatively affects the comparability of risk values. The category counteracts this by providing each analyst with the same detailed information base and mitigates situations of a false assessment due to a lack of information. It can support security testing by providing information about the state in which a test object has to be in for test execution. Additionally, this category supports testers by supplying information about security measures which have to be tested or overcome in order to test an object.




3.15. Attack Level


In case of attacks on vehicles, attack paths can be extensive. An example is access to a vehicle via a remote interface and an actuator accessed through several vehicle-internal communcation channels and ECUs (as in [15]). In such incidents, individual attack steps are distributed over several levels which should be taken into account. So this category describes the level on which an attack took place. As shown in Figure 17 we distinguish between remote, local network, local software and local physical. With remote, the attack is primarily carried out via wireless connection to a component in a vehicle. Local network incidents occur via physical connection to the internal vehicle network (e.g., via OBD). In a Local Physical attack, the attacker has direct physical access to a component such as an ECU. Local software attacks affect the software running on a component as well as extracted firmware images.



Knowledge about the attack level helps to determine the incident potential and thus to assess risk during a TARA. Furthermore, when planning security tests, resources can be allocated at an early stage. For example, it makes sense to plan all test cases on the local pyhsical level together because all cases require a physical connection to a target.




3.16. Acquired Privileges


In order to carry out an attack, there are priviledges the attacker has to obtain. Since a vehicle is a cyber–physical system [23], IT privilege models cannot be transfered directly. Most automotive ECUs have no operating system that is comparable to the IT area, so there is no root or similar user authorization on these ECUs. From an attacker’s point of view, there are still privileges to obtain before execution of certain operations is possible. For this reason, we look at permission levels from an attacker’s point of view. As a result, different levels must be considered for vehicles. At first there has to be a communication path from an attacker to the vehicle. Furthermore, the component an attacker is communicating with must be taken into account. In order to do so, mechanisms such as access control or encryption has to be considered. By taking these requirements into account we distinguish two points of view: the physical view and the informational view. With the physical point of view, communication to a component with a communication medium and associated privileges, in general, are always possible as soon as a connection to the corresponding medium has been established. As an example, communication with the CAN bus can be mentioned. As soon as an attacker has access to CAN, she achieved the privilege to send and read messages. However, an attacker cannot necessarily understand read message content she wants to send by achieving that privilege. We consider this knowledge as a part of the informational point of view. So an attacker has the privilege to read and send physically and understand data contents as well as any protocols or security measures. Thus, security measures can be covered. The following privileges management we propose to describe achieved privileges by an attacker takes the informational point of view which includes the physical point of view implicitly. The privileges management is divided into following five privileges levels which are illustrated in Figure 18: read/write (functional communication link), execute (functional component), read (functional component), write (functional component), full control (functional component). Read/write (functional communication link) describes the privilege to communicate with a vehicle via a communication interface. This means that read and write accesses to the communication medium are possible. That privilege covers the level for communication with a vehicle and represents the lowest privilege that an attacker must obtain in order to execute an attack. Execute (functional component) describes the initiation of a function on a component. This can be done by sending a message via the communication medium to an ECU. An example is sending a diagnostic message to the CAN bus to trigger a diagnostic function like reading diagnostic fault memory. Read (functional component) describes the privilege to read information from a component. That includes diagnostic data as well as secret information such as secret keys for security measures. Write (functional component) describes the ability to write or change data on a component. This can be achieved by initiating a calibration update which writes specific information to an ECU. Full control (functional component) is comparable to root privileges in user administration. That privilege grants an attacker full control of a component. Usually this is achieved by flashing a malicious firmware on a component.



The description as functional component or functional communication link enables our proposed privilege management to be used in combination with previously presented attack levels. For example, on remote level, read/write (functional communication link) privilege describes the communication technology used and functional component privileges describe the target communication component. This scheme can be used across all attack levels to describe privileges at different levels of an attack. Achieved privileges are especially helpful for the generation of new attack paths. In principle, attacks could be combined to a path if necessary privileges of an attack level matched privileges of the previous attack level. Based on that concept, we are currently developing a tool that uses this category to automatically generate attack paths in vehicle architectures and use them for risk assessment and security testing.




3.17. Vehicle


In order to identify attacked vehicles, this category describes the vehicle information in detail. The vehicle manufacturer, model, construction year, type and additional information that may be relevant for an attack can be included as shown in Figure 19.



Knowledge about the vehicle can help car manufacturers during TARA to determine if an incident is transferable to other vehicles of their fleet. With this knowledge, conclusions can be drawn about the network architecture which can represent important information on transferability in security testing, as there is potential for reusing test cases.




3.18. Component


The knowledge about the target component is an essential information. As illustrated in Figure 20 we distinguish three types of components: ECU, sensor and actuator. Since vehicle manufacturers often use different designations for in-vehicle components, we provide different entries for each category. For ECUs components such as engine ECU or airbag ECU are provided. The manufacturer-specific component designations or designations mentioned in attack publications are appended to the selected component. An example entry could therefore have the following form: ECU (level 1), engine ECU (level 2), engine control unit version 1.09 (Level 3).



This category provides valuable artifacts for threat analysis. An initial decision whether an incident can potentially affect the safety of a vehicle is required. That will be the case if an attack has an actuator as target because actuators can actively influence a vehicle’s driving physics. So a tester or an analyst can verify whether attacks were performed on similar systems in the past to make new systems more secure against these attacks.




3.19. Tool


In order to carry out an attack, the attacker requires special equipment for communication with a vehicle and the actual execution of an attack. As shown in Figure 21 we distinguish these tools between security tools, software tools, hardware tools, sensing tools, measurement tools and wireless tools. Software tools include libraries, drivers, simulation environments and similar which were necessary to execute an attack. Hardware tools contain the physical hardware used for the attack. Wireless tools mainly include wireless communication equipment to communicate over the air. Measurement tools contain equipment for physical measurements like oscilliscope or logic analyzer. Sensing tools describe sensors which were necessary to execute the attack. Security tools are a special section in this category, since these tools could be software tools or hardware tools, for example. We determine that security tools include all tools whose purpose is related to a security process like attacking, investigating or defending a system. Therefore, we used the tool classification that offensive security uses for Kali Linux [79].



The knowledge of used tools and required resources can help to determine the attack potential and supports the risk assessment during TARA. It is possible to estimate necessary resources for testing. This allows reducing testing effort by grouping tests which address the same tool category.




3.20. Attack Motivation


The attacker’s motivation to execute an attack is an information that can be used to determine the risk. We consider the description from Hoppe et al. [59] as reasonable. The authors extended the objective category of CERT by adding the elements Security Evaluation and tuning to the already existing elements challenge status/thrill, political gain, financial gain and damage. Since that taxonomy covers use cases of the automotive sector, we used the classification of Hoppe et al. for attacker’s motivation as shown in Figure 22.



Although the inclusion of attacker motivation in risk assessment can be considered critical due to its high subjectivity, we have decided to support it in our taxonomy due to its usage in TARA methods.




3.21. Entry in Vulnerability Database


In case of already existing entries of automotive vulnerabilities in databases, this category is used to specify that database. One example of a widely used vulnerability database is the national vulnerability database (NVD) [38] which uses the common vulnerabilities and exposures enumeration (CVE) [39] list. Further examples are Rapid7—vulnerability and exploit database [45] used by the metasploit framework [80], CERT/CC Vulnerability notes database [81], and packet storm database [43]. In addition, there are other databases in which vulnerabilities can be identified. We already mentioned them in Section 2. To our knowledge, automotive vulnerabilities are only represented in the CVE list. The databases shown in Figure 23 are only a subset of existing ones.



The information whether a vulnerability or an incident is mentioned in a vulnerability database serves as a reference to where the vulnerability is noted and how it is described. A benefit for TARA or security testing will only arises if many automotive vulnerabilities are registered into a database in a form which provides relevant information for these processes.




3.22. Rating


In the context of TARA, attacks are checked for their probability of occurrence and severity when they are carried out in a system. On the basis of that information, a risk value is determined and assigned to the respective attack. That process is implemented in this category and an incident or vulnerability is evaluated according to its severity. This allows an attack to be used directly for threat analysis and risk assessment. Such ratings allow attacks to be prioritized for their relevance and thus serve as prioritized test cases. We currently use the CVSS [70], as shown in Figure 24, to evaluate attacks as that evaluation scheme is widely used and uniform. In addition, elements for determining that value can be mapped directly to categories of our taxonomy. For example, the CVSS category attack vector can be mapped with the four entries of our taxonomy category attack level. However, instead of CVSS other ratings systems could be used for this category.



The CVSS value is calculated from several sub-values and shows the relevance of a vulnerability. The advantage of using such risk values is their uniformity. This mitigates situations where different risk values are assigned for a vulnerability by different analysts. That could improve the comparability of TARA results.




3.23. Exploitability


In addition to the rating value explained above, exploitability can be used as an assessment of the attack’s relevance when considered separately. The exploitability represents a metric for the probability of occurrence, independent from other metrics such as severity. As shown in Figure 25, we use the exploitability value which results as a partial value within calculation of the CVSS value.



We consider that the expoitability value can make a valuable contribution to determining the probability of occurrence of threats or attacks. It can be seen as a substitute for attack potential and is free of subjective influences like the attacker’s motivation. It is therefore a reasonable alternative to complex metrics such as those used by EVITA. In addition, this value is defined once and can be consistently used afterwards. We are planning to use the exploitability value in combination with the severity value of an automotive safety integrity level (ASIL) of the ISO 26262 [82] which represents a metric of functional safety to determine the risk for safety-affecting threats.





4. Example


In this section, two exemplary incidents are shown which are classified according to our taxonomy. These two examples are used to demonstrate its usability. The first example shows a comparatively simple attack which is executed over one stage. The second incident is a multi-stage attack consisting of several stages with different characteristics. In Table 1 the first attack is listed. It was carried out in the work of Koscher et al. [16]. For space reasons, categories that only cover level 1 are displayed in one column across all three levels in Table 1 and Table 2. This means that these elements have only one degree of abstraction (level 1), but it extends over all levels as global information.



The incident describes deactivation of the ECU communication over CAN by using a standard diagnostic function published in the year 2010 in the publication experimental security analysis of a modern automobile by Koscher et al. The attack is classified as a denial of service (category: attack class) because communications of the ECUs via CAN were blocked. Since this attack class was not described in detail in the publication, level 2 and level 3 get the entries none. The incident was primarily triggered by a diagnostic function, so the attack is a diagnostic attack (category: attack base) and since it was actually executed, we consider it as a real attack (category: attack type). Furthermore, the attack violated the availability (category: violated security property) due to the denial of service. Since the incident did not trigger any safety-critical functions and neither information theft nor financial benefits were obtained, the asset reliability (category: affected asset) was affected. To execute the attack, a connection to OBD (category: interface) had to be established. The vulnerability that enabled the attack affects the improper control of a resource through its lifetime (category: vulnerability). The CWE number CWE-284, which stands for the vulnerability improper access control, was assigned to this incident in order to specify the vulnerability on level 2. Level 3 describes standard is not met because “disable CAN communication” command must not be executed when vehicle is in motion in detail. Category attack path only includes one stage: sending the standard command for disabling the CAN communication via OBD. The prerequisite for that is required access/connection (category: requirement) via OBD. There were no restrictions for that attack, which is why in this category levels 1–3 get the entries none (category: restriction). Since the incident is related to the vehicle’s network, local network (category: attack level) is chosen. Koscher et al. were able to trigger a function on a corresponding ECU and thus possessed execute (functional component) privileges (category: acquired privileges) which implicitly contains read/write (functional communication link), since communication via CAN already existed before. The attack ensured that communication between different ECUs (category: component) was no longer possible. For space reasons, only the engine ECU and electronic brake ECU as well as their exact designations (level 2) are shown in Table 1. The brand of the attacked vehicle is not known, so there is the entry vehicle brand not known in category vehicle. In the tool category tools used for attacks are shown. Level 1 includes a general description of the tool (e.g., hardware tool), in level 2 the special variant (interface) and in level 3 a detailed designation (CAN-to-USB-converter) is shown. Since the mentioned publication is a research work, the attack motivation was security evaluation (category: attack motivation). So far there is no entry in the vulnerability database. The incident was evaluated according to CVSS, whereby a rating of 7.4 (category: rating) was achieved. From this rating the value 2.84 for category exploitability could be extracted.



The second attack, presented in Table 2 and executed by Miller and Valasek [14], is a multi-stage attack. We do not describe all categories, only important ones like attack path.



The attack consisted of unauthorized flashing of malicious code on the engine ECU by using the diagnostic reprogramming routine that took place via OBD (category: interface). Flashing of malicious code on ECU could be reached as consequence which violated the integrity (category: violated security property) and concerned information security (category: affected asset). We chose that incident as an example because it has several stages in category attack path, which are explained below. The first step was downloading a new calibration update for ECU from manufacturer and reverse engineering of the Toyota update calibration wizard (CUW). This activity can be performed at any time and independently of the vehicle. The aim of this step is information gain about the target vehicle and its functionality in order to find possible weak points. Miller and Valasek pursued the goal to flash an ECU with malicious code. Therefore the next step included monitoring the update process to get information about the update routine. The third step, reverse engineering update algorithm for calibration updates, was based on information obtained before. The researchers retrieved all information they needed to flash calibration updates. The fourth step consisted of modification of calibration update and in the last step reflashing of malicious update. Splitting an incident into its individual attack steps has several advantages. A detailed description of the attack and carried out activities is given. Furthermore, individual attack steps can have properties which differ from the overall attack. When considering the incident as shown in Table 2, the violated security property can be described with integrity, since a modified update was flashed on ECU. Considering the attack path’s first step separately: downloading a new calibration update for ECU from manufacturer and reverse engineering of the Toyota update calibration wizard (CUW), this step does not violate integrity, but confidentiality. Furthermore, requirement: required access/connection (level 1) and OBD (level 2) would not be necessary for that step. If individual attack steps are described with our taxonomy, different properties within an incident can be represented. Thus, more exact information for TARA as well as possible testing steps could be pointed out. As a further advantage, new attack paths can be found. Considering the first attack step again, we can see that the information gained from reverse engineering could have led to other attacks in addition to the malicious update. This was also done in the publication by Miller and Valasek [14], since reverse engineering the Toyota calibration update wizard (CUW) made it possible to identify diagnostic messages with which the researchers could control various actuators. Finding new attack paths is therefore a great advantage for security development, as these paths may not have been considered before and thus not secured. These information can also be used to identify possible places where security mechanisms can be introduced to secure several attack paths at once. Furthermore, activities can be identified that can be executed separately from the actual incident. For example, all reverse engineering activities illustrated in Table 2 can be performed offline from the vehicle. The information gain of these steps can help attackers to execute further attacks on a car. Such activities can occur in the middle of the attack path, i.e., an attacker establishes a connection to a vehicle and reads the firmware of an ECU. In order to understand the contents of the firmware, reverse engineering or disassembling would take place at this point. That process could be carried out by an attacker at any time and without a vehicle connection. If the attacker succeeds in extracting information from firmware, she can reconnect to the vehicle to use the information for an incident. In this case, the attack path would be interrupted until information gathering is complete and continued at a later stage.




5. Discussion


In this section, a critical analysis of our presented approach takes place and possible discussion points are taken up. It should be mentioned that our taxonomy has some disadvantages besides the advantages described above. A major drawback is the complexity caused by the high number of categories and their different hierarchical levels. For a single attack, the classification effort is manageable, but for a large number of attacks, the time expense rises significantly. In order to address that problem, we are developing a software tool which makes it possible to support the classification of attacks by providing a graphical interface for each category in which the corresponding possible entries can be selected. The entered attacks will be displayed in tabular form as well as a listing. In Section 6 we explain the planned functionality of our tool in more detail. In our opinion, the advantages resulting from our taxonomy predominate high effort disadvantages. The initial effort to describe many attacks is high, but these incidents can be reused in future, saving time in the long run. This will particularly be the case if attacks are stored within a database (vulnerability database), as it would provide a fixed knowledge base which could be used at any time to develop security concepts. We would also argue that the complexity is reduced significantly when different stakeholders need different information. For example, when a stakeholder only needs information from level 1, the detailed information from level 2 and level 3 can be neglected. In this case, the effort a stakeholder would have to put in for an incident description, is comparable to other taxonomies like CERT’s.



Another point of discussion is an evaluation of our approach. We applied our taxonomy to several published incidents. A collection of published attacks already made by the Karlsruhe University [9,83] served as a foundation. This collection was extended by further automotive attacks and classified by our approach. A table with a total of 162 attacks from 74 publications was created [37]. By consideration of a multi-stage attack’s single steps, as described in Section 4, there are even 413 attacks [37], which we could classify. In addition to this internal assessment, we are planning a further evaluation in the future. Currently there are publications of executed automotive attacks which are not yet entered and classified in our collection. After finishing the tool described in the previous segment, these publications will be classified as an evaluation of security engineers using our taxonomy and will be added to the incident collection.



As further points of discussion the following six criteria are considered which were presented by John D. Howard in his dissertation [57]. Howard explained that a taxonomy should be mutually exclusive, exhaustive, unambiguous, repeatable, accepted and useful. So at this point we argue whether our approach meets these criteria.



Mutually Exclusive means that there should be no overlapping between possible entries within a category. Since automotive security attacks are often specified in varying degrees of detail in publications, classifications within a category are not exclusive. This is not a general problem of our taxonomy, but of the available information used to classify it. However, situations can occur where information can be assigned to several elements of a single category. This represents a general problem in security and has already been discussed in various publications [57,84]. Weber et al. [48] have also recognized that problem. The authors argue that it is a characteristic of flaws, if they can be assigned to several classified elements. Furthermore, the authors argue that the overarching sense of a taxonomy lies in usability and with semantic correctness under certain circumstances valuable information can get lost. We agree with their argumentation and would like to point out that our proposed classification scheme should above all support the presented use cases as an information base which supports the development and test process of security development.



Exhaustiveness is a general problem in the area of security, since no statement can be made as to whether all incidents or possible attack paths are known. Therefore, there is basically no completeness over all attack possibilities. We can only make the statement that we are exhaustive over the automotive attacks we have classified in our incident table. It is difficult to assess completeness, as only few automotive incidents have been published compared to IT where more incidents are public. An example is the dissertation of Howard [57] in which 4299 internet incidents were available. In this respect, a larger database could provide greater assurance regarding completeness.



The criteria of unambiguousness and repeatability can only be checked during an evaluation, since several parties would work with our classification and show its repeatability. In principle, that criterion can only be verified in practice anyway. However, we address the criterion of unambiguousness by splitting attacks into their single attack steps. Splitting attacks lead to a significantly better unambiguousness, since single attack steps break down the full attack which could be classified into several category elements. The criterion of acceptance can only be achieved by establishing our taxonomy in the security community. Due to this we want to introduce it already at this point in time, so we could get feedback and criticism already now.



We mentioned the usefulness of our taxonomy in Section 3 by describing three use cases we want to address with our approach in order to support security development in the automotive domain. We believe that a description of automotive security incidents in such a way can provide valuable information to security development and testing processes.



Finally, another criterion should be considered, which is subjectivity. When using taxonomies, there is a risk the person doing the classification will have to select several entries that exist within each category. However, that process is subjective and depends on the person in question. Remedy is provided by defined criteria on basis of which an entry is selected. In Section 3 the individual entries were described in order to support users of the taxonomy. This aspect should be part of the planned evaluation, since the applicability of our classification will be determined there. The problem of subjectivity applies in principle to every taxonomy. This occurs above all with categories like attacker motivation, since no criteria can be specified, in which situation an entry must be selected. However, a fundamental problem of security is reflected. For example, the process of TARA is also subjective. To reduce subjectivity as much as possible, we have limited ourselves to using established security description models such as STRIDE which have already been used for years in the area of security.




6. Conclusions and Future Work


In this work, we presented a taxonomy to describe automotive security attacks. The classification of attacks into categories of different detail levels enables using our taxonomy for TARA and security testing and provides a uniform description for security developers and testers. We have classified our collection of 162 published security incidents as well as the splitted version with 413 multi-stage attacks on vehicles based on this taxonomy and made it available online [37] in order to provide a public collection of incidents. By using description patterns such as STRIDE, which are already established in the security field, we hope to have created a common language for information exchange. This could improve cooperation between different stakeholders of the automotive domain by using this mutual language and collection of knowledge. We hope that our taxonomy will be accepted by the automotive security community in order to support developing security concepts for vehicles. We would also appreciate feedback and constructive criticism from the security community.



For future work, we plan to extend our attack collection by further incidents to expand our information base. In one project, our colleagues at the Karlsruhe University of Applied Sciences [21] are working on developing a vulnerability database for automotive security vulnerabilities. Our collected attacks and their classification can serve as an input which can be mapped in such a database. Another area we currently address is the development of a tool that can be used to classify attacks according. Since our taxonomy has comparatively many categories, which themselves have several classification elements, the tool improves the applicability, in particular by a high number of published incidents. In addition, extensions are to be made within the tool to enable the application of our taxonomy for TARA and security testing. With the completion of our tool, an evaluation will be carried out in order to evaluate the criteria mentioned in Section 5 as well as their applicability and acceptance.
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Figure 1. The Computer Emergency Response Team/Coordination Center (CERT/CC) taxonomy developed by Howard and Longstaff [58]. 






Figure 1. The Computer Emergency Response Team/Coordination Center (CERT/CC) taxonomy developed by Howard and Longstaff [58].



[image: Information 10 00148 g001]







[image: Information 10 00148 g002 550]





Figure 2. Description layers and their abstraction levels used in the taxonomy. 
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Figure 3. Short description of the attack. 
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Figure 4. Reference of the described attack. 
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Figure 5. Year of the attack publication. 






Figure 5. Year of the attack publication.



[image: Information 10 00148 g005]







[image: Information 10 00148 g006 550]





Figure 6. Classification of the attack based on spoofing, tampering, repudiation, information disclosure, denial of service, elevation of privilege (STRIDE) and common attack descriptions. 
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Figure 7. Base area of the described attack. 
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Figure 8. Classification of the attack type into analysis, simulation and real attack. 
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Figure 9. Specification of violated security properties which can be mapped to the attack class. 
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Figure 10. Description of affected assets. 






Figure 10. Description of affected assets.



[image: Information 10 00148 g010]







[image: Information 10 00148 g011 550]





Figure 11. Vulnerabilities described with the common weakness enumeration (CWE) at different abstraction levels. 
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Figure 12. Interface used to communicate with a vehicle or system. 
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Figure 13. Consequence and impact of an attack. 
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Figure 14. Specification of single-stage or multi-stage attack paths. 
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Figure 15. Requirements which were necessary to carry out the attack. 
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Figure 16. Restrictions which prevent the full impact of an attack. 
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Figure 17. Level on which the attack was carried out. 
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Figure 18. Privileges an attacker needs to acquire for a successful attack execution. 
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Figure 19. Description of an attacked vehicle. 
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Figure 20. Specification of the target component. 
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Figure 21. Specification of necessary attacking tools. 
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Figure 22. Attacker motivation or objective to attack a vehicle or system. 
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Figure 23. Specification of vulnerability databases. 
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Figure 24. Rating of the attack’s severity. 
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Figure 25. Exploitability rating of an attack or vulnerability. 






Figure 25. Exploitability rating of an attack or vulnerability.



[image: Information 10 00148 g025]







[image: Table]





Table 1. Example of a single-stage attack described by our taxonomy.
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Category

	
Level 1

	
Level 2

	
Level 3






	
Description

	
Deactivation of the ECU communication over CAN by using a standard diagnostic function




	
Reference

	
Experimental Security Analysis of a Modern Automobile (Koscher et al.)




	
Year

	
2010




	
Attack Class

	
Denial of Service

	
None

	
None




	
Attack Base

	
Diagnostic Attack




	
Attack Type

	
Real Attack




	
Violated Security Property

	
Availability




	
Affected Asset

	
Realiability




	
Vulnerability

	
CWE-664: Improper Control of a Resource Through its Lifetime

	
CWE-284: Improper Access Control

	
Standard is not met because “disable CAN communication” command must not be executed when vehicle is in motion




	
Interface

	
OBD




	
Consequence

	
ECU communication is disabled while driving the vehicle




	
Attack Path

	
Sending the standard command for disabling the CAN communication via OBD




	
Requirement

	
Required Access/Connection

	
OBD

	
None




	
Restriction

	
None

	
None

	
None




	
Attack Level

	
Local Network




	
Acquired Privileges

	
Execute (Functional Component)




	
Vehicle

	
Vehicle brand not known




	
Component

	
Engine ECU

	
Electronic Brake ECU

	
Engine Control Module




	
Electronic Brake ECU

	
Electronic Brake Control Module

	
None




	
...

	
...

	
...




	
Tool

	
Hardware Tool

	
Interface

	
CAN-to-USB-Converter




	
Hardware Tool

	
Laptop/PC

	
None




	
Measurement Tool

	
Oscilloscope

	
None




	
Hardware Tool

	
Evaluation Board

	
Atmel AVR-CAN




	
Hardware Tool

	
Interface

	
CANCapture ECOM Cable




	
Software Tool

	
Communication Tool

	
CARSHARK




	
Security Testing Tool

	
Reverse Engineering Tool

	
IDA Pro




	
Attack Motivation

	
Security Evaluation




	
Entry in Vulnerability Database

	
None




	
Rating

	
CVSS: 7.4




	
Exploitability

	
CVSS Exploitability: 2.84











[image: Table]





Table 2. Example of a multi-stage attack described by our taxonomy.
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Category

	
Level 1

	
Level 2

	
Level 3






	
Description

	
Unauthorized flashing of malicious code on the engine ECU by using the diagnostic reprogramming routine




	
Reference

	
Adventures in Automotive Networks and Control Units (C. Valasek et al.)




	
Year

	
2013




	
Attack Class

	
Tampering

	
Firmware Modification

	
None




	
Attack Base

	
Diagnostic Attack




	
Attack Type

	
Real Attack




	
Violated Security Property

	
Integrity




	
Affected Asset

	
Information Security




	
Vulnerability

	
CWE-693: Protection Mechanism Failure

	
CWE-287: Improper Authentication

	
Unauthorized reprogramming possible




	
Interface

	
OBD




	
Consequence

	
Flashing of malicious code on ECU




	
Attack Path

	
Downloading a new calibration update for ECU from manufacturer and Reverse Engineering of the Toyota Update Calibration Wizard (CUW).

Monitoring the update process.

Reverse Engineering update algorithm for calibration updates.

Modification of calibration update.

Reflashing of malicious update.




	
Requirement

	
Required Access/Connection

	
OBD

	
None




	
Restriction

	
Security Feature

	
Access Control

	
Security Layer which is tied to the Calibration Version and allows only one time overwriting




	
Attack Level

	
Local Network




	
Acquired Privileges

	
Full Control (Functional Component)




	
Vehicle

	
Toyota Prius (Year of Construction: 2010)




	
Component

	
Engine ECU

	
Engine Control Module

	
2 CPUs, NEC v850, Renesas M16/C




	
Tool

	
Software Tool

	
Vehicle Diagnostic Software

	
Toyota Calibration Update Wizard (CUW)




	
Hardware Tool

	
Interface

	
J2534 PassThru Device (CarDAQPlus)




	
Hardware Tool

	
Interface

	
ECOM cable




	
Hardware Tool

	
Laptop/PC

	
Windows PC




	
Software Tool

	
Communication Tool

	
EcomCat Application




	
Attack Motivation

	
Security Evaluation




	
Entry in Vulnerability Database

	
None




	
Rating

	
CVSS: 6.8




	
Exploitability

	
CVSS Exploitability: 1.62
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