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Abstract: The communication of an automated vehicle (AV) with human road users can be realized
by means of an external human–machine interface (eHMI), such as displays mounted on the AV’s
surface. For this purpose, the amount of time needed for a human interaction partner to perceive
the AV’s message and to act accordingly has to be taken into account. Any message displayed by
an AV must satisfy minimum size requirements based on the dynamics of the road traffic and the
time required by the human. This paper examines the size requirements of displayed text or symbols
for ensuring the legibility of a message. Based on the limitations of available package space in current
vehicle models and the ergonomic requirements of the interface design, an eHMI prototype was
developed. A study involving 30 participants varied the content type (text and symbols) and content
color (white, red, green) in a repeated measures design. We investigated the influence of content type
on content size to ensure legibility from a constant distance. We also analyzed the influence of content
type and content color on the human detection range. The results show that, at a fixed distance, text
has to be larger than symbols in order to maintain legibility. Moreover, symbols can be discerned
from a greater distance than text. Color had no content overlapping effect on the human detection
range. In order to ensure the maximum possible detection range among human road users, an AV
should display symbols rather than text. Additionally, the symbols could be color-coded for better
message comprehension without affecting the human detection range.
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1. Introduction

The process of introducing automated vehicles (AVs) into road traffic is progressing. In urban
areas in particular, a gradual change is taking place towards mixed traffic, including AVs, human
drivers, cyclists, and pedestrians. From automation level 2 and higher, the system sustains lateral
and longitudinal vehicle motion control [1], which could directly impact the nature of the interactions
between the AV and road users in the surroundings. One approach for enabling communication
of AVs with their environments is to use external human–machine interfaces (eHMIs). These are
displays mounted on the surface of the vehicle [2,3], light strips [4–6], and projections on the road [7,8].
These devices enable AVs to indicate, for instance, their status, perception, or intention [9] in relevant
scenarios, such as at intersections, in parking lots, in narrow spaces, or in merging traffic [10,11].
Current research is almost exclusively devoted to the question of what content these interfaces should
display in order for them to be comprehensible to pedestrians [12] or human drivers [2]. Based
on a comprehensible eHMI design, the interaction is comfortable, efficient, and safe if the human
interaction partner has enough time to perceive and process the eHMI content and act accordingly.
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The dynamics of road traffic and the time required by the receiver result in a certain lead time within
which the AV has to communicate its message. In turn, a minimum content size is required in which
the AV has to display its message.

For the purpose of dimensioning the eHMI, this paper makes reference to the road bottleneck
scenario from two previous studies [2,7], with obstacles on both sides of the road due to double-parked
vehicles. In this scenario, an AV and a simultaneously oncoming human driver negotiate the right of
way within a 30 km/h speed limit zone. The AV displays its message to the human driver at a distance
of 100 m. Rettenmaier, Pietsch, and Bengler [7] recommend that in such a bottleneck scenario an AV
should communicate via a display mounted on the front of the vehicle, in order for the interaction to
be efficient and safe. Front-mounted displays are particularly suitable for communication purposes
in straight-approach scenarios [13]. Owing to the high dynamics and relative speeds of the AV and the
human driver when approaching the road bottleneck, the resulting required eHMI size exceeds that
which would be needed for interactions in a tighter space. Thus, the determined size is also suitable
for communicating with pedestrians in road crossing scenarios in which the AV’s communication
commences at a shorter distance between the AV and the pedestrian, for instance, 45 m [4] or 50 m [12].
Despite all its positive potentials, one disadvantage of communicating via displays is that the content
size must be large to be viewed at a distance [14]. However, there was no research found that deals
with the question of how large text or symbols need to be with respect to content and color in order for
them to be legible from a particular distance. As there are as yet no standards governing the design of
eHMIs, this paper investigates the size that displayed text or symbols must have, in order for them to
render a message legibly in a bottleneck scenario.

2. Objectives

The present study aims to determine the content size required to render distinct communication at
a certain distance for different content types. An additional aim is to examine the influence of content
color and content type on the human detection range, which we defined as the distance from which
a certain content size is legible. For this purpose, we developed an eHMI prototype (Section 3) including
a package space analysis (Section 3.1), ergonomic requirements (Section 3.2), the selection of hardware
and software (Section 3.3), and the presentation of the final prototype (Section 3.4). We conducted
a study involving 30 participants (Section 4) to analyze the effects of distance, content type, and content
color on the required content size, and we set up the following research questions (RQs):

RQ1: Is there any difference in the required content size for it to be legible at a certain distance
depending on the content type?
RQ2: Is there any difference in the human detection range depending on the content type?
RQ3: Is there any difference in the human detection range depending on the content color?

3. Development of External HMI Prototype

3.1. Package Space Analysis of Existing Vehicle Models

An AV communicates with an oncoming human driver via its external display. For this reason, the
vehicle front is the only surface suitable for displaying information. This surface can be divided into
the bumper, radiator grille, headlights, hood, windshield, and rear of the side mirrors. The area of the
side mirrors is small and incoherent, while the projection area of the hood is small in the vertical plane.
Moreover, the AV’s passenger must be able to use the windshield for monitoring the driving scene,
while the function of the headlights is to illuminate the road ahead. For these reasons, we considered
the bumper and the radiator grille as suitable areas for implementing the eHMI, as the radiator grille is
no longer required for engine cooling in an electric vehicle. It is also a suitable area for displaying
messages from the AV in straight approach scenarios [13].

We selected three car models to represent each of the six vehicle categories of the Commission
for European Communities (mini cars, small cars, large cars, executive cars, luxury cars, and sport
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utility cars) [15]. The selection was based on the new registration data published by the German
Federal Motor Transport Authority for the month of June 2019 [16]. The vehicle’s front dimensions
were determined by digital measurement of the official dimensions given in a technical drawing and
subdividing this area into individual sections for the radiator grille and the bumper (Figure 1). The scale
of the technical drawing was recorded, while the pixel size and, in turn, the size of the defined sections
were calculated using a digital pixel meter. The potential eHMI size dimensions were determined as
the minimum height (H) of the radiator grille and the bumper together (Mercedes C-Class: 459 mm)
and the minimum width (W) of the radiator grille (VW Up: 772 mm) of all car models.
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Figure 1. Dimensioning of the vehicle front using the technical drawing [17] of a BMW 5 Touring model
as an example. We divided the front into separate radiator grille and bumper sections.

3.2. Ergonomic Requirements

Due to the complexity of the driving task during manual driving, it is necessary that all pertinent
information is easily and comfortably legible for drivers. Similarly, the eHMI must be legible at
all times of day and night. During the day, the required luminance of the display varies between
1000 cd/m2 [18] and 5000 cd/m2 [19] for outdoor use. At night, the eHMI must not be so bright as to
dazzle nearby road users. Therefore, the display luminance must be adjustable so as not to impair the
eye’s adaptability to changes in light levels [20]. Another requirement is that the eHMI should display
bright text and symbols on a dark background and not the other way around since this display mode
is suitable for day and night use [21]. The contrast ratio of the display between the text/symbol and the
background should be 5:1 at high brightness and at least 3:1 at common brightness levels [18].

The symbols on the display should have a minimum visual angle of 20 min of arc (MOA).
The minimum visual angle of text written in Latin letters must be 16 MOA and 20–22 MOA for
comfortable reading. Moreover, the ratio between letter height and letter width should be 0.7:1–0.9:1.
The line width of sans-serif fonts should be 10–17% of the letter height, and there should be a space of
one line width between letters [20].

The letter or symbol height requirements specify the minimum display height. The number of
letters in a word limit the minimum display width.

3.3. Hardware and Software

The prototype consists of 12 outdoor light-emitting diode (LED) modules made by Coreman
Technology Co. [22]. Each red-green-blue (RGB) LED matrix measures 256× 128 mm with 62× 32 pixels
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and a pixel distance of 4 mm. The minimum visual angle of 20 MOA at a distance of 100 m, as
considered in the bottleneck scenario [2,7], has a matrix height H = 582 mm. The available package
space dimensions are W = 772 mm and H = 459 mm. The 4 × 3 matrix layout has a size of W = 768 mm
and H = 512 mm, with a resolution of 192 × 128 pixels. This represents a good compromise between
the theoretically required space and the available space. The luminance of each module is higher than
6000 cd/m2, resulting in a maximum illuminance of 2358 cd when the whole matrix illuminates in full
brightness in white. This exceeds the limit value of 1200 cd [23] prescribed for road traffic. Since fewer
than 50% of the pixels illuminate for displaying symbols and letters, the illuminance is lower than the
legally required threshold.

The working temperature of the module is between −30 ◦C and +55 ◦C. The LED matrix is
controlled by a Raspberry Pi 4 Computer Model B with 2 GB of memory and a quad-core 64-bit
processor with a frequency of 1.5 Hz [24]. The prototype uses the official operating system Raspbian,
based on Debian GNU/Linux. The LED matrix is controlled by a laptop via a remote desktop connection.
The LED matrix is controlled by an open source C++ library [25]. It is, therefore, able to display
pictures, texts, and animations [26].

3.4. Final eHMI Prototype

Figure 2 shows the final eHMI prototype. The LED modules are screw-fitted to a frame made
from aluminum sheets. The prototype satisfies the visual angle requirements of 20 MOA at a distance
of 88 m between display and participant pursuant to DIN EN ISO 9241-303 [20] with a display size of
768 × 512 mm. This eHMI display distance is less than the 100 m used in the previous studies [2,7],
on which the present investigation is based, but it would provide the human driver in the bottleneck
scenario sufficient time to interact comfortably with the AV [27].
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Figure 2. The external human–machine interface (eHMI) prototype developed and evaluated in the
present investigation. The content colors do not match the real colors due to the display angle and
camera distortion.

4. Evaluation of External HMI Prototype

4.1. Sample

Thirty participants took part in the experiment. As no data were discarded, there were 30 valid data
sets in the study. The age of the sample was M = 31.07 years (SD = 12.54 years). The age span ranged
from 18 years to 69 years. Nineteen participants were male and 11 were female. Eighteen participants
had a visual impairment, which was corrected in 17 cases in the course of the experiment and not
corrected in one case. Additionally, there was one participant with red-green deficiency. We refrained
from excluding these two data sets from the analysis, as persons with visual impairments also
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participate in real road traffic. The eye test [28,29] resulted in a visual acuity of M = 1.47 (SD = 0.37).
The visual acuity ranged from 0.8 to 2.0. The participants were recruited at the Technical University of
Munich and did not receive an expense allowance.

4.2. Display Content

Figure 3 shows the three different content types displayed by the eHMI prototype during
experiment 1 and experiment 2 (Figure 4). The text fulfills the ergonomic requirements (Section 3.2).
In experiment 1, we chose to display four letters, since this number was easily readable from a distance
of 88 m in a pre-test. In experiment 2, the eHMI displayed five letters (E, P, C, F, D). In both experiments,
the eHMI displayed cryptic chunks of letters, so that it was hardly possible to guess the sequence of
letters. To avoid the effect of varying legibility for different letters, the display showed the same letters
for each participant, but in a randomized order. The letters were derived from one row of the Snellen
chart. In addition to text, the prototype also displayed two types of symbols. The arrow and the “E”
from the E chart were visualized in four degrees of rotation (0◦, 90◦, 180◦, 270◦) such that the limbs of
the E and the arrow tip were pointing up, down, to the left, or to the right. The content size is defined
throughout this article as the height of the text or the height of the arrow and the E in the orientation
given in Figure 3. Even if the arrow is rotated by 90◦, its size is the distance from the end of the arrow
to its tip.
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4.3. Experimental Design

It was necessary to conduct two experiments (Figure 4) in order to obtain answers to the research
questions. In experiment 1, the participants were at a constant distance of 88 m to the prototype.
This distance corresponds to the recommended visual angle of 20 MOA for a prototype height of
512 mm [20]. Following a pre-test, the symbols were scaled to six sizes (ranging from 80 mm to 230 mm),
while the text was scaled to five different sizes (from 80 mm to 200 mm) (Table 1) for determining
the size required for it to be legible at a distance of 88 m. In experiment 1, the prototype displayed
the message in white (R = 255, G = 255, B = 255), since this represents the highest contrast to the
LED matrix.

Table 1. Content sizes used in experiment 1. The distance from which the respective size has a visual
angle of 20 min of arc (MOA) is presented according to DIN EN ISO 9241-303 [20].

Size (mm) 80 110 140 170 200 230

Distance (m) 13.75 18.91 24.06 29.22 34.38 39.53

Experiment 2 analyzed the effect of content type and content color on the human detection range.
The size of symbols and texts was set to 164 mm, which made it possible to display five letters on
the prototype. Additionally, texts and symbols were displayed in the colors white (R = 255, G = 255,
B = 255), red (R = 255, G = 0, B = 0), and green (R = 0, G = 255, B = 0). We decided to use red and
green in addition to white, as they are already familiar in the context of traffic as an indication of
either yielding or insisting on the right of way. In experiment 2, the participants approached the eHMI
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prototype from a distance of 150 m. The participants stopped at a distance X from the eHMI as soon as
the content type became legible and thus their detection range was attained.Information 2020, 11, x FOR PEER REVIEW 6 of 15 
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Figure 4. Experiment 1 evaluated the required content size for it to be legible from a distance of 88 m.
Experiment 2 analyzed the human detection range (X) depending on content type and content color.

The participants performed experiment 1 and experiment 2 in a permuted order (Figure 5).
In experiment 1, the participants read the text (in five different sizes), the arrow (in six different sizes),
and the E (in six different sizes) in a permuted order. The text segment of the experiment also displayed
two distracting text blocks, in which letters appeared twice, after the first text and after the third text,
such that the participants could not assume that the respective letters only appeared once within a text.
The data from these two distractor texts were not considered in the evaluation.

In experiment 2, the participants approached the prototype displaying the text, arrow, and E three
times each. In each of the three parts, the message was displayed once in white, red, and green.
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Figure 5. Experimental design dividing the study into two experiments. Both the experiments and the
different content types within each experiment were presented in a permuted order.



Information 2020, 11, 346 7 of 15

4.4. Procedure

Once they had been duly informed about the experiment, the participants gave their written
consent to take part in the study. They then filled in a demographic questionnaire, which included
questions on age and gender. The participants were also asked to indicate whether they had any visual
impairment or color vision deficiency. Afterwards, they underwent eye testing using the software
FrACT 3.10.2 [29], which displayed the Landolt-C on a computer monitor. The participants had to
discern in which of the eight possible positions the Landolt-C opening appeared. The distance between
monitor and participant and the number of trials can be configured in the software. The participants
then received the instructions for the study, after which experiment 1 and experiment 2 were conducted
in a permuted order. The participants were not subject to time limits when identifying the displayed
items. Prior to the experiments, the illuminance was measured directly at the eHMI prototype because
of the possibility of ambient illumination affecting contrast requirements [30]. The average illuminance
was M = 2812 lx (SD = 1092 lx), with a range of 132 lx to 5483 lx. The total duration of the experiment
was about 45 min.

4.5. Dependent Variables

The correctness of the text and symbol identification was evaluated in both experiments. The text
was correctly identified and was considered legible if the participant read the sequence of letters in the
right order. The arrow and the E were considered legible if the respective symbol and its orientation
were correctly identified. In experiment 2, the participants additionally had to state the content color
for correct identification. In experiment 1, the content size required for legibility at a distance of 88 m
was calculated from the correctly identified content data, while the human detection range from which
content of a certain size became legible was investigated in experiment 2.

Experiment 1 collected subjective data regarding the legibility of content, the concentration
required for identifying the content, and the participants’ confidence in having correctly identified the
content, each on a 5-point Likert scale (Table 2). Experiment 2 collected subjective data regarding the
participants’ confidence in having identified the eHMI content correctly.

Table 2. The three items used to collect subjective data.

Item 5-Point Likert Scale

Legibility: Please rate the legibility of the displayed text (symbol). Very poor to very good
Concentration: Please rate the degree of concentration required to read (identify) the text (symbol). Very high to very low

Confidence: How sure are you that you have read (identified) the text (symbol) correctly? Very unsure to very sure

4.6. Statistical Analysis

Data preparation was performed with Excel and the statistical analysis was conducted using
the software JASP [31]. In experiment 1, since the data were not normally distributed, we applied
a Friedman test to analyze the content size required for legibility from a constant distance of 88 m.
Post hoc comparisons were conducted using Wilcoxon tests and a Bonferroni correction was applied.
The effect size of the Friedman test was classified using Kendall’s W (small effect: W = 0.1; medium
effect: W = 0.3; large effect: W = 0.5). In the case of the Wilcoxon tests, we classified the effect sizes with
the Pearson moment correlation r (small effect: r = 0.1; medium effect: r = 0.3; large effect: r = 0.5) [32].

In experiment 2, we chose to conduct three ANOVAs to evaluate the effect of both content type
and content color. The assumption of sphericity (Mauchly’s test: p > 0.05) was always fulfilled. In both
cases, we performed a Bonferroni correction. We refrained from analyzing content type and content
color within a single ANOVA, as there were values missing for the text, which would have resulted
in the exclusion of nine participants in the analysis as a whole. Our approach allowed the data of these
participants to be at least partially incorporated into the statistical analysis. We rated the effect sizes by
applying η2

p (small effect: η2
p = 0.01; medium effect: η2

p = 0.06; large effect: η2
p = 0.14) for the ANOVA
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and Cohen’s benchmark d (small effect: d = 0.2; medium effect: d = 0.5; large effect: d = 0.8) for the
post-hoc comparisons [32].

5. Results

5.1. Experiment 1

5.1.1. Effect of Content Size

Table 3 shows the absolute number and the percentage of correct identifications according to
content size. All participants usually recognized the three largest sizes, regardless of the content.
The only exception was one participant who could not identify the orientation of the arrow at a size
of 170 mm. At a size of 110 mm and 80 mm, the number of correct identifications of the text was
considerably lower than the number of correct identifications of the arrow and the E.

Table 3. Correct identification in absolute and relative terms (n = 30).

Size (mm)

230 200 170 140 110 80

Text - 30 (100%) 30 (100%) 28 (93%) 20 (67%) 4 (13%)
Arrow 30 (100%) 30 (100%) 29 (97%) 29 (97%) 27 (90%) 16 (53%)
E 30 (100%) 30 (100%) 30 (100%) 29 (97%) 26 (87%) 15 (50%)

Figure 6 shows the content size from which the participants could correctly identify the contents.
The text was identified correctly at a size of Mdn = 110 mm. The arrow (Mdn = 95 mm) and the E
(Mdn = 95 mm) could be identified at a smaller size. The Friedman test reveals a significant effect of
content type on the required content size (X2 = 14.59, p < 0.001, Kendall’s W = 0.549). The post-hoc
comparisons using Wilcoxon tests (Table 4) show significant differences between the text and the arrow
and between the text and the E, each with a large effect.
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Figure 6. Content size from which the text and symbols were correctly identified (n = 30).

Table 4. Post-hoc comparisons using Wilcoxon tests.

W p r

Text Arrow 29.00 0.006 0.695
Text E 27.00 0.002 0.743
Arrow E 43.00 0.884 0.055

Note: A Bonferroni correction was applied, and the corrected level of significance was set to α = 0.0167.
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5.1.2. Subjective Results

Table 5 contains the participants’ subjective ratings of legibility, concentration, and confidence
on a 5-point Likert scale. In the case of legibility and concentration, the two biggest content sizes
include high ratings of Mdn = 4 and Mdn = 5. The two smallest content sizes produce low ratings
of Mdn = 2 and Mdn = 1. As for their confidence in identifying the display content, the participants
gave high ratings for the biggest four content sizes and considerably lower ones for the two smallest
content sizes.

Table 5. Subjective participant ratings on a 5-point Likert scale with regard to legibility, concentration,
and confidence (n = 30).

Size (mm)

230 200 170 140 110 80

Legibility: Please rate the legibility of the displayed text (symbol).
(1 = very poor, 5 = very good)

Text - 5 4 3.5 2 1
Arrow 4 4 3.5 3 2 1
E 5 5 4 3 2 1

Concentration: Please rate the degree of concentration required to read (identify) the text (symbol).
(1 = very high, 5 = very low)

Text - 4 4 3 2 1
Arrow 4 4 3 3 2 1
E 5 4 4 3 2 1

Confidence: How sure are you that you have read (identified) the text (symbol) correctly?
(1 = very unsure, 5 = very sure)

Text - 5 5 4 2 1
Arrow 5 5 4 4 3 1
E 5 5 5 4 2.5 1

5.2. Experiment 2

Effect of Content Type and Content Color

Figure 7 shows the detection range from which the participants were able to identify the eHMI
content for each content color. The text implies the smallest distance to the prototype for all three
colors (Table 6). Table 7 contains the three ANOVAs, one for each color, to evaluate the effect of the
content type. For all colors, there were significant effects of the content type on the detection range
with large effect sizes. Post-hoc comparisons for the color white (Table 8) reveal significant differences
with a medium effect between the text and the arrow and a large effect between the text and the E.
The analysis of the red content indicates a significant difference between the text and the E, with
a medium effect. The post-hoc comparison of the green content shows significant differences between
all three content types with a large effect between the text and the E and medium effect sizes between
the text and the arrow as well as between the arrow and the E.

We analyzed the influence of content color by conducting three ANOVAs (Table 9). For text, there
was a significant difference with regard to the color, with a large effect. Post-hoc comparisons (Table 10)
reveal a significant difference in the distance between the colors white and red and a significant
difference between the colors red and green, each with a medium effect.

Table 6. Descriptive data giving the distance from which the display content could be identified divided
by content type and content color.

White Red Green

Text, M (SD) 110.04 m (20.84 m), n = 27 116.85 m (19.96 m), n = 26 108.71 m (18.93 m), n = 24
Arrow, M (SD) 125.17 m (24.71 m), n = 30 125.37 m (23.14 m), n = 30 121.03 m (26.04 m), n = 30
E, M (SD) 123.70 m (20.61 m), n = 30 128.90 m (19.15 m), n = 30 124.30 m (20.81 m), n = 30
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Figure 7. Distance from which the display content could be identified correctly divided by content
type and content color.

Table 7. Statistics for the ANOVAs conducted to evaluate the effect of content type with respect to
content color.

F df p η2
p

White (n = 27) 10.704 2, 52 <0.001 0.292
Red (n = 26) 5.713 2, 50 0.006 0.186
Green (n = 24) 19.267 2, 46 <0.001 0.456

Note: A Bonferroni correction was applied, and the corrected level of significance was set to α = 0.0167.

Table 8. Post-hoc comparisons analyzing the content type.

pbonf Cohen’s d

White
Text Arrow 0.003 0.707
Text E <0.001 0.854
Arrow E 1.000 0.034

Red
Text Arrow 0.086 0.456
Text E 0.007 0.666
Arrow E 0.841 0.216

Green
Text Arrow 0.009 0.677
Text E <0.001 1.306
Arrow E 0.035 0.558

Table 9. Statistics for the ANOVAs conducted to evaluate the effect of content color with respect to
content type.

F df p η2
p

Text (n = 21) 5.859 2, 40 0.006 0.227
Arrow (n = 30) 1.145 2, 58 0.325 0.038
E (n = 30) 1.943 2, 58 0.152 0.063

Note: A Bonferroni correction was applied, and the corrected level of significance was set to α = 0.0167.

Table 10. Post hoc comparisons analyzing the text color.

pbonf Cohen’s d

White Red 0.046 0.579
White Green 1.000 0.097
Red Green 0.006 0.770
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6. Discussion

6.1. Effect of Content Type

An increase in content size increases the legibility of the display content regardless of the content
type, reflected by the higher numbers of correct identifications from a distance of 88 m, as well as by the
participants’ higher legibility ratings. Moreover, the concentration required for identifying the content
decreases and the confidence in identifying it increases. An increase in text or symbol size leads to
the display content taking up more space in the total area of the prototype. Since the brightness of
each LED was the same within a color scheme in all trials, the use of larger texts or symbols results
in a greater number of illuminated LEDs and thus higher luminance of the message. Additionally to
the larger visual angle with large content sizes, with an increase in luminance, there is also a rise in the
participants’ visual acuity [33], showing that larger content sizes result in increasing legibility.

Text and symbols should be at least 140 mm high to be legible from a distance of 88 m.
The participants rated their confidence in identifying the display content as sure (Mdn = 4) for
all content types. Moreover, the percentage of correct identifications drops considerably with smaller
content sizes. For safety-critical interactions with AVs at a road bottleneck, the oncoming human driver
must always be able to identify the message with confidence. Moreover, in real traffic interactions,
environmental factors such as vehicle body movements, as well as the driving activity itself, distract
the driver from focusing on the eHMI. We can therefore state that the AV should display its message
in a slightly larger size than the minimum value. We recommend a value of between 170 mm (6.64 MOA)
and 200 mm (7.81 MOA), as these sizes resulted in participants feeling very confident in identifying the
display content. For this content size, a display width of 768 mm was sufficient for displaying different
symbols and small blocks of text comprising four to five letters, such as “WALK”, “GO”, “OK”, and
“STOP”, as proposed in several studies [12,34,35].

According to the standard DIN EN ISO 9241-303 [20], 170 mm is the size that should be used at
distances of less than 29 m, while the content size for a distance of 88 m should be 512 mm to comply
with a recommended visual angle of 20 MOA. However, according to our findings, a content size of
6.64 MOA to 7.81 MOA is sufficient for good legibility. This result underlines the importance of new
international standards for future eHMI development. The transferability of findings from guidelines on
technology, task, and environment-independent performance specifications and recommendations [20]
is not applicable.

Symbols require a smaller size than text for them to be legible, which coincides with the findings
of Kline, Ghali, Kline, and Brown [36]. Moreover, symbols of equal size were legible over longer
distances than text. The prototype displayed the symbols individually and not surrounded by other
elements. The letters within the text did not stand alone and were not delimited from each other, which
complicated the correct identification of individual letters. In addition, it can be assumed that the
contours of texts and symbols were blurred by the haze effect [20], which depends, among other things,
on the relative atmospheric humidity [37]. Even though the haze effect affects symbols and text equally,
the contours of text tend to merge in letters that are close together. The impact of haze and the small
distances between multiple letters resulted in the text being misread in 13 attempts in experiment 2.
The blurred delimitation of individual letters led to confusion, for instance, between the letters C, O,
and G, as well as between F and P. In contrast to text identification, participants expected the symbol to
be displayed, which means that the symbol type was already identified and only its orientation had to
be determined. For safety-critical AV–human driver interaction at road bottlenecks, these findings
imply that standalone symbols should be used for communication in order to achieve the most accurate
identification and the greatest possible legibility of the AV’s message. Moreover, taking into account
the comments of the participants, it can be concluded that if using arrows for communication, the
arrow tips should be designed more distinctly to improve identification of its orientation. This is
reflected in the lower legibility rating of the arrow compared with the distinct orientation of the E for
sizes greater than 170 mm.
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6.2. Effect of Content Color

The statistical analysis showed that the effect of color was significant for displaying text, in a way
that the color red was found to be readable from greater distances, although this color had the
lowest contrast ratio. There was no significant effect of symbol color on the human detection range.
This finding may be due to the fact that contrast and luminance are confounded variables [30] and
thus human visual performance varies with different ratios of contrast and luminance [38]. The red
light may have affected the contrast–luminance ratio between several letters in favor of better legibility.
All in all, we can state that the influence of color was negligible, which corresponds with the findings
of Lin [39], who showed that the color of letters has no significant effect on the visual performance of
text identification on TFT-LCD monitors.

We recommend the use of symbols for AV communication (Section 6.1). As the factor of color
has no effect on the human detection range, we are free to use red, green or white in an eHMI design
in order to attain good legibility. Moreover, the display provides color fidelity at viewing angles of
less than 140◦, and humans are able to perceive the colors red and green in an area of 65◦ and 60◦

respectively [40]. Therefore, in straight approach scenarios like the AV–human driver interaction at
a road bottleneck, it is possible to communicate via color and, at the same time, there is no risk of
reducing the human detection range. This fact enables coding of AV messages via colors, leading to
faster reaction times if the color meets the expectation of the human interaction partner [41]. Red and
green are familiar from traffic in the context of yielding or insisting on the right of way. As an example,
when texts are green, participants perceive a higher level of safety to cross the street [42], while using
symbols in green to communicate to yield the right of way at a road bottleneck enables an efficient and
safe passage for the human driver [2].

6.3. Limitations

The sample taking part in the study consisted mainly of young participants between the ages
of 25 years and 30 years. This means that a considerable proportion of human drivers were not
represented. Elderly people, in particular, are more likely to suffer from vision deficiency such as
impaired contrast sensitivity [43], which can influence the results of the experiments. A future study
should therefore use an age-balanced sample.

Moreover, in contrast to interactions at road bottlenecks, the participants identified the display
content without sitting in a vehicle. Thus, the investigation did not take into account the potential
influence of the windshield on the legibility of the display. Additionally, vehicle body movements
and dirt can impair the eHMI’s legibility in real traffic. A further limitation is that the absence of any
driving activity means that participants can devote their full attention to the display. To counteract
these effects, we did not recommend a content size of 140 mm for display legibility, but calculated
a range of 170 mm–200 mm for use in eHMI designs.

The experiments were conducted on dry winter days. Thus, the analysis did not consider the
influence of summer light conditions or rainfall. Before conducting the experiments, we measured
the illuminance. Initial analysis indicated an effect of illuminance on the human detection range such
that an increase in illuminance led to an increase in range. We refrained from presenting this result
in the present paper, because in addition to illuminance, there are several other parameters, such as
luminance distribution, light color, and glare [44], which characterize real-life lighting conditions, while
haze [37] and thus legibility are affected by air humidity and fog. Therefore, we could not assign the
effect only to illuminance. To investigate the influence of individual factors, these need to be isolated
and examined in a controlled environment in future work.

7. Conclusions

Content type significantly influences the required display size, with a large effect. Symbols can be
displayed in a smaller size than text for them to be legible from a constant distance. Moreover, symbols
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can be identified at a greater distance than text, which means that in the same scenario the human
interaction partner has more time to perceive and process an AV’s message in the form of a symbol.
In the bottleneck scenario, we state that the height of the display content should be 170 mm (6.64 MOA)
to 200 mm (7.81 MOA), as this leads to very good legibility at a distance of 88 m and the majority of
the participants were able to identify the smaller content in experiment 2 from even greater distances.
In addition, this recommendation considers potential environmental influences that may negatively
affect legibility.

Regardless of the display content, we did not find a content overlapping effect of color on the
human detection range. The influence of color was only significant when displaying text. In conclusion,
we state that in order to ensure the widest possible range of AV communication, the colors investigated
in this study are suitable for displaying simple symbols without running the risk of negatively
influencing legibility. Therefore, color coding in addition to the symbol shape can be employed in the
interests of good legibility and communicating AV messages more clearly.
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