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Abstract

:

Machine learning (ML)-based methods are increasingly used in different fields of business to improve the quality and efficiency of services. The increasing amount of data and the development of artificial intelligence algorithms have improved the services provided to customers in shopping malls. Most new services are based on customers’ precise positioning in shopping malls, especially customer positioning within shops. We propose a novel method to accurately predict the specific shops in which customers are located in shopping malls. We use global positioning system (GPS) information provided by customers’ mobile terminals and WiFi information that completely covers the shopping mall. According to the prediction results, we learn some of the behavior preferences of users. We use these predicted customer locations to provide customers with more accurate services. Our training dataset is built using feature extraction and screening from some real customers’ transaction records in shopping malls. In order to prove the validity of the model, we also cross-check our algorithm with a variety of machine learning algorithms. Our method achieves the best speed–accuracy trade-off and can accurately locate the shops in which customers are located in shopping malls in real time. Compared to other algorithms, the proposed model is more accurate. User preference behaviors can be used in applications to efficiently provide more tailored services.
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1. Introduction


With the development of Internet technology, people’s expectations of services are becoming increasingly demanding. Many machine learning (ML)-based methods are used in user behavior analysis, hobby analysis, etc. [1]. People are trying to obtain more information on the characteristics of users from historical data and to build models to analyze these data [2,3]. In this study, we analyzed users’ behavior trends using the user’s transaction and related location information. At present, indoor positioning technology is mature and can be used to accurately locate users in shopping malls [4]. However, if only limited information is provided, such as WiFi and payment information, it will be difficult for shopping malls to obtain the users’ locations. In this work, we used efficient machine learning algorithms to obtain valuable information from customers’ transaction data. The machine learning generic algorithm can derive different classification information and algorithms according to different scenarios, increasing the accuracy and efficiency of the analysis of customers’ transaction information. The analysis results provide the basis for the future advances in user behavior analysis.



For outdoor positioning, global position system (GPS) is the most widely used satellite navigation and positioning technology in the world. Its popularity and development have enabled people to obtain accurate and reliable geographical location information in outdoor environments. However, in indoor environments, buildings hinder the satellite signals, which leads to poor indoor positioning quality. To provide accurate indoor location services, there are many indoor wireless positioning technologies currently available, such as infrared positioning [5,6,7], radio frequency identification (RFID) positioning [8,9,10,11], ultrasonic positioning [12,13,14], WiFi positioning [15,16,17,18], Bluetooth low energy (BLE) [19,20], magnetic fields [21], etc. WiFi-based indoor positioning is currently the mainstream method because, with the rapid development of mobile devices, WiFi chips are widely used in various types of consumer terminals and, due to the faster network speed, wireless local area networks cover many cities. These advantages make WiFi-based indoor positioning one of the most effective methods currently. WiFi-based positioning includes the following methods: time of arrival/time difference of arrival (TOA/TDOA) [22], angle of arrival (AOA) [23], and received signal strength indication (RSSI) [24]. Due to the short propagation distance and fast attenuation of WiFi signals and due to shops in shopping malls being too closely distributed to use the TOA/TDOA and the AOA methods for positioning, based on the original data in this work as well as on actual environmental considerations of shopping malls, we show that indoor positioning using RSSI technology is more suitable. RSSI technology mainly compares various SSID data (including field strength and signal-to-noise ratio) received by the wireless network card with SSID data collected in advance at various locations indoors and then approximates the location of customers. However, in this work, the managers of the shopping malls did not input the cost to pre-collect the SSID data of each location in every shop; therefore, determining how to use the large amount of customer transaction record data containing location information to replace the pre-acquired data is another challenge in this study.



In addition to positioning problems, machine learning algorithms are widely used in WiFi-based positioning. K-nearest-neighbor (KNN) [25], a classification algorithm that is mature in theory, is one of the simplest machine learning algorithms. It has high classification accuracy. However, in the case of sample imbalance, KNN is less effective. The boost algorithm is one of the hottest branches in machine learning. Ensemble learning [26] is a method used to integrate multiple learners to solve a class of problems [27]. Over the years, researchers have performed many optimizations for ensemble learning algorithms, from the initial boost algorithm [28], which has complex conditions, to AdaBoost [29], which has simple conditions and good classification performance. GRNN-SGTM [30] is another ensemble model for prediction. The XGBoost algorithm [31] is one of the best improvements to ensemble learning. For ensemble learning algorithms, parameter adjustment has a considerable impact on the results. Therefore, parameter adjustment and algorithm usage were all considered in this work. There are also some deep learning (DL)-based methods used in user behavior analysis [32,33]. However, to better explain the business significance, we did not apply them.



In this paper, we propose a novel improvement to the XGBoost algorithm that is suitable for the conditions in this work to accurately locate consumers, showing in which shop they are located, so that we can provide more precise services. The contributions of this work can be summarized as follows:




	
We propose a two-layer XGBoost algorithm, stacking multi-class XGBoost algorithm, and two-class XGBoost algorithm that can produce more accurate predictions.



	
We data mine real consumers’ transaction records, process and build feature engineering, and improve the prediction results.



	
According to the model results, we propose some user behavior analysis methods based on location services.








The remainder of this paper is arranged as follows: The data are described and processed in Section 2. In Section 3, we introduce the detailed structure of the model and the the overall proposed study. Section 4 describes the experiments and an analysis of the results produced by the proposed model. Section 5 introduce some service and behavior analysis methods. Section 6 summarizes the study and provides our conclusions.




2. Data Analysis and Processing


Nowadays, mobile payment technology is becoming increasingly mature. Most customers use mobile payments instead of cash. When customers use mobile payments in a shopping mall, some manufacturers capture the transaction record of customers, which contains their mobile device information and current environmental information surrounding the user at each payment. The dataset used in this study contained this consumer information.



2.1. Data Description


In this work, we collected 1,138,015 transaction records from different customers at different shops, which were divided into a training dataset and a test dataset (the dataset is available at [34]). The training dataset contained 849,505 transaction records for the first three weeks of a month, and the test dataset contained the 288,510 transaction records of the last week of the month. Note that all data were anonymized, and necessary desensitization measures such as biased sampling and filtering were applied to ensure the privacy of the customers and sellers.



In Table 1, shop_id and mall_id represent the unique identifier of a shop and a shopping mall, respectively; category_id is the shop type; longitude and latitude indicate the shop location by GPS positioning, which is not very accurate; and price is transaction per person in this shop. In Table 2, time_stamp is the mobile payment moment and wifi_infos is the unique identifier of the bssid of the WiFi that can be searched by this device, the signal strength of this WiFi, and a binary number representing whether this device is connected to the access point (AP) of a WiFi connection.



Segmenting non-orthogonal data not only improves the accuracy of the prediction results but also significantly shortens the runtime of the algorithm. In order for our algorithm to build a more accurate predictive model, we simply classified the data based on the raw dataset. Through experimental observation, we found a clear distinction between shop locations and customer locations between different shopping malls. Per our statistics, there are a total of 97 shopping malls in the raw dataset, which means we manually classified the data using these 97 locations first. In this way, all data analysis and machine learning algorithms were based on the 97 location classification.




2.2. Feature Extraction


In Section 2.1, we introduced the contents of the raw dataset, from which we extracted orthogonally uncorrelated features for supervised learning algorithms. The feature extraction largely determines the accuracy of the final prediction to improve the prediction accuracy; in addition to the direct features that can be found in the raw dataset, we built many statistical features [35]. For direct features, we took the longitude and latitude of the shops provided by a GPS, the shop types, and the transaction per person in shops from the shop information. We used the unique identifier of customers and shops, the longitude and latitude of customers provided by GPS, and the WiFi information from the transaction records. In addition, we built many statistical features using some direct features as follows:



WiFi signal strength: for each transaction record, the WiFi information received by the consumer at the payment moment is recorded. The WiFi information corresponds to the ‘wifi_infos’ column in Table 2 and includes the WiFi signal strength. We extracted the WiFi signal strength from the ‘wifi_infos’ column in Table 2 as multi-dimensional features. Because the WiFi received by the consumers at the payment moment is always more than one and not equal between different transaction records, if the number of WiFi connections in one transaction record was less than another transaction record, we make up the features with NULL for the same number of feature dimensions between different transaction records.



The average WiFi signal strength from each transaction record was counted as a one-dimensional feature.



The standard deviation of WiFi signal strength from each transaction record was counted as a one-dimensional feature.



The maximum WiFi signal strength from each transaction record was counted as a one-dimensional feature.



The minimum WiFi signal strength from each transaction record was counted as a one-dimensional feature.



The quartile of WiFi signal strength: the first, second, and third quartiles of the WiFi signal strength from each transaction record were counted as three-dimensional features.



The number of WiFi connections from each transaction record was counted as a one-dimensional feature.



The number of shops around the WiFi connection: according to shop_id and wifi_infos from each transaction record, the number of shops where the WiFi had the strongest signal strength in each record was counted as a one-dimensional feature.



The number of WiFi connections around the shops: according to “shop_id” and “wifi_infos” from each transaction record, we picked the strongest WiFi signal from a record and counted the number of shops where this WiFi appears as a one-dimensional feature.



The transaction per person of WiFi: according to the statistics of the number of shops around the WiFi, we selected the shop with the most occurrences of WiFi connection and counted the shops with the most occurrences of WiFi connection corresponding to each record and used the corresponding transaction per person. The average value of these transactions per person was counted as a one-dimensional feature.



The count of transaction: according to user_id and shop_id from each transaction record, the number of times the consumer consumes a product in the shop was counted as a one-dimensional feature.



As can be seen from the above statistical characteristics, we counted a large number of WiFi-related features. GPS positioning often has large errors in precise indoor positioning. In actual environments, WiFi features are especially important compared with the latitude and longitude features, not only because of the large number WiFi connections in shopping malls but also the different signal strengths of WiFi for different customer locations, which is more effective than latitude and longitude features in location prediction.




2.3. Feature Screening


After feature extraction, we found that many features were relatively independent, which were not universal and could not help with our predictions, and that these redundant features would affect the runtime of the algorithms. Therefore, it was necessary to screen out redundant features. Although accurate prediction cannot be achieved by GPS data alone, GPS data can roughly represent the positional relationship between shops and customers. To verify this conclusion, we constructed a relationship diagram between the latitude and longitude of a shop in a shopping mall and the latitude and longitude of customers with the transaction records in this shop, as shown in Figure 1, where the crosses indicate the latitude and longitude of the shop and the circles denote the latitude and longitude of the customer in each transaction record. The latitude and longitude of most customers are concentrated together near the latitude and longitude of the shop. This shows that the latitude and longitude feature roughly indicates the positional relationship between shops and customers.



However, the situation described in Figure 2 appears in this shopping mall. In Figure 2, the latitude and longitude of a consumer is far from the latitude and longitude of the shop and most latitudes and longitudes of other customers. This circle in Figure 2 is an outlier. According to our statistics, almost every shopping mall has such a relationship with the latitude and longitude of a shop and its customers. The reason for the appearance of this outlier is that the GPS information acquired by a mobile device when the customers are indoors is inaccurate. Such outliers will likely cause errors in the shop prediction. Therefore, we deleted the transaction record if the Euclidean distance of the latitude and longitude of a customer and the latitude and longitude of the shop exceeded a certain threshold.



The statistics showed that a large amount of WiFi connections in the raw dataset, which contains more than one million consumer records, only appeared several times in a whole month. These WiFi connections are obviously not WiFi connections inside the shop or inside the shopping mall. We defined this type of WiFi with less than 20 transaction records in a month as a personal hotspot that travels with individual customers. Since the signal strength of a personal hotspot is based on the customer’s mobile device and not the shop, if we used these personal hotspots as features, the prediction results were likely to be wrong. The number of personal hotspots was very large, which slowed the runtime of the algorithms. Therefore, we removed WiFi connections with less than 20 transaction records in a month to improve both the run speed of the algorithms and the accuracy of the prediction.





3. Methodology


In this section, we introduce the XGBoost architecture, discuss our improvements to it, and provide a comparison of its performance with that of other algorithms.



3.1. XGBoost Model


The XGBoost model [36] is composed of a number of classification and regression trees (CARTs) [37]. For a single CART, its parameters include (1) the structure of the CART and (2) the leaf node value. Therefore, the prediction of XGBoost can be expressed as follows:


    y i  ^  =  ∑  k = 1  K    f k    x i    ,  



(1)




where    f k  ∈ F   and K are the number of CARTs in an XGBoost model and    f k    x i     is the leaf node value of sample   x i   on the kth-specific CART. Each sample corresponds to a leaf node on each CART. The prediction of this sample is equal to the sum of the corresponding leaf node values of the sample on all CARTs in the model. The objective function of XGBoost is defined as follows:


  o b j  θ  =   ∑  i  n  l   y i   ,    y i  ^   +   ∑  k = i  K   Ω (  f k  )  .  



(2)




The first term is the loss function of the model, which can be customized. The second term is a regular term.



Training XGBoost uses the method of addition training, which means optimizing a CART first and then optimizing the other. The training process can be expressed as follows:


      y ^  i  0      = 0        y ^  i  1      =  f 1    x i   =   y ^  i  0   +  f 1    x i          y ^  i  2      =   f 1    x i    +   f 2    x i   =   y ^  i  1   +  f 2    x i            …        y ^  i  t      =  ∑  k = 1  t    f k   (  x i  )    =    y ^  i  t − 1   +  f t    x i   .     



(3)




Therefore, the objective function can be transformed as follows:


    o b j   ( t )   =  ∑  i = 1  n   l   y i   ,      y i  ^    t − 1   +  f t    x i    + Ω  (  f t  )   + c o n s t ,  



(4)




when using addition training. Then, Taylor series expansion is applied for Equation (4). The objective function can be described as follows:


    o b j   ( t )   =  ∑  i = 1  n    l   y i   ,      y i  ^    t − 1    +    g i  f  t    x i   +  1 2   h i   f t 2    x i    + Ω  (  f t  )   + c o n s t ,  



(5)




where


   g i  =  ∂   y ^  i  t − 1     l   y i   ,      y i  ^    t − 1     



(6)






   h i  =  ∂    y ^  i  t − 1    2  l   y i   ,      y i  ^    t − 1     



(7)







Additionally,    o b j   ( t )    can be minimized to the following:


  m i n  ∑  i = 1  n       g i  f  t    x i   +  1 2   h i   f t 2    x i    + Ω   f t    .  



(8)







Then,    f t   x    and the regular term in (8) can be defined as follows:


   f t   x  =  w  q ( x )    



(9)






  Ω  ( f )  = γ T +  1 2  λ  ∑  j = 1  T   w j 2  ,  



(10)




where   q :   R d  →  1 , 2 ,  … , T     represents the mapping of samples to leaf nodes and T is the number of leaf nodes on a CART. Substituting (9) and (10) into (8), the optimization task becomes the following:


  m i n  ∑  j = 1  T      ∑  i ∈  I j     g i    w j  +  1 2   (  ∑  i ∈  I j      h i  + λ  )   w j 2   + γ T  ,  



(11)




where   I j   is a set composed of all samples mapping the jth leaf node. For the result of (10), let     o b j   ′ ( t )   = 0  . The solution of (10) is as follows:


   w j *  = −   G j    H j  + λ    



(12)






    o b j  *  = −  1 2   ∑  j = 1  T    G j 2    H j  + λ   + γ T  



(13)




where    G j  =  ∑  i ∈  I j     g i  ,  H j  =  ∑  i ∈  I j     h i  .   o b j  *    is the minimum of the objective function, which can be used to measure the quality of the structure of CARTs. The smaller the    o b j  *  , the better the structure of the CART. Because   G j   and   H j   are only determined by the structure of CART, as long as the structure of the CART is determined, the optimization parameters can be determined. According to the above introduction, we observed that XGBoost provides two advantages over other algorithms: (1) the run time is fast because of its parallel calculated parameters and (2) the loss function can be customized to only need to satisfy the second differentiable condition.




3.2. Two-Layer XGBoost Algorithm


In general, as one of the supervised learning algorithms, XGBoost is tasked with extracting useful features and then building a mapping from features to labels by learning the relationship between the extracted features and the labels in the training set. For the test set, the labels are predicted using features in the test set through the trained model. That is, the features are the condition for making the prediction, and the labels are the prediction result. Considering the specific conditions of this work, we designed a two-layer XGBoost algorithm that can accurately predict the shop in which the customer is located. The structure is described in Figure 3. The first layer of our model is a multi-class XGBoost, which predicts the accuracy of all shops. Then, we input the top N predicted shops into the second layer of our model, which is a two-class XGBoost, predicting whether the shop is the ground-truth shop.



3.2.1. Multi-Class Problem for the First Layer


A multi-class problem is one in which there are more than two types of predictive labels. Because there are obviously different classifications between shops in different shopping malls, our algorithm differentiates by shopping malls first. In the first layer of our algorithm, we aimed to predict the shop ID of one transaction record that contains many features, which means that the number of predicted labels categories is the number of shops in a shopping mall. Therefore, we defined the first layer of our algorithm to solve the multi-class problem: the number of predicted labels categories is the number of shops in a shopping mall.



Since the test dataset did not contain any shop information, it was not helpful for predicting shop-related features such as shop latitude and longitude, and shop type in training. Therefore, in training, the features we used were the WiFi signal strength, the dimension of which is the number of WiFi shared by the training set and the test set, and the latitude and longitude of customers, with two dimensions. In addition, we used the statistical features containing the maximum, minimum, average, standard deviation, and the four quartiles of the WiFi signal strength of each transaction record, which were introduced in Section 2. The statistical features had 10 dimensions.



After the features were determined, we defined different shops in a shopping mall as different categories of labels, so that the number of labels was the same as the total number of shops in a shopping mall. Then, we sent the features and labels as the input to the XGBoost algorithm for training. Using the built XGBoost algorithm model, the shop IDs of the training dataset and the test dataset were predicted. The prediction result for each transaction in the test dataset is the probabilities of all labels, which means the probability of the customer in each shop is predicted.



We chose the shop with the highest probability of prediction in each transaction record in the test dataset as our prediction result of the first layer of our algorithm.




3.2.2. Two-Class Prediction for Second Layer


As mentioned above, the shop-related features were not used in the first layer of our algorithm, which are helpful for prediction. Therefore, after obtaining the probability of shops predicted by the first layer of our algorithm, we added shop-related features into the second layer our algorithm to obtain a more accurate prediction result. The specific method is as follows:



We defined the shops with the top five probabilities after each transaction record was predicted by the first layer of our algorithm as an alternative set. Then, we expanded each of the transaction records in the training dataset and the test dataset into five, adding the top five probability shop IDs and the corresponding probabilities. In this way, shop information was contained in the test dataset in each transaction record, which means that we could use the shop-related features in training.



The new features included in the second layer of our algorithm were the latitude and longitude of shops, the transaction per person in shops, the number of WiFi connections around the shops, the transaction per person corresponding to WiFi connections, the number of transactions in shops, and the number of shops in which a transactions occurred by a total of 7-dimensional features, which are introduced in Section 2.2.



Then, we labeled the shops that were the same as the ground-truth shop with a positive label of 1, and the shops that were not the same as the ground-truth shop with a negative label of 0 for each transaction record in the training dataset. This 0/1 label is the prediction result of the second layer of our algorithm in the test dataset, which means that the second layer of our algorithm provides a two-class prediction. In the two-class prediction, the output is the probability of the negative label 0 and the positive label 1. For the five transaction records expanded from one transaction record, we selected the shop with the highest probability of the positive label 1 among the five transaction records as the final predicted shop.






4. Experiments and Results


We grouped the features by relevance to verify the impact of performance using different features. We randomly selected eight shopping malls as our verification dataset. The result is shown in Figure 4. In the figure, the numbers one to six on the horizontal axis represent the WiFi information features, shop and user transaction record features, the WIFI statistical features, other features, the latitude and longitude features, and the time features, respectively. We concluded that the latitude and longitude features and the time features considerably improved the accuracy of the result.



The hyperparameters were as follows: the k-value of the KNN was 3 and the weight was 1,   1 3  , and   1 3  . For the XGBoost model, we used gbtree as the booster. The evaluation index was accuracy, and the minimum loss of leaf nodes was 0.1. In the experiments, the length of the training process of KNN was about 2 h, and the proposed model needed to be trained for about 4 h.



Using multidimensional features, the accuracy of the first layer of our algorithm was high, as shown in Figure 5. The accuracy of the second layer of our algorithm is higher compared with the first layer because of the shop-related features that were not used in the first layer. The results of our two-layer XGBoost algorithm are shown in Table 3. Due to the dataset used in this paper not being a public dataset for special research, few previous papers were based on it. Some researchers only shared their methods and results in blogs [38,39], with precision being 88%. Moreover, to indicate our improvements in detail, we compared the performance between the proposed model and some common algorithms in Table 3. The differences between these structures are also clarified in Section 4.1.



4.1. Comparison with the Statistical Rule Algorithm


We designed a statistical rule algorithm because most of the features we used were WiFi signal strength features, which only consider the WiFi signal strength in each transaction record. The main idea of the algorithm is to count the number of times that each WiFi appears in the transaction records of all shops in the training dataset. Then, for a certain transaction record in the test dataset, we selected the WiFi connection with the strongest signal strength from this transaction record and defined the shop with the most occurrences of this WiFi connection as the prediction result. The algorithm steps are shown in Table 4.



The statistical rule algorithm only uses WiFi features, which means we could not combine other features to fit a more accurate generalization model. Compared to our algorithm, the statistical rule algorithm without using other features was significantly less accurate, which means that other features also affected the construction of the predictive model. The accuracy of the statistical rule algorithm is shown in Table 3.




4.2. Comparison with KNN Algorithm


The main idea of the KNN classification algorithm is to compare the features in the test dataset with the features in the training set and to find the top K data with the most similar data in the training dataset. Then, the class of each data in the test dataset is the one with the most occurrences among the K data. The algorithm steps are shown in Table 5.



We varied from 1 to 25 to determine the value of K; the result is shown in Figure 6. We found that, when K = 1, the accuracy of the algorithm was the highest but was still lower than that of our algorithm. The accuracy of the KNN algorithm is shown in Table 3. This occurred because, for each datum in the test dataset, the KNN algorithm uses all data in the training dataset; therefore, the KNN algorithm does not first learn the training set and then predict the test dataset. The main disadvantage of the algorithm in classification is that, when the sample is unbalanced, when a new sample is input, the sample of the large-capacity class among the K neighbors of the sample will be dominant. The algorithm only calculates the nearest neighbor samples. Therefore, the KNN algorithm is not suitable for this task.



As shown in Figure 5, our two-layer XGBoost algorithm provided more accurate predictions in most shopping malls compared to the other two algorithms but the prediction accuracy of our algorithm was lower than the statistical rule algorithm or the KNN classification algorithm in individual shopping malls. This showed that our two-layer XGBoost algorithm has a strong predictive power but that underfitting still occurred for some specific models. The prediction results of the KNN classification algorithm were very unstable, and the generalization ability was low. For the statistical rule algorithm, since only statistical features were used, the model provided inaccurate predictions and the overall prediction result was not satisfactory. Therefore, based on a series of conditions such as algorithm effect, algorithm complexity, and generalization ability, our two-layer XGBoost algorithm is the better choice in this work.





5. Services and Behavior Analysis


We provide a series of shop-related services for the shops where the customers can be located, including comprehensive shop evaluation, shop product recommendation, shop discount summary, and shop peripheral services, as shown in Figure 7.



For comprehensive shop evaluation, by identifying the shops, we can introduce brand information to customers, provide relevant product photos, and allow customers to rate shops in combination with rating software. Additionally, we can obtain past customers’ experience evaluation using third-party commenting, which is valuable to new customers. Customers can select a suitable shop according to their age, gender, preferences, and other characteristics through past customers’ evaluations. In addition, we can provide information such as the per capita transaction status of the shops for the customers, so that customers can determine their intended level of interaction in the shop in advance. Such functions allow customers to obtain comprehensive and objective shop information during their first visit. With these functions, customers can quickly obtain a more comprehensive understanding and judgment of the shop while eliminating complicated and long screening time.



For shop product recommendations, when the customers are satisfied with information such as the comprehensive score and transaction level of the shop, we can provide customers with more detailed shop goods or service information. For instance, we can recommend the current hot-selling products or services at the shop using social software and shop data. Based on this, the customers can further determine whether the shop meets their needs. Network celebrities’ recommendations and the shop catalogue can be provided to customers as a reference. Through other people’s recommendations, customers can identify the best products and services that meet their needs. Additionally, according to the customer’s past browsing and transaction records, the customer’s preferences can be estimated. Different products are recommended to different customer groups. We can provide personalized, differentiated, and high-level services for different customers. Targeted referral services can more suitably match products with customers and can reduce customers’ search time, which means that we can provide consumers with precise and rapid services.



For shop discounts, we can provide online and offline price comparisons through an e-commerce platform. The price comparison interface can provide the prices of major e-commerce suppliers and offline shops. Product information and customer evaluation can be found too. A comprehensive price comparison service allows customers to find affordable products from various shops’ information. This service can reduce the customer’s search time. Additionally, online purchases and offline transaction are feasible for customers. When the online price is better or customers want to re-buy a product after seeing the products in a shop, customers can purchase the products and services online. A summary of shops’ preferential activities, such as coupons, membership cards, and other activities can be easily obtained. We can also provide a comparison of similar products within the current shop and at other shops in order to minimize expenditure to meet customer transaction needs and to improve customer effectiveness.



In terms of shop peripheral services, when customers are faced with a variety of shops and products, customers often cannot find a suitable store. Perhaps they will miss suitable products, which then reduces satisfaction. According to the map of the mall and the current location of the customer, we can provide customers with more intuitive map navigation for shopping malls, elevators, toilets, service desks, etc. Clear and intuitive floor and route navigation can help customers overcome shopping difficulties, can relieve the psychological pressure on customers, can stimulate customers’ desire to purchase, and can provide a comfortable and enjoyable shopping experience. We can indicate the standard parking lot charge related to the current shop’s transaction coupon. We not only meet the needs of consumers when they are shopping but also meet pre- and post-consumer needs. We are committed to providing customers with comprehensive, full-time, overall services and to creating a comfortable and satisfying consumer environment for customers.



In terms of other services, for specific types of shops, personalized services can be provided according to customer needs. For example, food shops can check the number of people in the current shop. If the customers need to be somewhere else, one-click access services can be provided. The customer can queue remotely and intelligently, which means that they can arrange their wait time reasonably. The service can remind the customer of meal times according to the service speed of the restaurant. This service can solve the long wait-times problem during peak meal times. For specific types of customers, personalized services can also be provided, such as inquiries for an infant room or a baby dining chair. We are devoted to providing a full range of services to proactively meet the individual needs of customers.




6. Conclusions


In this paper, we proposed an accurate method of shopping prediction. We used the XGBoost algorithm, which is a machine learning algorithm, to predict the shops where customers are currently located. We evaluated our method on a dataset composed of real customers’ transaction records in shopping malls, and the results showed that our method is useful in this task. The accuracy reached 92.40%. With the predicted shops, we can provide customers with more shop-related services, which can be easily integrated with current mobile apps to provide more accurate user services. In our future work, we plan to discuss in detail the services after obtaining accurate customer positioning, which was only briefly mentioned in this paper. Additionally, we want to verify the generalization of our method on different datasets.
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Figure 1. Diagram of the relationship between a shop and customer latitude and longitude. 
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Figure 2. Diagram of the relationship between a shop and customer latitude and longitudes including outliers. 
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Figure 3. Network architecture of the two-layer XGBoost algorithm. 
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Figure 4. Performance comparison using different features. 
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Figure 5. The prediction accuracy of different algorithms for different shopping malls. The red dots represent our two-layer XGBoost algorithm, the blue dots represent the statistical rule algorithm, and the green dots represent the K-nearest neighbor (KNN) classification algorithm. 
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Figure 6. The accuracy of the KNN algorithm with K varying. 
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Figure 7. Services provided to customers using the predicted shops. 
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Table 1. Part of the shops’ information.
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	Shop_id
	Category_id
	Longitude
	Latitude
	Price
	Mall_id





	0
	s_26
	c_4
	122.346736
	31.833507
	57
	m_690



	1
	s_133
	c_6
	121.134362
	31.197511
	58
	m_6587



	2
	s_251
	c_38
	121.000505
	30.907667
	34
	m_5892



	3
	s_372
	c_30
	119.864982
	26.659876
	44
	m_625



	4
	s_456
	c_26
	122.594243
	31.581499
	44
	m_3839
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Table 2. Part of the transaction records.
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	User_id
	Shop_id
	Time_Stamp
	Longitude
	Latitude
	Wifi_infos





	0
	u_376
	s_2871718
	2017-08-06 21:20
	122.308219
	32.088040
	b_6398480|-67...



	1
	u_376
	s_2871718
	2017-08-06 21:20
	122.308162
	32.087970
	b_6396480|-67...



	2
	u_1041
	s_181637
	2017-08-02 13:10
	117.365255
	40.638214
	b_8006367|-78...



	3
	u_1158
	s_609470
	2017-08-13 12:20
	121.134451
	31.197416
	b_26250579|-73...



	4
	u_1654
	s_3816766
	2017-08-25 10:50
	122.255867
	31.351320
	b_39004150|-66...
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Table 3. The results of different algorithms.
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	Method
	Precision (%)
	Recall (%)
	F1 Score (%)
	Accuracy (%)





	Statistical rule algorithm
	68.80
	72.40
	70.72
	69.03



	KNN algorithm
	73.41
	78.60
	75.82
	76.59



	First layer of our algorithm
	88.52
	91.30
	89.82
	90.20



	Two-layer XGBoost algorithm
	91.43
	94.35
	91.89
	92.40
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Table 4. Flow chart of the statistical rule algorithm.
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	Step
	Description





	Input
	training dataset, test dataset



	1
	all_wifi = [all WiFi_id in training dataset]



	2
	wifi_to_shop = WiFi_id: the number of times this WiFi appears in each shop



	3
	For each transaction record in the test set, find the WiFi with the strongest signal strength



	4
	Query the shop result_shop with the most occurrences of this WiFi in the dictionary wifi_to_shop



	5
	Return result_shop
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Table 5. Flowchart of the KNN algorithm.
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	Step
	Description





	Input
	training dataset, test dataset



	1
	Calculate the Euclidean distance between each testing datum and each training datum



	2
	Sort by the increasing Euclidean distance



	3
	Select the K points with the smallest Euclidean distance



	4
	Determine the frequency of occurrence of the category of the top K points



	5
	Return the category with the highest frequency among the top K points as the prediction classification of the testing data.
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