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Abstract

:

With the expansion of advanced metering infrastructure (AMI) installations, various additional services using AMI data have emerged. However, some data is lost in the communication process of data collection. Hence, to address this challenge, the estimation of the missing data is required. To estimate the missing values in the time-series data generated from smart meters, we investigated four methods, ranging from a conventional method to an estimation method applying long short-term memory (LSTM), which exhibits excellent performance in the time-series field, and provided the performance comparison data. Furthermore, because power usages represent estimates of data that are missing some values in the middle, rather than regular time-series estimation data, the simple estimation may lead to an error where the estimated accumulated power usage in the missing data is larger than the real accumulated power usage appearing in the data after the end of the missing data interval. Therefore, this study proposes a hybrid method that combines the advantages of the linear interpolation method and the LSTM estimation-based compensation method, rather than those of conventional methods adopted in the time-series field. The performance of the proposed method is more stable and better than that of other methods.
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1. Introduction


Advanced metering infrastructure (AMI) is an essential infrastructure for implementing smart grids, which comprises smart meters, a communication network, meter data management system (MDMS), and an operating system. In addition, modems are installed in the smart meters to facilitate bi-directional communication [1,2]. The AMI operating system enables the convergence of various services such as remote meter reading, demand management, power consumption reduction, and power quality improvement based on a bi-directional communication between consumers and power companies [3]. The Table 1 is shows, Starting with the first phase of the AMI construction project for 2 million households in 2013, with a goal of completing the construction for a total of 22.5 million households by 2020, according to the new energy industry acceleration policy, the Korea Electric Power Corporation (KEPCO) completed the construction of AMI for approximately 6.8 million households by 2018 and 400 households in 2019, thereby handling AMI operations for approximately 10 million households [4]. However, it has become difficult to construct the AMI for all 22.5 million households by 2020, as originally planned.



Once the AMI deployment is totally complete, several new services will be created, helping people’s lives and stimulating several positive changes. For example, via power consumption pattern analysis [4], real-time pricing (RTP) [5], critical peak pricing (CPP) [6], and people’s demand response (DR), various services are expected to appear, which include business hour prediction services for stores and life safety services for the elderly living alone [7]. For the provision of these services, it is crucial to properly acquire meter data from power meters. However, although the current AMI system has guaranteed stable performance in overhead power lines via the continuous improvement of the domestic power line communication (PLC) technology and meter reading procedures, difficulties are experienced in securing stable meter reading performances for underground lines, in which noise and attenuation are severe [8]. Consequently, the monthly and daily meter reading success rates are approximately 98% and 95%, respectively, which are both on the low side. The smart meter may incorporate different technologies such as WiSUN, Zigbee, LTE, and PLC In this way, the device chooses a short range technology to connect and relay packets from other smart meters using multi-hop routing [9]. In South Korea, more than 85% of the communication equipment comprising the AMI adopt PLC networks, and owing to environmental impacts such as signal attenuation, which is a PLC feature, missing values may occur in data owing to errors in the communication process of sending data to servers, such as poor communication or malfunction. Hence, a challenge emerges, as the quality of data declines [10,11]. In this technical background, false metering reading verification and missing value estimation algorithms for meter reading data are significantly critical components that determine the reliability of AMI meter reading data. Therefore, sophisticated algorithms reflecting the characteristics of field data are required [12]. In other words, a data preprocessing method is required to analyze the time-series data collected from smart meters, determine missing values in the smart meter data, and replace them with certain value [13,14,15,16,17,18]. Power meter data are one-dimensional time-series data that reflect the cumulative power consumption according to the time. If a value is lost in time-series data, the missing value circumstance may be defined as the time at which the missing value occurred, the value in the time band before the missing value occurred, and the time and value at the point where data first appeared after the missing value occurred [19]. As shown in Figure 1, In this research, we studied a compensation method for the missing data after the next data appears, following the missing interval, i.e., a method for correcting the data in the state that the data exist, before and after the missing data interval in the middle. The estimation algorithms for the data correction include the most basic linear interpolation method [20,21], similar-past-situation substitution method [22,23], autoregressive integrated moving average (ARIMA) estimation interpolation [24,25] regression equation-based missing data estimation method, B-Spline, non-parametric regression equation-based missing data estimation method [26], least-square method applied with missing data estimation method [27], and estimation method using artificial neural network [28]. In other words, various algorithms are adopted depending on the type of missing data. However, the aforementioned algorithms are not suitable for the power consumption data of KEPCO because they are not linear. Therefore, we conducted comparative experiments on existing estimation methods to increase their accuracy by improving the precision for the missing data intervals, and subsequently proposed a hybrid algorithm that combines their advantages.




2. Related Work


Research on data preprocessing in power systems has been actively conducted in South Korea and other countries. In general, the simplest methods for processing missing data in power systems can be categorized into two types. First, there is a method that adopts linear interpolation, with measurement data adjacent to the missing interval. This method is very simple and highly effective when the interval of omitted data in the measurement data is short. However, if the interval of the omitted data is long, the accuracy may be poor. Second, there is a similar-past-situation substitution method that determines a past situation with a similar pattern in the same time band before the missing data interval, based on the missing time, and harnesses it to replace the missing data. This method is also highly effective when patterns are consistent in the data. However, unlike other types of data, power data do not always have cyclic patterns. Therefore, although this method may be effective in certain datasets that have cyclic patterns, it is not suitable for datasets that have multiple types of power consumption patterns. Experiments are conducted on compensation methods based on ARIMA and long short-term memory (LSTM) estimations, which are compensation methods based on time-series estimation, in addition to these two conventional methods [29]. In this research, we study a hybrid method that combines the advantages of the linear interpolation method and those of the LSTM estimation-based compensation method; subsequently, we perform a comparative analysis.



2.1. Linear Interpolation Method


Research on data preprocessing in the power system field has been actively conducted in South Korea and other countries [30,31]. Among them, the most basic and frequently adopted method is linear interpolation. When the values of two points are given, linear interpolation is a method that linearly estimates the value of a point between them, according to the straight distance.



In Figure 2, the X-axes and Y-axes represent the time axis and accumulated power usage, respectively. M denotes the missing data and N represents the number of the missing data intervals; accordingly,   M  n + 1   .   M  a v g    represents the average power usage for each missing interval.


         M  a v g   =  (  P n  −  P 1  )  ÷ N     



(1)






         M 1  =  P n  +  M  a v g       



(2)






         M 2  =  M 1  +  M  a v g       



(3)






...










         M n  =  M  ( n − 1 )   +  M  a v g       



(4)







In the linear interpolation method, the power consumption increases continuously along the time axis, owing to its characteristics. Therefore, suppose the time band before and after the missing data are   P 1   and   P n  , respectively; then it is the same as calculating the accumulated power usage of   P n   minus the accumulated power usage of   P 1  , and dividing it by the number (N) of data in the missing interval.




2.2. Similar-Past-Situation Substitution Method


Unlike other types of data, power consumption data characteristically have inertia. This means that data at a specific point in time are substantially similar to data at a close time point in the past, and they are highly affected. For example, at a typical home, people go to work in the morning and return at night on weekdays. Hence, the power consumption patterns are similar according to time. Based on this idea, this method adopts a similar power consumption pattern of the past to correct the missing data. The most common method adopted when measuring similarity involves calculating the Euclidean distance [32,33].



The compensation method of Figure 3 can be expressed in the following equations:


         M 1  =  P n  +  R 1      



(5)






       M 2  =  M 1  +  R 2      



(6)






...










         M n  =  M  ( n − 1 )   +  R n      



(7)







  M 1   denotes the first missing data, and   R 1   represents the consumption in the first interval of a similar situation in the past. Ultimately, the value of   M 1   is corrected by calculating the accumulated usage before the missing data (  P n  ) plus the value of the first reference consumption in the past similar situation (  R 1  ), and the second missing data (  M 2  ) is corrected by calculating the first corrected data (  M 1  ) + the value of the second reference consumption in a similar past situation (  R 2  ).




2.3. ARIMA Estimation-Based Compensation Method


An ARIMA model generalizes an autoregressive moving average (ARMA) model that adopts previous observations and errors to describe the current time-series value. The ARMA model can be solely applied to stable time-series data, and it solely adopts past data. In contrast, the ARIMA model can be applied even if the analysis target is an unstable time-series, and it can reflect the trend (momentum) of past data. The ARIMA model solely considers its own momentum, and does not consider the that of white noise. This is owing to the absolute absence of momentum in the white noise of a correct model. This method corrects data in the missing interval by estimating the consumption via an ARIMA algorithm. In addition, it can be processed even if the accumulated power usage is adopted as an input value without using the differencing data.




2.4. LSTM Estimation-Based Compensation Method


LSTM is a model created to address the vanishing gradient problem, a limitation of recurrent neural networks (RNN). Unlike conventional RNNs, cell-state was adopted in the memory cells, and three gates (input, output, and forget gates) were adopted to address the vanishing gradient problem. The power usage in the missing interval is estimated using the LSTM model. To correct the first missing data, the estimated interval usage is introduced to the accumulated usage, just before the missing interval. Next, the second estimated data are added to the first corrected missing data to correct the second missing data. Accordingly, the data in the mission interval are sequentially corrected.





3. Comparative Experiments on Missing Data Compensation Methods


As a power consumption feature, the values in the power consumption data continuously trend upward, as illustrated in Figure 4. Therefore, the interval usage for each hour is calculated using the difference via preprocessing. For example, if the accumulated usage is 950 kWh at 9:00 and 1000 kWh at 10:00, the interval usage at 10:00 is 50 kWh. Preprocessing is performed to calculate the interval usage of all selected target customers, and save it in a separate column.



In data mining, outlier detection refers to the observation of data points or events that indicate more significant differences in values than the majority of data. Therefore, an outlier in smart meter data indicates a case in which the power consumption data measured, using a smart meter at a certain time, is significantly larger or smaller than a comparable average group. There are several types of outlier detection methods; however, because power consumption data are one-dimensional time-series data, this study adopts an outlier detection method of univariate data. In other words, the interval usage is calculated, and in the case of erroneous data, in which the interval usage of the missing data interval in actual data is zero, the pertinent data of the customers are all discarded because they can have negative effects on the experiment.



3.1. Linear Interpolation


Linear interpolation is the simplest, easily applicable method, with a significantly stable effect. It requires a simple calculation using the data collected before the missing interval to correct the missing data.



In Table 2, the difference in the accumulated usage was calculated between time periods of 11:00 and 22:00, which were before and after the missing data. Subsequently, the difference (10.474) was divided by the number of missing intervals (11) to obtain the average usage (0.9522). This average usage was added sequentially to the previously accumulated usage of the missing data to correct the missing data.



Because the linear interpolation method uniformly divides the missing intervals, the graph is corrected in a straight line. However, because the power consumption is different at each hour in the real data, errors emerge, as illustrated in Figure 5. This linear interpolation method will produce optimal estimates in time bands where the consumption change is uniform. The linear interpolation method facilitates fast and simple calculations, while saving resources such as CPU and memory. As a limitation of this method, severe errors occur in the middle of the missing interval if the consumption is not uniform.




3.2. Similar-Past-Situation Substitution


The similar-past-situation substitution method determines a past situation in which the power usage pattern is similar, and corrects the missing data, using that usage as a reference. To apply this method, first, a similar past situation of individual customers must be determined. As a feature of power data, weekly patterns are similar in terms of working days and holidays. Therefore, we limited the data to seven days before the missing-data day to find a similar situation in the past. For similarity, we adopted the simplest Euclidean similarity to select a date with the smallest error.



Because data were missing between 12:00 and 21:00 on 25 April, we compared the Euclidean similarity with the same time bands of the previous seven days, based on the data of ten previous hours (02:00–11:00). In samples presented in Table 3, because the sum of absolute errors on 18 April was 2.417, which was smaller than that of other dates, we selected that particular date for a similar pattern. In Table 4, if a similar past situation is determined, then the interval usage at the same time period where the missing data occurred is adopted as reference data. In the aforementioned case, the usages in the intervals from 12:00 to 21:00 on 18 April were adopted to correct the data on the data-missing day.



The interval usage in the reference data of the same time band is added to the accumulated usage before the start of the missing data. For the second missing data, the interval usage in the reference data of the same time band is added to the corrected previous accumulated usage.



The sample data presented in Table 5 were corrected by applying the reference data of the same time bands on a past-similar-situation day (18 April) for the missing intervals.



In general, when the past-similar-situation substitution method is adopted, the real and estimated data exhibit similar patterns in the graph because most customers exhibit patterns of using power consistently, depending on specific types of days such as weekdays, weekends, and holidays. However, the differences are large on irregular holidays or when temperature changes abruptly. The Figure 6 presents a graph obtained from the calculation of the absolute error for each missing time band between the real and corrected data. Because the data at the starting point of the missing interval are corrected by adding the interval usage of the past similar time point, errors are accumulated as the correction work progresses over time, thus increasing the accumulated error. Furthermore, the last corrected data in the missing data interval may become larger than the first data appearing after the end of the missing data interval. In this case, if it is used to correct the power usage data, a critical error will occur owing to a negative value.




3.3. ARIMA Estimation-Based Compensation Method


The estimation method using the ARIMA algorithm, which is a conventional time-series estimation method, exhibits a substantially optimal performance in the time series field. To perform the AIRMA time-series estimation, we adopted a method that involves inputting the previous seven-day data of the missing data interval to train the model and estimate the data in the missing value interval. To apply the ARIMA model, we entered the real data as they were, instead of using the interval usages. If the first data differencing is performed by setting “d” of the ARIMA model to “1,” then the data will satisfy the normality. To determine the ARIMA model, we performed a process to determine the p, d, and q values by using the acf() and pacf() functions. As illustrated in Figure 7, the results obtained from the autocorrelation function (ACF) exhibit an exponentially decreasing graph. Therefore, we selected the AR model.



The results of the partial autocorrelation function (PACF) exhibit a cut shape after the second, as illustrated in Figure 8. Therefore, we set the p value of the AR model to “2”.



Finally, the p, d, and q values of the ARIMA model were set as: p = 2, d = 1, and q = 0. Table 6 presents the results obtained from correcting the missing data by applying the ARIMA model.



Figure 9 presents a comparison graph of the real data and the results corrected by estimating the missing data via the ARIMA model. The obtained results were substantially optimal in the time-series data. However, the estimation results exhibited a graph shape similar to that obtained from the results of the linear interpolation method.



The figure below presents a graph obtained from calculating the absolute error for each time band of missing data between the real and corrected data. The differences are irregular, and not uniform. Furthermore, the last corrected data in the missing data interval may become larger than the first data appearing after the end of the missing data interval. In this case, if it is used to correct the power usage data, a critical error will occur owing to a negative value.




3.4. LSTM Estimation-Based Compensation Method


We combined a convolutional neural network (CNN) and an LSTM model to estimate the time-series power usages and correct the missing data. We adopted two-week data as the input data and set the window size to 24, which was for one day. The model was set up by mixing in the order: CNN layer    →    LSTM layer    →    Dense layer. The experiments were conducted in the environment presented in Table 7. Regarding the LSTM and CNN, we adopted the Tensorflow library in the experiments.



The graph in Figure 10 presents a comparison between the real and estimated result data of the sample customers.



The 24-h data were estimated and compared with the real data. The mean absolute error (MAE) was 0.0056. The number of CNN filters was set to 120, while the number of neurons in the LSTM model was set to 30. Then, they were combined with dense layers, for which the numbers were set to 30, 10, and 1, respectively, to create the model. The number of epochs was set to 20. A total of 713 was trained, and approximately 30 min was required to estimate the result.



We adopted the interval usage data as the input data in the LSTM model, for which the first differencing of the cumulative data was performed. After training via the LSTM model, we estimated the missing data. Here, the estimated data were the usage data of the 24-h interval. Table 8 presents the estimated values of the LSTM interval usage.



To correct the LSTM estimated value, the estimated interval usage of the first time band was added to the accumulated power usage of the previous time band before the start of the missing data, which was the first accumulated usage. Next, the second estimated value was added to the first corrected data to correct the second data. Accordingly, the data in the missing intervals were sequentially corrected.



In Figure 11, the data corrected via the LSTM estimation are significantly similar to the real data. The graph below shows the MAE values, and the errors are not uniform, but relatively jagged. Several experiments were conducted, and the correction based on the LSTM estimation was highly effective. However, the last corrected data in the missing data interval may become larger than the first data appearing after the end of the missing data interval. In this case, if it is used to correct the power usage data, a critical error will occur owing to a negative value.




3.5. LSTM Estimate and Weight-Applied Compensation Method


To this point, we have adopted four methods (linear interpolation, past-similar-situation substitution, ARIMA time-series estimation-based compensation, and LSTM estimation-based compensation methods) to correct the missing data. All three methods, except for the linear interpolation, estimated the power usage to perform the data correction, without considering the first data appearing after the end of the missing interval. In particular, the past-similar-situation substitution and LSTM estimation-based compensation methods estimated the interval usage, rather than the accumulated power usage, and added it to the accumulated power usage of the previous time band of the missing interval to perform the correction; therefore, the error was bound to gradually increase over time. To address this limitation, we propose an LSTM estimate and weight-applied compensation method to improve stability and accuracy. We improved accuracy by applying a weight to the interval usage of each time band estimated via the LSTM estimation, which exhibited the best performance among the aforementioned four methods.



Figure 12 shows the concept of missing data intervals. The procedure of the LSTM estimate and weight-applied compensation method is presented as follows. First, the usage in the missing data interval is estimated via the LSTM estimation. Second, a weight is applied to the estimation result to recalculate the interval usage. Third, the weight-applied interval usage is added to the previous accumulated usage before the occurrence of the missing data. Then, the second weight-applied interval usage is added to the first corrected missing data to correct the second missing data. Accordingly, all data in the missing intervals are corrected. The following equation applies a weight to the interval usage (  D x  ) estimated via the LSTM estimation to recalculate the interval usage.


      D w   ( x )  =  (  R s  −  R f  )  ×   D x    ∑  x = 1  n   D x        



(8)







In the final step, the missing data correction method adds the weight-applied interval usage (   D w  n  ) to the accumulated usage, before the occurrence of the missing data (  R 1  ), to correct the first value (  M 1  ) of the missing data.


         M 1  =  R f  +  D w  1     



(9)






       M 2  =  M 1  +  D w  2     



(10)






       M n  =  M  ( n − 1 )   +  D w  n     



(11)







In the following Table 9, the data (LSTM Estimated) obtained via the LSTM estimation was used to calculate the rate for each time band (LSTM TermRate). If the difference is calculated between the accumulated power usage that first appears after the end of the missing interval (  R 2  ) and the accumulated usage just before the start of the missing interval (  R 1  )), the total power usage in the missing interval is determined. If the total power usage value is multiplied by the rate for each time band (LSTM TermRate), then the final interval usage for each band of the missing data interval is determined (Weight LSTM Usage).



Algorithm 1 is missing data compensation algorithm that applied weighted LSTM model. First of all, a list of meters with missing data needs to be set. The next step is to calculate the interval power usage using the accumulated power usage of each meter. The interval usage can be estimated by giving it to LSTM model as an input. Each TermRate is calculated by applying a weight to the each interval usage estimates derived from LSTM model to recalculate to recalculate the interval usage. The total usage from Rs to Rf, (Rs-Rf) from the equation, multiplied by TermRate equals the weight-applied interval usage. ResultData are created by adding weighted interval usage to real data just before missing subsequently.



	Algorithm 1 Weighted LSTM Processing



	Input: MeterList



	Output: ResultDataPool



	  Definition 1. :  Rf—Fisrt real data(real data just before missing)



	         Rs—Second real data(first real data after missing termination)



	    I n i t a l i z e  l i s t  T m p R e t P o o l ;  



	    R E A D  M e t e r L i s t  w i t h  M i s s i n g V a l u e s ;  



	  for all attribute   M I D   ∈   M e t e r L i s t    do



	      A c c u m u l a t e d U s a g e = A c c u m u l a t e d U s a g e D B . g e t v a l u e ( M I D ) ;  



	      I n t e r v a l U s a g e = C O M P U T E  I n t e r v a l U s a g e  b y  t i m e  u s i n g  A c c u m u l a t e d U s a g e ;  



	      L S T M _ I n t e r v a l U s a g e = L S T M _ m o d e l . e s t i m a t e ( I n t e r v a l U s a g e ) ;  



	      S u m _ L S T M _ I n t e r v a l U s a g e = ∑  L S T M _ I n t e r v a l U s a g e ;  



	      T m p R e t = R f ;  



	    for all attribute   E I U   ∈   L S T M _ I n t e r v a l U s a g e    do



	          W e i g h t e d _ U s a g e = ( R s − R f ) × E I U ÷ S u m _ L S T M _ I n t e r v a l U s a g e ;  



	          T m p R e t = T m p R e t + W e i g h t e d _ U s a g e ;  



	          T m p R e t P o o l = T m p R e t P o o l . p u t v a l u e ( T m p R e t ) ;  



	    end for



	      R e s u l t D a t a P o o l = R e s u l t D a t a P o o l . p u t v a l u e ( T m p R e t P o o l ) ;  



	    ClearTmpRet



	  end for








Finally, the final interval usage at 12:00 was added to the accumulated power usage, at the time (11:00) before the start of the missing interval, to correct the accumulated power usage (Weighted LSTM Estimated) at 12:00. Next, the estimated value at 13:00 was added to the corrected data of 12:00 to correct the data at 13:00. Accordingly, the data in the missing intervals were sequentially corrected. Figure 13 compares the real data and the data corrected by applying the weight to the data estimated via the LSTM. It is evident that the results are significantly better than the data corrected via the LSTM estimation.



Furthermore, the graph below presents the MAE values of the data corrected by applying the weights to the data estimated via the LSTM. It can be deduced that the errors at the starting and ending points of the missing intervals converge to zero. In other words, the advantage of the linear interpolation method is demonstrated. Furthermore, the errors at the middle time bands are smaller than those of other compensation methods, which represents the advantage of the LSTM estimation-based compensation method.




3.6. Experimental Results


We created a diagram to compare the errors in the aforementioned experimental results between each method (the linear interpolation, past-similar-situation substitution, ARIMA estimation-based compensation, and LSTM estimation-based compensation methods) to investigate and summarize the comparison situation, according to each result. Figure 14 presents the analysis results of the four methods. In all the methods, excluding the linear interpolation method, the MAE value increases over time. The errors increase continuously because the value corrected via the estimation is added to the accumulated value of the previous time band. However, the linear interpolation method exhibits a graph shape, in which the error is smallest before and after the missing interval, because the data before and after the missing interval are differenced and used. Therefore, the linear interpolation exhibits the best results among the four experiments. The second-best performance is presented when the LSTM is applied to estimate and correct the interval usage. Today, LSTM is frequently used, as it provides optimal results in the time-series field. However, in the cumulative power consumption estimation field, it does not exhibit better results than the linear interpolation method.



As illustrated in Figure 14, the LSTM estimation-based compensation method exhibited slightly better results, in a number of middle parts, than the linear interpolation method. However, all the other methods, except the linear interpolation method, indicate that the estimated results were sometimes larger than the data collected at 22:00, which were the first data appearing after the end of the missing data interval. In fact, 303 customers exhibited such a case of flipped accumulated usages. The performance of the LSTM estimation-based compensation method may be beneficial to some; however, it cannot be used when the case of flipped accumulated usages occurs, as will trigger a critical error where a negative value of the power usage occurs. As aforementioned, because the limitation of the linear interpolation method could not be addressed, we proposed and tested a hybrid method that combines the advantages of the linear interpolation and LSTM estimation-based compensation methods. Based on Table 10, we can infer that the MAE of the method proposed (Weight LSTM) in this study is the smallest.



Because the advantages of the linear interpolation and LSTM estimation-based methods have been combined, the errors at both ends of the starting and ending parts of the missing data converge to zero, which is the advantage of the linear interpolation, as illustrated in Figure 15. Furthermore, the advantage of the LSTM estimation is applied in the middle time band parts, thus supplementing severe errors in the middle parts, a limitation of the linear interpolation.



Figure 16 presents a graph that compares the errors between the cases of adopting the LSTM estimate and weight-applied compensation method and the linear interpolation method. The linear interpolation method exhibits the largest error at 19:00; however, the LSTM estimate and weight-applied compensation method exhibits significantly mitigated errors in the middle part.



Figure 17 presents a comparison graph between the LSTM estimation-based compensation method and the LSTM estimate and weight-applied compensation method. The LSTM estimation-based compensation method exhibits optimal results in some time bands; however, after 20:00, the LSTM estimate and weight-applied compensation method is clearly better than the LSTM estimation-based compensation method.



Table 11 presents an example of a case where the results estimated via the LSTM estimation-based method for the data between 12:00 and 21:00, which are the missing data intervals, are larger than the 22:00 data, which appear first after the end of the missing data interval. In fact, 303 customers exhibited such cases in the flipped accumulated usages. The performance of the LSTM estimation-based compensation method may be optimal for some, but it cannot be applied when the case of flipped accumulated usages occurs, as it will trigger a critical error where a negative value of power usage occurs. The real data at 22:00, which appeared first after the end of the missing data interval, was 90,317.66; however, there was an issue, as the 17:00 data produced by the LSTM estimation-based compensation methods was 90,318.2029, which is larger.



Figure 18 presents errors starting from 14:00; according to Figure 18, the data produced by the LSTM estimation-based compensation method are larger than the real data. However, in the LSTM estimate and weight-applied compensation method, the results obtained are never larger than the real data, and the error approaches zero at the ending time of the missing data interval.





4. Conclusions


In this study, we proposed a hybrid algorithm that combines the advantages of the LSTM estimation and linear interpolation methods to correct missing power consumption data. Furthermore, four algorithms of the linear interpolation, past-similar-situation substitution, ARIMA estimation-based compensation, and LSTM estimation-based compensation methods were applied to perform a comparative analysis. For the experiments, we adopted 2-month power usage data by randomly selecting the home usage data of 720 customers that exhibited the most common power consumption patterns. Furthermore, we conducted experiments on missing data by arbitrarily discarding data from the original data that had no missing value. In the experiments, we assumed that 10-h data were missing on a specific day. In the experimental results, the linear interpolation and LSTM estimation-based compensation methods exhibited the best performances among the four algorithms. The linear interpolation method exhibited the same usage for each time band, which did not represent the actual power consumption pattern. The LSTM estimation-based compensation method best represented the power consumption pattern; however, sometimes, its results were larger than the accumulated usage in the first data appearing after the end of the missing data interval (flipped phenomenon). When the weight was applied to the LSTM estimation, i.e., when the method proposed in this study was applied, the 10-h total of the average MAE for all customers was 2.1545, exhibiting the best result. Furthermore, the proposed method did not exhibit the flipped phenomenon, which was the disadvantage of the LSTM estimation; it exhibited the highest stability and performance, rather than the identical usage patterns of the linear interpolation method. There are several important implications presented by the experimental results. First, in general, the linear interpolation method exhibits better performance while being simple, compared to several methods that provide optimal results in the time-series field. If the number of data in the missing value interval is small, it will be the fastest and most effective. Second, if the future values are predicted, rather than estimating the missing data in the middle, the LSTM estimation-based compensation method will be effective. Third, the accumulated value in the power usage data increases continuously. Therefore, if it is corrected by estimating the interval usage in the missing data, the interval usage at the pertinent hour is added to the accumulated usage value, and the error increases gradually as more missing data are increasingly corrected. Therefore, an error may occur, such that the result is larger than the accumulated usage of the first data appearing after the end of the missing data interval. The implications of the experimental results of this study are not only valid for electric energy, as they will be equally effectively beneficial in the demand/supply of other energy sources. Furthermore, the results presented in this study imply that for systems that provide services by collecting meter reading data, it would be effective to construct a system that combines several methods. Based on the knowledge and experience gained in this research, we will conduct a study in the future to apply a missing data-processing algorithm to a system that collects meter reading data.
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Figure 1. Example of electricity consumption data with missing values. 
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Figure 2. Calculation method of linear interpolation. 
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Figure 3. Similar-past-situation substitution. 
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Figure 4. Power consumption data: abnormal data (non-stationary). 






Figure 4. Power consumption data: abnormal data (non-stationary).



[image: Information 12 00341 g004]







[image: Information 12 00341 g005 550] 





Figure 5. Comparison of linear interpolation results and real data. 
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Figure 6. Comparison between the real data and the results obtained from the past-similar-situation substitution method. 
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Figure 7. ACF (Autocorrelation Function). 






Figure 7. ACF (Autocorrelation Function).



[image: Information 12 00341 g007]







[image: Information 12 00341 g008 550] 





Figure 8. PACF (Partial Autocorrelation Function). 
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Figure 9. Comparison between the real data and ARIMA-based compensation results. 
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Figure 10. Example of comparison between the LSTM estimation results and real data. 
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Figure 11. Comparison between the real data and results of the LSTM estimation-based compensation method. 
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Figure 12. Concept of missing data intervals. 
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Figure 13. Comparison between the real data and the results obtained from the LSTM estimate and weight-applied compensation method. 
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Figure 14. MAE of the four methods for all customers. 
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Figure 15. MAE of the five methods for all customers. 
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Figure 16. Comparison of errors between the LSTM estimate and weight-applied compensation method and the linear interpolation method. 
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Figure 17. Comparison of errors between the LSTM estimate and weight-applied compensation method and the LSTM estimation-based compensation method. 
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Figure 18. Comparison among the LSTM estimate and weight-applied compensation, LSTM estimation-based compensation, and real data. 
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Table 1. AMI supply forecast (existing) and performance (Unit: 10,000, cumulative).






Table 1. AMI supply forecast (existing) and performance (Unit: 10,000, cumulative).





	Year
	2015
	2016
	2017
	2018
	2019
	2020





	Outlook
	730
	1000
	1250
	1500
	1830
	2250



	Performance
	250
	435
	520
	680
	980
	-







Press release from the Ministry of Trade, Industry, and Energy (18 July 2018).













[image: Table] 





Table 2. Data for linear interpolation-based correction.
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	Time
	Accumulated Usage
	Interval Usage
	Linear Usage
	Estimated Usage
	Absolute Error





	11:00
	2310.19
	1.351
	-
	-
	-



	12:00
	2311.134
	0.944
	2311.1422
	0.9522
	0.0082



	13:00
	2311.743
	0.609
	2312.0944
	0.9522
	0.3514



	14:00
	2311.945
	0.202
	2313.0465
	0.9522
	1.1015



	15:00
	2312.77
	0.825
	2313.9987
	0.9522
	1.2287



	16:00
	2312.908
	0.138
	2314.9509
	0.9522
	2.0429



	17:00
	2313.048
	0.14
	2315.9031
	0.9522
	2.8551



	18:00
	2313.141
	0.093
	2316.8553
	0.9522
	3.7143



	19:00
	2313.547
	0.406
	2317.8075
	0.9522
	4.2605



	20:00
	2317.101
	3.554
	2318.7596
	0.9522
	1.6586



	21:00
	2318.66
	1.559
	2319.7118
	0.9522
	1.0518



	22:00
	2320.664
	2.004
	-
	-
	-
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Table 3. Euclidean similarity data.






Table 3. Euclidean similarity data.





	Time
	4/17
	4/18
	4/19
	4/20
	4/21
	4/22
	4/23
	4/24





	2:00
	1.048
	1.095
	1.139
	0.019
	0.019
	0.018
	0.01
	0.011



	3:00
	1.041
	1.104
	1.117
	0.019
	0.01
	0.011
	0.018
	0.017



	4:00
	1.021
	1.071
	1.173
	0.019
	0.018
	0.018
	0.012
	0.018



	5:00
	1.012
	1.069
	1.14
	0.019
	0.018
	0.01
	0.016
	0.01



	6:00
	1.011
	1.087
	1.075
	0.018
	0.016
	0.017
	0.018
	0.018



	7:00
	2.46
	1.936
	0.767
	0.019
	0.012
	0.018
	0.01
	0.01



	8:00
	1.153
	0.748
	0.79
	0.01
	0.018
	0.01
	0.018
	0.018



	9:00
	0.837
	0.737
	0.762
	0.018
	0.014
	0.018
	0.01
	0.018



	10:00
	0.829
	1.401
	1.183
	0.019
	0.015
	0.011
	0.018
	0.01



	11:00
	1.351
	0.828
	0.146
	0.018
	0.018
	0.018
	0.01
	0.018



	Sum Of Error
	-
	2.417
	4.201
	11.585
	11.605
	11.614
	11.623
	11.615
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Table 4. Reference data at the same time band of similar past situations.
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	YMD
	Time
	Accumulated Usage
	Interval Usage





	4/18
	2:00
	2258.726
	1.095



	4/18
	3:00
	2259.83
	1.104



	4/18
	4:00
	2260.901
	1.071



	4/18
	5:00
	2261.97
	1.069



	4/18
	6:00
	2263.057
	1.087



	4/18
	7:00
	2264.993
	1.936



	4/18
	8:00
	2265.741
	0.748



	4/18
	9:00
	2266.478
	0.737



	4/18
	10:00
	2267.879
	1.401



	4/18
	11:00
	2268.707
	0.828



	4/18
	12:00
	2269.295
	0.588



	4/18
	13:00
	2269.349
	0.054



	4/18
	14:00
	2269.392
	0.043



	4/18
	15:00
	2269.455
	0.063



	4/18
	16:00
	2269.63
	0.175



	4/18
	17:00
	2269.858
	0.228



	4/18
	18:00
	2270.308
	0.45



	4/18
	19:00
	2270.98
	0.672



	4/18
	20:00
	2272.995
	2.015



	4/18
	21:00
	2275.534
	2.539
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Table 5. Compensation data based on the past-similar-situation substitution method.
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	Time
	Accumulated Usage
	Interval Usage
	Similar Estimated
	Similar Interval
	Absolute Error





	12:00
	2311.134
	0.944
	2310.778
	0.588
	0.356



	13:00
	2311.743
	0.609
	2310.832
	0.054
	0.911



	14:00
	2311.945
	0.202
	2310.875
	0.043
	1.07



	15:00
	2312.77
	0.825
	2310.938
	0.063
	1.832



	16:00
	2312.908
	0.138
	2311.113
	0.175
	1.795



	17:00
	2313.048
	0.14
	2311.341
	0.228
	1.707



	18:00
	2313.141
	0.093
	2311.791
	0.45
	1.35



	19:00
	2313.547
	0.406
	2312.463
	0.672
	1.084



	20:00
	2317.101
	3.554
	2314.478
	2.015
	2.623



	21:00
	2318.66
	1.559
	2317.017
	2.539
	1.643
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Table 6. Data corrected via the ARIMA-based compensation method.
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	Time
	Accumulated Usage
	Interval Usage
	ARIMA Estimated
	ARIMA Interval
	Absolute Error





	12:00
	2311.134
	0.944
	2311.2877
	0.1537
	0.1537



	13:00
	2311.743
	0.609
	2312.3328
	0.5898
	0.5898



	14:00
	2311.945
	0.202
	2313.2851
	1.3401
	1.3401



	15:00
	2312.77
	0.825
	2314.1631
	1.3931
	1.3931



	16:00
	2312.908
	0.138
	2314.9699
	2.0619
	2.0619



	17:00
	2313.048
	0.14
	2315.7121
	2.6641
	2.6641



	18:00
	2313.141
	0.093
	2316.3946
	3.2536
	3.2536



	19:00
	2313.547
	0.406
	2317.0223
	3.4753
	3.4753



	20:00
	2317.101
	3.554
	2317.5995
	0.4985
	0.4985



	21:00
	2318.66
	1.559
	2318.1303
	0.5297
	0.5297
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Table 7. Experimental environment.






Table 7. Experimental environment.





	Device
	Model
	Spec





	OS
	Windows 10 64 bit
	-



	CPU
	Intel(R) Core(TM)i7-8500U@1.8 GHz
	-



	MEM
	-
	8 GB



	GPU
	Intel(R) UHD Graphics 620
	-
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Table 8. Data corrected based on the LSTM estimation.
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	Time
	Accumulated Usage
	Interval Usage
	LSTM Estimated
	LSTM Interval
	Absolute Error





	12:00
	2311.134
	0.944
	2311.219
	0.085
	0.085



	13:00
	2311.743
	0.609
	2312.3747
	0.6317
	0.6317



	14:00
	2311.945
	0.202
	2313.3628
	1.4178
	1.4178



	15:00
	2312.77
	0.825
	2313.9771
	1.2071
	1.2071



	16:00
	2312.908
	0.138
	2314.4305
	1.5225
	1.5225



	17:00
	2313.048
	0.14
	2314.8846
	1.8366
	1.8366



	18:00
	2313.141
	0.093
	2315.2946
	2.1536
	2.1536



	19:00
	2313.547
	0.406
	2315.6148
	2.0678
	2.0678



	20:00
	2317.101
	3.554
	2316.048
	1.053
	1.053



	21:00
	2318.66
	1.559
	2317.1243
	1.5357
	1.5357
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Table 9. Data corrected by applying the LSTM estimates and weights.
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	Time
	Accumulated Usage
	LSTM Estimated
	LSTM TermRate
	W.LSTM Usage
	W.LSTM Estimated
	Absolute Error





	11:00
	2310.19
	-
	-
	-
	-
	-



	12:00
	2311.134
	0.8943
	0.1079
	1.1299
	2311.3199
	0.1859



	13:00
	2311.743
	1.0049
	0.1212
	1.2697
	2312.5896
	0.8466



	14:00
	2311.945
	0.9078
	0.1095
	1.147
	2313.7365
	1.7915



	15:00
	2312.77
	0.5546
	0.0669
	0.7007
	2314.4372
	1.6672



	16:00
	2312.908
	0.4906
	0.0592
	0.6199
	2315.0571
	2.1491



	17:00
	2313.048
	0.2905
	0.035
	0.367
	2315.4241
	2.3761



	18:00
	2313.141
	0.2925
	0.0353
	0.3696
	2315.7937
	2.6527



	19:00
	2313.547
	0.3697
	0.0446
	0.4671
	2316.2608
	2.7138



	20:00
	2317.101
	0.4906
	0.0592
	0.6199
	2316.8807
	0.2203



	21:00
	2318.66
	1.1536
	0.1392
	1.4575
	2318.3382
	0.3218



	22:00
	2320.664
	1.8408
	0.2221
	2.3258
	2320.664
	0
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Table 10. Mean absolute error (MAE) for all customers.
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	Time
	Linear
	Similar
	ARIMA
	LSTM
	Weight LSTM





	12:00
	0.0932
	0.0976
	0.0781
	0.088
	0.105



	13:00
	0.1578
	0.1763
	0.1641
	0.1534
	0.1751



	14:00
	0.213
	0.2459
	0.2527
	0.2033
	0.2208



	15:00
	0.2578
	0.316
	0.343
	0.2422
	0.2494



	16:00
	0.2897
	0.3877
	0.4353
	0.2763
	0.2779



	17:00
	0.3112
	0.4685
	0.5431
	0.313
	0.292



	18:00
	0.3138
	0.5446
	0.673
	0.3597
	0.2867



	19:00
	0.2781
	0.6227
	0.8297
	0.4124
	0.2524



	20:00
	0.2042
	0.6869
	0.9971
	0.4597
	0.1877



	21:00
	0.1121
	0.7437
	1.1833
	0.5036
	0.1075



	SUM
	2.2309
	4.2899
	5.4994
	3.0116
	2.1545
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Table 11. Example of errors in data corrected using the LSTM estimation.
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	YMD
	Time
	Accumulated Usage
	LSTM Estimated
	Weight LSTM





	4/25
	12:00
	90,311.64
	90,311.213
	90,310.7109



	4/25
	13:00
	90,313.46
	90,312.7315
	90,311.7347



	4/25
	14:00
	90,314.31
	90,314.3932
	90,312.8699



	4/25
	15:00
	90,315.02
	90,315.9478
	90,313.8991



	4/25
	16:00
	90,315.76
	90,317.2015
	90,314.6807



	4/25
	17:00
	90,316.41
	90,318.2029
	90,315.266



	4/25
	18:00
	90,316.83
	90,319.1466
	90,315.7897



	4/25
	19:00
	90,317.24
	90,320.0283
	90,316.3056



	4/25
	20:00
	90,317.32
	90,320.8727
	90,316.8031



	4/25
	21:00
	90,317.49
	90,321.6765
	90,317.2351
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