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Abstract: According to the natural language perspective, UGC has been significantly used for the
screening of key nodes in knowledge discovery and strategic investment. This article presents a new
research framework that is proposed for the decomposition of UGC knowledge feature extraction
into topic recognition and language analysis, mainly. For visual analysis of associated topics, the
LDAvis approach is utilized. Then, risk features of UGC knowledge are assigned according to
language attribution. Based on previous studies, the risk attribute lexicon is further updated by
judging semantic distance through word vectors. This research uses platform data and individual
stock data as samples for subject recognition and knowledge feature extraction. A regression model
is constructed based on the panel data after natural language processing to verify the feedback effect
of the market at strategic risk measurement. It can be found from the conclusion that the change
in market behavior is regular and correlates with the change in the UGC risk degree of individual
stocks. The purpose of this paper is to examine the value of UGC in investment decision-making
from the perspective of knowledge discovery. The research content can provide a reference for data
mining, fintech, strategic risk monitoring, and other related works.

Keywords: UGC; natural language analysis; LDA topic model; knowledge features; market impact

1. Introduction

The development of the Internet has changed the way people learn knowledge. The
way news is produced has also become more inclusive [1,2]. A massive amount of User-
Generated Content (UGC) is the main way of content production for many social media
platforms [3,4]. The application of UGC in industrial practice involves many fields such as
economics, brand marketing, government management, and so on [5,6]. Under the strategic
investment background, to make decisions, investors look to public company news and
user-generated opinions. Therefore, discovering knowledgeable information from social
media user-generated content has been important to make effective strategic investments.

In the study of social learning and decision-making behavior, how to sufficiently
acquire knowledge and how to read the market’s feedback on such knowledge are of great
significance to the screening of nodes in technological exploration. With the development of
social media, the investor social network has rapidly become a channel for the dissemination
and exchange of investment knowledge. More targeted professional service platforms
have emerged. Among them, the emergence of Investor Based Social Network (IBSN) not
only enables independent investors to express their own investment opinions but also
enables financial researchers and analysts to collect a large number of investors’ ideas [7].
IBSN users include senior investors, financial experts, consultants, and other professionals,
as well as company employees or common shareholders. These users’ tacit knowledge
includes keen judgment on market orientation and company changes. Therefore, the
original analysis reports, reposts, and replies published by these users have an important
research value.
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However, UGC in finance is different from other areas. Firstly, UGC from the financial
industry includes not only public word of mouth about the company’s brand and products,
but also includes decisions shared by experienced investors. At the level of strategic
management, the requirements of UGC knowledge feature extraction need to be improved.
In addition to extracting effective features, more research should be done to evaluate
whether the contents contain high-risk or low-risk information. This requires an additional
identification of the risk attributes contained in the information content. Secondly, from
the UGC communication effect, some UGC content in investors’ social networks has a
strong communication effect, especially for listed companies with higher risks. Investors
are more inclined to pay attention to such content [8]. Therefore, this paper puts forward
the following research question:

Question 1: In investor social networks, what kinds of strategic references does
UGC provide for listed companies?

Question 2: How can we evaluate the market feedback on UGC knowledge features?
Based on previous studies, this paper puts forward a new research framework. The

framework is a systematic process of topic identification, risk assessment for knowledge
features, and market response to UGC. The main contribution of this paper is to transform
the unstructured content of UGC into structured content with a risk assessment label and
to test the effective feedback from the market by empirical study. The empirical conclusion
verifies the feedback effect of the market on the knowledge characteristics of UGC. This
also indicates that the market will be more affected by UGC in IBSN within the medium
(10 days) and short-term (5 days), depending on the types and the structures of UGC. This
research can provide a reference for data mining, fintech, securities investment, and other
related works.

2. Related Studies
2.1. User-Generated Content, UGC

With the development of text mining and natural language processing technology [9],
there are more advanced processing technologies for document language analysis. For
example, text clustering and topic model [10], etc. With the penetration of social media
in all walks of life, text analysis based on user-generated content has gradually attracted
the attention of scholars. Among them, the topic model method can better explain the
dependent variables, which is helpful to identify user portraits, user behaviors, and brand
characteristics. Therefore, the research on the modeling algorithm of user-generated content
has been widely used in both management science and social science [11,12]. The existing
research is based on media news, Weibo blogs, and online comments, which are processed
by natural language, and then combined with relevant theories, the user-generated con-
tent is tagged and analyzed, to better provide decision-making support services to the
government and users [8,13].

In order to highlight the research focus, the users involved in this article are mainly
investors and financial enthusiasts. The generated content of platform users is mainly
evaluation postings and comments from listed companies and financial markets. UGC
involved in this paper includes two types: long text UGC and short text UGC. Among them,
long texts are mainly investment analysis postings, while short texts are mainly stock talks.
Investment analysis postings, because of their long length (usually more than two pages)
and regular format (including title, abstract, objective statement, and accurate prediction
results) are also called original articles on the platform [14]. IBSN has high requirements for
investment analysis postings, and it must meet the rigor and readability standards before it
can be released. Such postings have to be reviewed by platform editors to determine their
professionalism and novelty. Stock talks are defined in this paper as comments made by
users on original content on social platforms, or personal opinions and posts published
in BBS forums of listed companies. Registered users can post Stock talks without editing
and auditing.
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2.2. Topic Modeling Analysis

Latent Dirichlet Allocation (LDA) was proposed by Blei in 2003 [10], which added
a layer of Dirichlet conjugate prior distribution based on the PLSI model [15]. In recent
years, some evolutionary models have emerged. For example, the LDAvis model has
been recognized in the improvement research of explaining the relationship between the
main topic and the sub-topic. The LDAvis improves the representation function of LDA
and uses phrases instead of words to represent a topic. Moreover, LDAvis also maps the
topic recognition results to a two-dimensional space based on a multidimensional scaling
algorithm and then reveals the relationship between topics and words [16]. In recent
years, the LDAvis model has shown high-quality thematic analysis results in the empirical
research of data mining [17]. So far, scholars have put forward rich usage scenarios and
corresponding optimization methods for LDA, which can be used for topic recognition of
user-generated content in different scenarios. For example, scholars have improved and
optimized the classical LDA topic model by using additional information such as corpus
optimization, time window sliding mode, and users’ social network as prior variables or
observation variables [18–20]. Combined with the embedding of potential new variables,
such as identity, emotion, psychology, and perception [13], the model is conditioned [21].
Generally speaking, the topic model is widely used in the research of unstructured data in
various fields. Therefore, based on the LDAvis and the optimized LDA model, this paper
analyzes the language of user-generated content in social networks based on investors.
Furthermore, it verifies the reliability of the algorithm results by combining the analysis of
empirical models and actual cases.

2.3. Knowledge Discovery and Knowledge Feature Measurement

Knowledge Discovery Databases (KDD) have become an important subject in modern
management science [22]. KDD is a complex process of identifying effective, potentially
useful and understandable patterns from data sets. The general KDD system framework
includes four steps: data preparation, data cleaning, data mining, and data verification.
At present, there are many kinds of KDD research, based on investors’ social networks,
studying user portraits, recommendation systems, cold start problems, and sales fore-
casts [7,13,23]. However, there are still many research areas to be explored in investor-based
social networks. For example, in the processing and application of unstructured texts, more
advanced technologies and novel research perspectives need to be used in investment
risk identification, portfolio recommendation, market public opinion early warning, and
enterprise strategic planning. From the usefulness of investment decisions, these studies are
the best way to further explore [8]. In particular, language analysis [12], which pays more
attention to the actual effect of natural language processing in the financial field, is increas-
ingly applied to the research of decision management and strategy execution. The research
of knowledge discovery in IBSN study is of great significance to strategic decisions and
investment decisions [24,25]. In listed companies, to avoid possible litigation risks in the
IPO process, the directors of the company will choose to disclose the risks and reorganize
information in narrative materials. IBSN users’ tacit knowledge includes keen judgment on
market orientation and company changes. Therefore, the knowledge discovery study of
the UGC of IBSN platform is more helpful to discover this tacit knowledge.

Prollochs et al. identified the topics of news and financial reports issued by listed
companies, and are further manually screened at 20 × 20 high-frequency words, aiming at
summarizing the topic names and combing the stems of risk attributes [12]. To ensure the
consistency and integrity of information processing, our research uses Prollochs and other
research results for reference, processes each document with natural language, further
assigns risk attributes to the processing results, and finally, automatic clusters feature
vectors through the topic model. The language analysis of UGC of investors’ social platform
is based on the acquisition of big data and natural language processing, and then deduces
the membership results of documents from the word attributes. Combined with the
judgment of the semantic distance of the topic model and word vectors, the UGC content
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and the stock price of listed companies are made into panel data; thus, realizing the
empirical analysis after the correlation between the risk attributes of listed companies
implied by UGC and the actual changes of stock prices.

3. Research Methods

One of the research purposes of this article is to verify that UGC contains certain
wisdom, which can get feedback from financial markets. Different from the operation
process of the classic KDD, this study framework pays more attention to the feedback
effect of the fluctuation of the excess return of the listed company’s stock price on the
fluctuation of the strategic risk evaluated in UGC content in data verification. As shown
in Figure 1, this framework includes three processes: UGC data acquisition and natural
language processing, LDA topic recognition and visualization, and language analysis and
empirical verification.
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Figure 1. Research frame diagram. Figure 1. Research frame diagram.

This research framework has some advantages: first, it provides an overall analysis
of the strategic position of the market; secondly, it provides a quantifiable measure of
the strategic risk features contained in the topic; and finally, the experimental results are
suggestive and can detect some subtle viewpoints and perceptions.
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3.1. UGC Data Collection and Natural Language Processing

In this process, we will extract key information and store it locally for future research.
See Section 4.1 The Data Source and Data Preprocessing for a detailed explanation of data
acquisition and data processing. Conventional processing of natural language includes
six steps:

Step 1: Exclude the following samples: articles, reviews, and posts from companies not
listed on the US stock market; samples with missing data on relevant variables; a sample of
non-English expressions.

Step 2: To the ambiguity of unstructured data, at the preprocessing stage the sample
was spell-checked to eliminate the content of spelling errors. A stopword list is also added,
the list contains numerical content, expression characters, and other characters. Anything
in the sample that is consistent with the list of stopwords will be eliminated.

Step 3: The reduction in some words omits no deeper meaning of the stop words.
Step 4: The quantification of lexical semantic relatedness has many applications in

NLP, and many different measures have been proposed [26]. All of them use WordNet as
their central resource [27]. A knowledge base in the form of WordNet’s lexical relations is
used to automatically locate training examples in a general text corpus [28]. In this article,
the title and abstract fields in the original analytical articles of UGC are extracted, and
WordNet is used as the semantic-oriented English Dictionary.

Step 5: Dictionary operation: Through Python natural language processing, “gensim”
is called to convert the document into vector mode according to the LDA model. The
document set in “gensim” is expressed in the form of corpora, which is essentially a two-
dimensional matrix format. In the actual operation, the number of words is very large (tens
of thousands or even 100,000), and the number of words in a document is limited, so it
will cause a great waste of memory using a traditional dense matrix. After a document is
partitioned into words, a dictionary is generated using “dictionary = corpora. Dictionary
(texts)”. The “save” function can then be used to persist the dictionary.

Step 6: Use the pickle tool to train the corpus and save the generated lexicon in
the document. Spacy is an industrial-level Python natural language processing tool [29].
Spacy makes extensive use of Cython to improve the performance of related modules, so
it has practical application value in the industry [30]. This article uses the functions of
word tokenize in spacy, including sentence breaking, stem extractions, and part-of-speech
tagging. The main goal is to restore English word forms so that they can be better used in
machine learning.

3.2. LDA Topic Recognition and Visualization

LDA describes a three-tier Bayesian network [31]. ϕk represents the polynomial
distribution of the kth topic on each word. ϑm represents the topic distribution of document
m. According to the topic zm,n, the vocabulary wm,n is obtained from its corresponding
distribution sampling. For document m, we can get the joint distribution of its whole
generation process:

p(wm, zm, ϑm, ϕ|α, β)

= ∏Nm
n=1 p(wm,n|ϕzm,n)p(zm,n|ϑm)p(ϑm|α)p(ϕ|β) (1)

The ultimate goal of the algorithm is to estimate the parameters, to obtain the topic
distribution of each document and the distribution between each topic and vocabulary.
To estimate ϕ and ϑ, we use Gibbs Sampling, that is to sample one component of joint
distribution at a time, and keep the other components unchanged.

ϕk,t =
n(t)

k + βt

∑V
t=1 n(t)

k + βt
(2)
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ϑm,k =
n(k)

m + αk

∑K
k=1 n(k)

m + αk

(3)

The number of potential topics is an important decision in topic modeling. In the aspect
of evaluating the effect of the topic model, perplexity and coherence are the two explanatory
evaluation indexes [32]. The coherence index is calculated by “model. coherence” function
in the Python NPL system. According to literature, the coherence index has a better
evaluation effect than the perplexity index [33]. The basic idea of the perplexity calculation
is to estimate the fitting degree of the test set corpus according to the distribution between
the topic and the words. The calculation formula is as follows:

P(W̃|M) = exp(−∑M
m=1 lgp(

→̃
wm̃|M)

∑M
m=1 Nm

) (4)

In Formula (4),

lgp(
→̃
wm̃|M) =

V

∑
t=1

n(t)
m̃ lg

(
K

∑
k=1

ϕk,t · ϑm̃,k

)
(5)

The lower the value of the perplexity degree, the better the effect of LDA, and the better
the topic distribution model fit the training set data. However, the perplexity index cannot
visually compare the results of multiple topics. To solve this problem, evaluation methods
such as LDAvis, color visualization, and topic content distribution map can provide a visual
comparison of topics [34]. In order to show the topic distribution and word distribution,
this section chooses LDAvis as the tool for topic visualization.

A reliable and readable topic model should distinguish different topics as clearly
as possible. The LDAvis is a visualization tool for the dynamic clustering relationship
of LDA model results [34]. The main parameters involved in this method include topic
distance, topic meaning, and topic number. Topic distance refers to the semantic distance
between topics on the topic model. This definition can effectively distinguish different
topics and represents the description of the “document-topic” relationship with the original
data. Secondly, thematic meaning refers to the validity of each thematic meaning in
the thematic model, and it is a description of the relationship between “subject words”.
Generally speaking, nouns can better describe the thematic meaning than verb words, and
specific words can better describe the thematic meaning than general words. Therefore, the
differences in vocabulary related to each topic in the model represent the overall meaning
of subtopics. Generally speaking, the advantage of the visualization method is that you
can see the amount of data contained in each topic, the degree of correlation between
topics, and the keywords of each topic. Therefore, the visualization results can explain
an observation phenomenon more intuitively. However, visualization tools also have
shortcomings, that is, they can’t evaluate the topic classification and extract features from
the numerical point of view. Therefore, based on the second stage of research, this study
will further develop the third stage of the financial risk language evaluation model, solve
the quantitative problem of subject feature extraction, and provide a measurement basis for
the follow-up empirical test.

3.3. Language Analysis and Empirical Verification

The third step is language analysis and the empirical effect test. Language analysis
measures the usage of terms with different risk dimensions, and mainly adopts a rule-based
method to calculate the frequency of corresponding terms according to a predetermined
word list [35]. Thus, obtaining a method with high computational efficiency, less super-
vision, and strong explanatory power. This method is reliable and robust, so it is usually
used to mine text data from accounting data.

Rd =
number o f risk words
total number o f words

(6)
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Rd represents the risk polarity of a document. In this research, we measure the risk
characteristics of each document. In addition to the Formula (6), Rd can also be calculated
by weight. In this paper, the two results are compared with the experimental results. The
results show that the results calculated by the Formula (6) are more relevant to the market
and can be reflected by the stock market. In addition, only a few words are marked as risk-
related expressions for some documents, leading Rd closer to zero. Therefore, for this kind
of document, follow the principle of standardization, and standardize the corresponding
scores to zero mean and standard deviation of 1, to make a better comparison.

Based on previous research results, 176 root words representing risks were obtained.
For sample-based machine learning, this study tries to find out more words representing
risks based on these 176 root words by the machine learning method of word vector
distance [12]. The method comprises three specific steps: step one, extracting the roots of
new words output after machine learning, and sorting them out as new investors’ social
platform users to generate a content risk attribute root dictionary. The second step is to
sort out these roots, check them manually and analyze them by experts, eliminate spoken
language, slang, month, numbers, non-risk words, and so on, and then re-output the results.
The third step, as shown in Appendix A Figure A1, is to get the final risk root dictionary,
which is suitable for this study, after removing the repeated values within and between
groups. To test the practical significance of this research, in the third step, we will also
observe the influence of feature extraction results on stock price changes in different time
windows through empirical analysis. See Section 5 Stock Market Impact for the regression
model and the empirical results.

4. Empirical Research
4.1. The Data Source and Data Preprocessing

Based on the research objective, this paper takes Seeking Alpha (hereinafter referred
to as SA, http://seekingalpha.com, accessed on 12 February 2020) as the data source. Web
crawler is used to obtain reliable data from the SA website, and the data from July 2018
to December 2018 are selected as samples. SA is an investment research website based
on freelance writers discussing financial markets’ movements and sharing investment
experiences. There are three main rentals for investors to express their opinions. First, users
can submit investment analysis postings to SA, as shown in Appendix A Figure A2a. In
the following paragraph, we use the UGC Article as the measurement variable of user-
generated investment analysis postings. The contents of the investment analysis postings
mainly include title, company, summary, analysis results, and user information. In the
following paragraph, we use the UGC Article Title as the measurement variable of user-
generated investment analysis postings titles, and use the UGC Article Summary as the
measurement variable of user-generated investment analysis postings summaries. Anyone
can post on the SA, but it takes one day to review the user-generated investment analysis
postings. In the IBSN platform, registered users can comment on the other users’ postings
or discuss freely in the Stock Talk Forum, as shown in Appendix A Figure A2b. Stock talks
have the advantages of timeliness, but their disadvantages are loud noise and insufficient
rigor [36]. Due to the different posting habits of users, some incomplete expressions often
appear in talks. However, IBSNs usually automatically tag related company names and
user investment behaviors to stock talks. In the following paragraph, we use UGC Stock
Talk as the measurement variable of user-generated stock talks. Matching tags and stock
talks can be helpful to classify incomplete expressions and improving the readability and
credibility of NLP results.

Financial data comes from Wharton Research Data Services (WRDS) platform, which
integrates Compustat, CRSP, TFN (THOMSON), TAQ and other famous database products.
WRDS platform is the leading business intelligence, data analytics, and research platform
to global institutions. This article downloads the stock index and the relevant financial
data of listed companies from the WRDS-CRSP database [1]. The research sample covers 2,

http://seekingalpha.com
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996 listed companies, 10, 386 UGC Articles, and 125, 247 UGC Stock Talks before data
cleaning and data standardization.

According to the process of step 1, step 2 and step 3 in Section 3.1 UGC data collection
and natural language processing, the result is 22, 192 observations. The corpus used covers
2, 996 different companies operating in a wide range of industries. For original articles,
the average length per article has 1, 897 words. To eliminate the effect of extreme values,
Winsorize adjustments are made for all continuous variables at the 1% and 99% quantiles.

4.2. Topic Identification

Selecting the number of topics to be identified is the most important task in the
number of topics output algorithms. According to the content described in Section 3.2
Formulas (4) and (5), perplexity and coherence are used to select the number of topics.
Coherence was used to calculate the coherence index.

According to the results in Figure 2, it can be seen that: (1) As the number of topics
increases, the degree of confusion of title summaries and stock talks gradually decreases.
The confounding degree of the summary is the highest, while the confounding degree of
the UGC Article Title and the UGC Stock Talk is lower than that of the UGC Stock Summary,
and the confounding degree of the latter two is similar. (2) The topic coherence of the
UGC Stock Talk gradually becomes stable after reaching the optimal level, while the topic
coherence of the UGC Article Title gradually becomes stable after reaching the optimal
level. However, the coherence of the UGC Stock Summary consistently decreases after
reaching the optimal level. Therefore, from the perspective of coherence, the coherence of
the UGC Stock Summary is relatively low. (3) The UGC Article Title content reached the
maximum from K = 20 to K = 25 and showed a declining trend and gradually stabilized.
The content of the UGC Stock Talk reached the maximum from K = 10 to K = 15 and showed
a declining trend and gradually stabilized. Combined with Figure 2 and the explanation
of the perplexity and coherence index in Section 3.2, the results support the establishment
of the optimal number of topics extracted for the UGC Article Title and the UGC Stock
Talk. In the following sections, we will focus on the empirical results of these two types
of content.

The above results can also be verified through a topic visualization tool. Set the
number of topics K to 20, β to 0.01, then run LDAvis and get the results in Figure 3. The
size of each circle represents the number of corpuses related to the topic in all corpus. If the
topic nodes are distributed intensively and there are many overlapping parts, it means that
the topic similarity is high and the output quantity needs to be adjusted. In the contrast
between Figure 3a,b, there is a more uniform distribution of the topic of the UGC Article
Title, and the topic of the overlap is less. That is because the UGC Article Title is a refined
expression of the key information of the document, with a short length and strong referent.
In the contrast between Figure 3a,c, there are large areas of overlap in Figure 3c between
topics 14 and 20, topics 8 and 10, topics 3 and 16, topics 5 and 11. The number of stock talks
topics should be adjusted to reduce the output quantity. Appendix A Figure A3 shows the
visualization result of the UGC Stock Talk when the number of topics is set to 13. At this
time, the distribution of topic nodes is uniform and the overlap part is less.

Based on the above evaluation results of the number of topics, in the following sections,
we will focus on the empirical results of the UGC Article Title and the UGC Stock Talk. To
ensure the reliability and rigor of the results, we check the output topics and keywords
in the form of a manual review. The review process is divided into two steps. First,
two graduate students majoring in finance are invited to check the consistency between
keywords and subject content. Secondly, five financial experts are invited to name and
grade the subject.
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From the results, we choose the one with a higher score as the name of the topic. So
far, topic extraction results include 20 topics from the UGC Article Title and 13 topics from
the UGC Stock Talk.
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4.3. Topic Extraction Results

Tables 1 and 2, respectively, display the topic names, keywords, and company names
with a high frequency under each topic. Due to the limitation of table length, the keywords
listed in Table 1 are used to reflect the top six words with the highest weight distribution of
the words, and the keywords listed in Table 2 represent the top ten words with the highest
weight distribution of the stock talk words.
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Table 1. Topic Extractions for UGC Article Title.

Topic Name Topic% Keyword Stems Risk
Assessment

High Frequency
Company

1 Financial attractive 5.8 finance, attract, cheap, mine, exposure, bioscience 0.004890 Microsoft, Tencent
2 Therapeutics report 4.5 therapeutic, Boeing, drive, podcast, airline, Airbus 0.002189 Boeing
3 Earnings 5 earn, analyze, Amazon, promos, approve, valuat 0.000044 Amazon, McMoran
4 Undervalued company 5.1 undervalue, busy, develop, revenue, growth, lithium 0.041475 AstraZeneca
5 Tesla model 4.7 Tesla, China, electro, central, expect, model 0.000049 Tesla
6 Share price 5.5 price, share, target, catalyst, selloff, solar 0.000660 Starbucks
7 Trade 5.3 group, trade, Micron, solid, quarter, wrong 0.065879 Micron
8 Biotech-Pharma 5 pharma, posit, dividend, ready, Abbvie, biotech 0.000046 Abbvie, Netflix
9 Health industry 4.4 industry, pharmaceut, global, better, start, health 0.008343 Intel
10 China and America 5.1 update, future, money, resources, America, Chinese 0.010947 Progenics
11 Technology growth 5.3 potent, growth, technology, history, partner, remain 0.019210 Merck
12 Holding capital 4.8 upside, ahead, hold, copied, return, term 0.005370 Vertex
13 Investment opportunity 6.8 opportune, value, buy, offer, trade, point 0.001507
14 Energy growth in China 4 energy, review, growth, reward, China, rais 0.000059
15 International healthcare sales 4.8 invest, reason, sale, intern, Alibaba, science 0.003980 Alibaba, Gilead
16 Strong brand 6 strong, Facebook, result, brand, growth, Chespeake 0.000035 Facebook, Chespeake
17 Portfolio 4.8 portfolio, posit, growth, acquit, medic, become 0.006085 Pinduoduo
18 Forecast 4.7 continue, short, look, higher, product, pipeline 0.000230
19 Biotech-Tech 4.8 Apple, biotech, great, thing, investor, grow 0.000094 Apple
20 Legal issue 3.6 momentum, Nvidia, profit, Sonos, weak, expands 0.006453 Nvidia, Sonos

Table 2. Statistical Table of Topic Information of UGC Stock Talk.

Topic Name Topic% Keyword Stems Risk
Assessment

1 Cancer immunotherapy 4.0 immune, cancer, kill, milestone, buyout, index, Canadian, ship, mutual, agreement 0.012008
2 Bitcoin investment 9.5 right, value, investor, shareholder, bitcoin, board, portfolio, market, current, crypto 0.004822
3 Video technology 4.7 video, high, technic, signal, Youtube, close, target, report, California, potenti 0.001796
4 Earnings & Dividends 7.5 earn, dividend, yield, growth, buy, estimate, expect, equity, bottom, winner 0.007154
5 Stock price movement 15.5 share, price, market, go, posit, short, trade, increase, rais, higher 0.017160
6 Technology announcement 13.1 busy, system, Saudi, technology, industry, problem, base, announces, potency, project 0.019387
7 Stock consultant analysis 5.3 analysis, stock consult, watches, support, breakout, bound, bullish, strong, rang, stat 0.000011
8 Oil stocks under natural environment 6.3 expect, price, bullish, crude, forecast, analyst, storm, product, bearish, hurricane 0.019863
9 Brand contribution 3.1 income, swingstocktrad, figure, update, user, really, brand, risk, Germany, selloff 0.010922
10 Financial derivatives 5.5 trade, shareplann, report, swing, strategi, call, option, video, finance, good 0.002698
11 Social media market opportunity 5.5 revenue, video, Facebook, margin, study, Twitter, anyone, sale, friend, guidance 0.000025
12 China-U.S. trade tariffs 12.2 China, heisenbergreport, Trump, market, trade, tariff, economy, interest, rate, break 0.022065
13 The algorithm-based stock trading pattern 7.9 level, trade, market, chart, profit, start, move, earn, growth, pattern 0.009371



Information 2022, 13, 454 12 of 19

According to Table 1, the distribution of 20 UGC Article Title topics is relatively
uniform, and the proportion of each topic is relatively close. Due to the rigorous and
professional requirements of the UGC investment analysis postings, most topics involve at
least one listed company name with high frequency. Company names usually appear in
the form of company abbreviations, which makes it possible to identify companies’ nodes
in natural language processing. For example, AstraZeneca is the company name with the
highest frequency under the fourth topic (Undervalued Company). The contents listed in
the last column of the table are the top two company names with the highest frequency in
each topic.

According to Table 2, the distribution of 13 UGC Stock Talk topics shows a high and
low trend based on their proportion distributions. For example, top three topics with the
highest distribution are #5 Stock price movement topic, #6 Technology announcement topic,
and #12 China-U.S. trade tariffs topic. Different from the UGC Article Title, the frequency
rate of company names in stock talks is lower than other keywords, so the names of listed
companies are not shown in Table 2.

By comparing Tables 1 and 2, three aspects can be discovered as follows.
(1) Topic proportion distribution difference. Generally, investment analysis postings

have length requirements and the posting format is strictly required. Such postings look
more like analytical articles, too long or too short will be rejected. The postings should
not be too oral and should meet a certain professional writing level and financial analysis
ability. Users must agree to the disclosure standards and the editing services. Platform
editors will not revise users’ ideas, but will polish the titles, abstracts, and texts. Comparing
the investment analysis postings, there are no format requirements for the stock talks.
Repeated words and expressions often appear in such talks.

(2) Topic issue difference. The topics of the UGC Stock Talk reflect the hot issues that
ordinary users are concerned about. The stock talk contents are more specific and more
direct. In contrast, the topics of the UGC Article Title reflect the strategic issues that the
whole stock market is concerned about. The investment analysis posting contents are more
macro and more comprehensive.

(3) Keyword stem difference. This article uses the functions of word tokenize in spacy,
including stem extractions and part-of-speech tagging. Therefore, keywords in Tables 1
and 2 are presented in the form of stems. In Table 1, many high-frequency stems, such
as “portfolio”, “growth”, and “invest”, appear in multiple topics at the same time. These
keyword stems show that the style of the article conforms to the professionalism in the field
of strategic management and the concise expression of the UGC Article Title. In Table 2,
there are fewer repeated keywords in the UGC Stock Talk topics. It is not difficult to find
that there are more oral expression stems under the UGC Stock Talk keywords, such as
bullish, bounce, bearish, stats, etc., which can reflect the “talk” attribute of the forum.

4.4. Language Analysis Results

As for the risk assessment of each topic, the risk rating range is [0, 1]. The closer the
rating result is to 1, the higher the risk knowledge expressed by this topic; the closer the
rating result is to 0, the lower the risk knowledge expressed by this topic, or the higher the
knowledge level of market optimism.

Based on the output results of the topic model, the risk weights of keywords in each
topic are calculated. The calculated results are used as the risk assessment values for each
topic. For example, in Table 1, #4 Undervalued Company topic has a high risk among the
20 UGC Article Title topics. In its thematic sense, Undervalued Company expresses that
the share prices of above-market companies are below their intrinsic value, that is, they
are undervalued. Therefore, from the perspective of strategy management, the problem of
stock price deviation from value belongs to a high-risk feature.

As mentioned in Chapter 1 Introduction, UGC in finance is different from other areas.
UGC from the financial industry can also reflect the public word of mouth about the brand
and products. For example, the risk rating of the 16th topic (Strong brand) in Table 1 is
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shown as the low-risk topic among the 20 UGC Article Title topics. In the thematic sense,
this topic expresses the strength and advantages of the brand. In general, brand strength
advantage directly represents consumers’ trust in the brand or company, and investors
choose an optimistic attitude towards the listed companies with strong brands. Therefore,
brand strength advantage belongs to a low-risk feature.

After transforming the unstructured content of UGC into structured content, language
analysis assigns risk assessment value to each topic. Next, to answer Question 2—(How
can we evaluate the market feedback on UGC knowledge features?), further regressions
will be needed for empirical tests on the basis of panel data.

5. Stock Market Impact
5.1. Market Feedback on Risk Attributes in UGC Knowledge Features

We use this section to discover the market feedback on UGC knowledge. Based on the
results of Tables 2 and 3, we transform the language features of UGC unstructured data
into structured data and merge them with the companies’ financial data to form panel data.
The basic idea of the regression model is to compare the change rule of the fluctuation of
stock returns before and after the release date of UGC. The change rule will be helpful to
discover the strategic risks of listed companies and to provide a reference for investors’
decision-making.

Table 3. Impact of the UGC Article Title knowledge features on Stock Price.

Dependent Variable

(AReti,t+10) (AReti,t+5) (AReti,t+3) (AReti,t+2) (AReti,t+1)
Coeff. t Coeff. t Coeff. t Coeff. t Coeff. t

Constant −0.005 ** −3.31 −0.005 *** −2.61 0.002 0.88 0.001 0.36 −0.005 ** −2.34
UGCArticle_ki,t −0.217 ** −2.37 −0.109 −0.43 −0.165 −0.66 −0.294 −1.08 −0.258 −0.95

MONTH Yes Yes Yes Yes Yes

Observations 4376 4376 4376 4376 4376

R2 0.003 0.003 0.0002 0.0003 0.003
Adjusted R2 0.002 0.002 −0.0003 −0.0002 0.003

Res. Std. Error
0.048 0.056 0.055 0.059 0.059(df = 21,961)

F statistic
6.167 *** 5.665 *** 0.356 0.582 6.946 ***(df = 8; 21,961)

Note: ** p < 0.05; *** p < 0.01.

According to the literature, Abnormal Return is used to measure stock return [37,38].
In this article, the short-term and medium-term stock market influence within ten days is
considered, so the window period is 1 to 10 trading days after the document is released.

By establishing a simple regression model, this paper tests the response of the stock
market to subject knowledge. AReti,t indicates the stock price excess return of company
i on the day of the event. AReti,t+j indicates the stock price excess return after the event
j trading days (j = 1, 2, 3, 5, 10). UGCArticle_ki,t represents the mean value of risk knowl-
edge characteristics expressed by all article titles of company i on tth day. UGCTalk_ki,t
represents the mean value of risk knowledge characteristics expressed by all forum dis-
cussion posts of company i on tth day. The feature values are calculated according to the
product of the weight of the topic to which each document belongs and the risk value of
the topic. Month is the virtual variable and εi,t is the residual term. The regression model is
shown below, and the regression results are shown in Tables 3 and 4.

AReti,t+j = α0 + α1UGCArticle_ki,t + α2Month + εi,t (7)

AReti,t+j = β0 + β1UGCTalk_ki,t + β2Month + εi,t (8)
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Table 4. Impact of the UGC Stock Talk knowledge features on Stock Price.

Dependent Variable

(AReti,t+10) (AReti,t+5) (AReti,t+3) (AReti,t+2) (AReti,t+1)
Coeff. t Coeff. t Coeff. t Coeff. t Coeff. t

Constant 0.002 0.94 0.002 0.72 0.004 1.59 0.0004 0.16 0.002 0.63
UGCTalk_ki,t −0.810 *** −3.28 −0.781 *** −3.25 −0.660 *** −2.78 −0.336 −1.42 −0.323 −1.28

MONTH Yes Yes Yes Yes Yes

Observations 4881 4881 4881 4881 4881

R2 0.002 0.002 0.002 0.001 0.0004
Adjusted R2 0.002 0.002 0.001 0.0001 −0.00004

Res. Std. Error
0.071 0.069 0.068 0.068 0.072(df = 21,961)

F statistic
5.377 *** 5.899 *** 3.963 *** 1.327 0.909(df = 8; 21,961)

Note: *** p < 0.01.

The results in Table 3 show that the knowledge characteristics of the UGC Article
Title have an impact on the stock market products on the 10th day after the publication
of the article. The t-value is −2.37, which has a significant impact on the results, and
the correlation coefficient is −0.217, indicating that the risk characteristic strength of the
UGC Article Title will restrict the stock excess return. The analysis shows that the main
reason is that risk knowledge represents investment risk, and investors should be careful
to choose the company’s stock investment in the future. Therefore, from the perspective of
the impact of investment risk on stock price, the characteristics of risk knowledge will lead
to the reduction in excess return or even negative value. Table 4 shows that the knowledge
characteristics of the UGC Stock Talk began to have an impact on the stock market on the
third day after the post was published. On the 10th day after the publication, the effect was
significant, the t value was −3.28, and the correlation coefficient was −0.8910, indicating
that the risk characteristics of the UGC Stock Talk had a stronger restriction on the stock
excess return 10 days after the posting. The main reason for the analysis is that the content
released by the stock talk forum does not need to be reviewed, so it has strong timeliness
and can have an impact in a short time. With the increase in the number of comments
and the heat of discussion, the degree of influence will be strengthened. By comparing the
influence of the UGC Article Title and knowledge characteristics of the UGC Stock Talk on
stock price, there are several findings:

UGC is not only a leading indicator of stock market performance [39]. UGC knowledge
features can have a significant impact on the stock market [40]. It further proves the
effectiveness of extracting UGC knowledge features from the perspective of investment
risk. The risk knowledge characteristics of UGC have a negative impact on the stock price
excess return, that is, the stronger the investment risk knowledge expressed by UGC, the
lower the stock price excess return. The UGC risk knowledge spreads rapidly, which has
an impact on the stock market within 10 trading days after the event is released. Among
them, the knowledge characteristics of the UGC Stock Talk have a faster impact on stock
prices than the knowledge characteristics of the UGC Article Title and have a significant
impact three days after publication. This is consistent with the timeliness and freedom of
posting in forums.

5.2. Enlightenment

From the empirical results, it is not difficult to find the most concerned listed compa-
nies in IBSN platforms and the related content. From the perspective of scientific research,
the research framework of this paper can help management researchers, investors and
financial enthusiasts to quickly discover the public opinion voices and hot spots of investors.
Secondly, from the perspective of strategic management and investment management, this
research finds out the discussion contents closely related to the strategic planning, product
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release, global sales, market forecast, and international situation of listed companies. These
contents have a certain causal relationship with the stock price changes of listed companies
in the short-term window through quantitative indicators of risk characteristics. Therefore,
the research results can be used to predict the short-term changes of stock prices in the
market, and can also be used to understand the short-term strategy implementation of
listed companies. The research significance of this paper is to provide a reference for
company managers, investment decision makers, and platform operators. Especially for
listed companies with high-risk features, it is suggested that the enterprise management
should actively respond to the problems in the market, adjust the strategic deployment in
time, and respond positively with the help of social media to protect the image of investors
and companies.

6. Conclusions

The main contribution of this paper is to transform the unstructured content of UGC
into structured content with a risk assessment label and to test the effective feedback from
the market by empirical study. In this paper, a research framework based on the LDA
model and knowledge characteristics is presented. LDAvis is used to visualize analyses of
related topics, knowledge is identified according to the risk characteristics of empowering
topics in documents, and an empirical analysis based on social networks is made using the
stock market as an example.

The main conclusions of the article include the following four points:
(1) Topics commented by UGC mostly reflect the hot issues concerned by ordi-

nary users.
(2) The UGC investment analysis postings (or the UGC Article Title) are more profes-

sional, and the UGC stock talks in the forum are more colloquial.
(3) Different UGC types lead to differences in topic recognition, language styles, and

knowledge characteristics. Therefore, subject identification and language analysis should
be conducted separately.

(4) The effect of market feedback on UGC risk assessment knowledge features, which
are measured by language analysis, is significantly different. The stronger the expressed
risk characteristics, the lower the excess return of stock price. The empirical results show
that due to the timeliness of stock talks, the market responds faster to the UGC Stock Talk.

However, there are still some shortcomings in the research process: first, there is a
lack of retrospective thinking about the purpose of analysis reports in natural language
processing. Second, the algorithm of the topic model lacks in-depth optimization. Therefore,
the algorithm optimization of the theme model based on UGC generated by investors’
social platforms will become a continuous research direction. At the same time, we will
also explore more subject knowledge systems and application scenarios, and expand the
principles of scientific management and enterprise intelligence.
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