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Abstract: News dissemination in social media causes fluctuations in financial markets. (Scope) Recent
advanced methods in deep learning-based natural language processing have shown promising results
in financial market analysis. However, understanding how to leverage large amounts of textual data
alongside financial market information is important for the investors’ behavior analysis. In this study,
we review over 150 publications in the field of behavioral finance that jointly investigated natural
language processing (NLP) approaches and a market data analysis for financial decision support.
This work differs from other reviews by focusing on applied publications in computer science
and artificial intelligence that contributed to a heterogeneous information fusion for the investors’
behavior analysis. (Goal) We study various text representation methods, sentiment analysis, and
information retrieval methods from heterogeneous data sources. (Findings) We present current and
future research directions in text mining and deep learning for correlation analysis, forecasting, and
recommendation systems in financial markets, such as stocks, cryptocurrencies, and Forex (Foreign
Exchange Market).

Keywords: text mining; sentiment analysis; financial market prediction; big data analytics; news;
social media

1. Introduction

The efficient market hypothesis [1], introduced by Fama in 1965, showed that finan-
cial time series are influenced by the information available to investors. This motivated
behavioral economics [1,2], which studies the psychological behavior of investors and the
role of social, cultural, and emotional factors in their decision making to justify market
anomalies [3]. Most investors are influenced by news of political, economic, social, or emo-
tional events that are posted on social media. Thus, information on web newsgroups, social
networks, and stock chat boards are examples of important sources of information that can
be used toward better business decision making. In the past decades, the field of behavioral
economics was motivated by technical analysis, and a great deal of research was conducted
recently through the fundamental analysis of unstructured textual data using embedding
techniques [4–6].

In a technical analysis, indices such as World Bank reports on the GDP, analyzed by
human experts, and also the technical analysis of market indicators are used [7–9], while in
a fundamental analysis, text mining methods are applied to identify important events that
influence investors and cause market fluctuations. To understand fundamental subjects
that affect the market, one needs to represent text according to the contextual information in
a document as well as the proximity of the information in news streams that report various
aspects of events; however, most works that were published before 2006 only analyzed the
market response to simple parameters, such as news counts. In this survey, we study meth-
ods for identifying the contextual information published in social media related to financial
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markets. Text mining techniques, such as a sentiment analysis [10–13], part of speech tag-
ging (POS) [14,15], text representation, such as transformer-based word embedding [16–22],
and machine learning techniques [23–31], have been used in this area after 2006. Recently,
researchers have focused on using deep learning-based natural language processing (NLP),
such as Bidirectional Encoder Representations from Transformer (BERT) [18,21,32–34] or
seq2seq architecture with an attention mechanism [20,35–38], to structure textual web
data. BERT-contextualized word embedding, announced by Google in 2018, is used as
a word sense disambiguation technique for summarizing and selecting important news
for investors’ behavior analysis [21,25]. Recent works have investigated the use of an
attention mechanism in a deep encoder–decoder network that applies transfer learning
from pre-trained models or calculating the impact of each news feed as well as assigning
heavy weights for important time intervals in a time series [19,39,40]. Other recent research
is on the implementation of graph embedding and knowledge graph mining with deep
learning-based predictive models [20,24,41–43].

We study the literature that was published in the intersection of behavioral economics
and the NLP field and analyzed various data, such as market indicators and textual sources.
We review the ways of structuring text and the retrieval of attractive patterns that are
extracted from unstructured text or market time-series data using deep feature fusion
strategies and machine learning approaches. Figure 1 depicts our survey organization. We
review the usage of the text-structuring approach from Bag of Words (BoW) as a traditional
text representation method to contextualize transformer-based text representation in a
deep neural network. We then study the sentiment analysis, graph mining, and deep
feature fusion methods for information retrieval. Finally, we explore studies that present
new ways in one of the three areas of forecasting models, investor behavior analysis
techniques, or trading strategy recommendation systems that jointly use financial data and
media information.

Figure 1. Organization of our review process.

Most of the reviewed works survey fundamental or technical analysis methods [44–48].
We review the literature that processed various heterogeneous data sources for financial
decision support by exploring prestigious journals and top-rank conferences to find repre-
sentative works during the past 13 years that cover the intersection of fundamental and
technical analysis approaches. A distinctive aspect of our review is covering the literature
from three mainstream viewpoints, including predictive models, correlation analysis meth-
ods, and recommendations for trading strategies. Another aspect of our work is studying
big data challenges, such as the veracity of textual information and the impact of fake news
on the stock market or the valence of groups of investor’s behavior, and introducing tools
for the huge amount of real-time data storage and processing.
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Previous review papers, such as [44,47], present some hypotheses and earlier efforts
in the domain. Compared to Li et al. [45], published in 2017, we include other aspects,
such as covering the recent deep learning-based NLP approaches. Unlike [46,49], we not
only cover a sentiment analysis but also other information retrieval approaches from the
text. Compared to [48,50–52], we only focus on interactions between web media and the
stock market. The authors in [53,54] review the literature from an information science
perspective, while we review the technical characteristics of predictive models or trading
strategy recommendations methods.

Our main contributions in this survey are as follows:

• We provide state-of-the-art use cases of fundamental analysis studies in financial
market prediction, trading strategy recommendation, and correlation analysis, which
distinguishes this study from the existing surveys.

• We systematically review the structuring heterogeneous data sources, such as knowl-
edge graph mining or tensor decomposition techniques, and discuss the lag analysis
or significance indication methods, which are often neglected in other surveys.

• We organize our review into four main categories of heterogeneous data sources, text
structuring, analysis of information, and knowledge discovery methods.

• We present the future research directions in all of these categories.
• We discuss various big data aspects, such as variety, veracity, volume, valence, and ve-

locity, as well as the tools and challenges in this field.

Outline: In Section 2, we discuss the background concepts and overview of the research
methodology. Section 3 describes the review organization. Section 4 presents the big data,
tools, and challenges. Section 5 presents the future directions of the research, and the
conclusion is presented in Section 6.

2. Background and Methodology

In this section, we first explain our review methodology for selecting the studied
resources and then present the motivation from the three viewpoints of information sources,
textual representation, and financial predictive models.

2.1. Methodology

Figure 2 depicts the distribution of published papers in terms of years and text rep-
resentation approaches that they investigated. The growing number of papers in recent
years shows the importance of applied studies in the intersection of behavioral finance and
artificial intelligence. This figure clearly shows the investigation of text mining methods
after 2006 in the reviewed literature and the increasing number of embedding techniques
used in the literature over the past two years. We explore papers published in prestigious
journals and conferences by searching for keywords such as “financial market prediction”,
“financial sentiment analysis”, “news text mining”. We select papers that contribute to
the intersection of behavioral finance and financial newsgroups and social media analy-
sis. Table 1 depicts the most cited related works published in journals and conferences.
The citation statistics were extracted from Google Scholar as of 10 September 2022. Most
journals do not have commercial or advertiser relationships, while some conferences are
sponsored by financial companies and stakeholders. The Expert Systems and Applications,
with 14 publications, has the greatest number of related publications among other sources,
and the Association for Computational Linguistics (ACL) conference with 4 publications has
the most papers among other conferences. Bollen et al. [55], who proposed stock market
mood estimation, from Twitter, have the most cited work since 2010.
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Figure 2. Distribution of reviewed works based on the text representation methods.

Table 1. Information sources in terms of citations.

Source Papers No. of Papers Citation

Journal of Finance [56–58] 3 6137

Journal of Computational Science [55] 1 2801

Expert Systems with Applications [9,22,47,48,52,59–66] 14 1229

Decision Support Systems [24,67–74] 9 785

Information Processing & Management [28,75–78] 5 406

Knowledge-Based Systems [12,23,79–82] 7 162

Neurocomputing [17,83–85] 4 158

The Journal of Finance and Data Science [86,87] 2 111

International Review of Financial Analysis [3,88] 2 100

International Journal of Data Science and Analytic [50,51,89,90] 4 28

Neural Computing and Applications [13,91,92] 3 99

Applied Soft Computing [20,93,94] 2 77

Physica A: Statistical Mechanics and its Applications [95,96] 3 50

IEEE Transactions [45,97,98] 3 45

AAAI Conference on Artificial Intelligence [99,100] 2 1080

Empirical Methods in Natural Language Processing (EMNLP) [101,102] 2 320

Association for Computational Linguistics (ACL) [21,25,103,104] 4 232

2.2. Information Sources

Applied studies that we reviewed in this work mainly used various information
sources, including market- and media-based sources. Figure 3 depicts the distribution of
market based on corresponding countries. Refs. [10,88,91,105] examined the predictability of
US stock market, including Dow Jones, NYSE, and S&P 500 stocks. Refs. [15,21,60,95,96,106]
have studied the predictability of the Foreign Stock Exchange (Forex) and cryptocurrencies
market, where a currency is traded based on the ratio of two currency pairs, such as the
EUR/USD, UDS/JPY, or BTC/USD. News [13,86,89,107]; social network data, such as
Twitter [55,108,109], Stocktweet [88,108,110], or Sina Weibo [111]; as well as trends in search
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engines [95,112]; referring to Wikipedia page statistics [59]; and online reviews of customers
about firm’s products [113] are the types of media-based sources available to investors.

Figure 3. Distribution of reviewed works with respect to the analyzed market. Stock markets are
mentioned with country names.

Thomson Reuters and Bloomberg newsgroup are the mainstream news resources in
this category; however, it is a basic challenge to utilize relevant texts to the target market be-
cause of redundancy and noise in the associated texts. Most of the review papers have manu-
ally selected the target market-related news based on manually predefined rules [15,60,114];
however, there are some researchers that proposed a method for selecting the stock-related
news, including summarizing the news, measuring the news information gain analysis,
and knowledge graph techniques [21,39,67,115]. Farimani et al. [12,16] explored 12 special-
ized newsgroups that specifically publish for Forex, cryptocurrencies, and commodities and
select relevant news to the target market based on judgments of specialized authors. They
made public RESTFul APIs (https://robonews.robofa.cscloud.ir/Robonews/v1/, accessed
on 2 December 2021) and MarketNews (https://figshare.com/articles/dataset/MarketData_
for_MarketPredict_RESTFul_API_including_News_and_Market_Data/14754966, accessed
on 21 September 2018) datasets so that the research community can access these news
sources. For example, Figure 4 presents the number of news indicated for Bitcoin via 25
specialized authors among 592 authors in Cryptocurrency category of MarketNews dataset.

Figure 4. Number of news related to Bitcoin in MarketNews dataset in terms of authors.

https://robonews.robofa.cscloud.ir/Robonews/v1/
https://figshare.com/articles/dataset/MarketData_for_MarketPredict_RESTFul_API_including_News_and_Market_Data/14754966
https://figshare.com/articles/dataset/MarketData_for_MarketPredict_RESTFul_API_including_News_and_Market_Data/14754966
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2.3. Text Representation

The distributional semantic hypothesis [116] states that words that occur in similar
contexts tend to have similar meanings, and words with similar distributional properties
often have similar meanings. Salton presented a vector space model (VSM) for representing
text documents in vector space called Bag of Words based on word occurrences in a text
corpus [117]. This method suffers from the curse of dimensionality and sparse represen-
tation of TFIDF matrix with the growth of the vocabulary size. Latent Semantic Analysis
(LSA) [118] decomposes the singular values of the TFIDF matrix for constructing some
latent concepts and reducing the dimension size of word vector representation in a linear
space. Feuerriegel and Gordon used LSA for stochastic concept modeling in the process of
forecasting macroeconomic indices [119]. Another dimension reduction approach is Latent
Dirichlet Allocation (LDA) which factorizes the TFIDF matrix with 3 levels Bayesian approx-
imation [120,121]. Atkin et al. used LDA to extract some topics and each news document
is vectorized through these topics for sentiment analysis in financial news [86]. However,
with the growth of vocabulary size, it is relatively computationally time expensive.

Recently, neural network-based word embedding techniques have emerged. The
word2vec method proposes a word vector representation that reflects both syntactic and
semantics roles of words [5]. The main idea of word2vec is to predict a word vector based
on its surrounding words instead of directly capturing co-occurrence counts [107]. Predic-
tive methods, such as [18,36,122], consider the semantic relationships between words and
use the word embedding technique [5] with long short-term memory predictive model
to forecast S&P500 stock market. Lutz et al. [123] used Doc2vec embedding technique [4]
for predicting the sentence-level sentiment for developing their financial decision support
system. Devlin and his colleagues at Google fine-tuned Bidirectional Encoder Representa-
tions from Transformers (BERT) [32] with bidirectional pre-training model for language
representations. Ref. [21] proposed a news summarization method for Forex market predic-
tion based on the BERT [32]. They summarized news with SOTA extractive summarization
method proposed in [115] and selected news based on the attention score of news head-
lines to some embedded financial indices. By using BERT, their method captures the deep
semantic information effectively. Authors in [124] used BERT for calculating sentiment
index of the market using news published in Chinese social media.

2.4. Predictive Models

A broad variety of predictive models have analyzed diverse portfolios [125–128] with
an average of 5 years duration. Figure 5 depicts the duration of analysis in reviewed articles
in the year. For example, bar ‘0–3’ shows the number of methods with less than three
years of duration of the analysis stacked based on the trading timeframe that the scholars
focused on. There are two mainstream predictive methods. One predicts the real value of
price based on regression models and the other uses a classifier for predicting the trend
direction. Researchers have studied the change in the close price and have examined the
different duration of time for analyzing the impact of news on the market for short term
(minutes to a day) or long term (weekly to monthly). The latter are those [18,36,79,122]
that focused on trend (up/down) prediction and formulated the problem as the binary
or multiclass classification that was determined based on the change in close price due
to two consequent time frames. In terms of news labeling, a few methods labeled news
by considering asymmetric time intervals before and after news publishing. For example,
Chen et al. [21] analyzed the influence of input time and prediction time on Forex trading
in an asymmetric manner. They labeled news based on the change in close price within t1
minutes before news input timestamp and t2 minutes after news announcement.

Different methods have adopted different data types. Some works on predicting
stock markets only use text information from daily news [19,39,61,99,101], while oth-
ers [18,25,34,124] consider a combination of textual and market-based features. Traditional
models split data into train and test in chronological order for model training, while in
the recursive model, training in rolling window strategy is used. In the rolling window
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training strategy, dynamic updating of the model parameters is investigated with respect
to structural change in market, whereas in traditional train and test split, the training
process is static. In some cases [23,28,61,91,129], cross-validation is used for evaluating
the accuracy of prediction. Figure 6 shows the distribution of predictive models in the
reviewed methods by publication year categorized into 4 groups of deep learning, machine
learning, price regression, and statistical analysis of inter-dependencies between media
and price fluctuations.

Figure 5. Histogram plot of duration of analysis in the surveyed papers versus time frames.

Figure 6. Distribution of predictive models used in the reviewed methods by publication year.

3. Review Configuration

We explore the prominent methods that evaluate some hypotheses related to behav-
ioral economies via a sentiment analysis or text-based features. In Section 3.1, we study text
representation methods, including Bag of Words, concepts-based approaches, and word
embedding-based techniques. Then, in Section 3.2, we discuss in detail the sentiment analy-
sis, the popular lexicons in the finance domain, the application of the sentiment analysis in
the reviewed methods, and finally, focus on OpenIE and knowledge graph-based methods
for real-world event detection. In Section 3.3, we address the popular taxonomy of the
traits of market analysis models and some graceful issues for evaluating the hypothesis,
predictive models, and trading strategies proposed in the literature.

3.1. Textual Representation

In this section, we investigate the main methods in the literature that contributed to the
text representation step of the financial analysis, from earlier efforts by Wuthrich et al. [9]
in 1998 to the GPT3 [130] presentation in 2020 as a powerful text-structuring method.
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3.1.1. Bag of Words

The first leading studies, such as [56,57,131,132], provide regression models based on
parameters, such as the amount of news, to examine the rate of the stock return. With the
development of text mining techniques and the increasing volume of textual data on the
Internet, various methods have been employed to organize documents based on term
frequencies by the Bag-of-Words (BoW) matrix. The BoW approach suffers from the
existence of noisy and rare terms as issues of scalability, especially in the case of growing
words in a dictionary, and challenges such as high dimensionality or the sparse matrix
problem that reduce the accuracy of the sentiment analysis. The scholars in [60,68–70]
used feature selection methods or proposed term weighting approaches to increase the
importance of the word which is unevenly distributed between the up and down classes.
In all of the methods mentioned, the feature selection process will be effective as long as
we do not face the big data challenge. However, as the use of the Internet grows, investors
are facing a huge amount of data.

3.1.2. Concepts-Based Approaches

The Latent Dirichlet Allocation (LDA) and Latent Semantic Analysis (LSA) are two
matrix factorization techniques that can also be used for dimensionality reduction. These
methods produce some interpretable latent variables in low dimensions. The main pur-
pose of these methods is to reduce the dimensions of the problem features to overcome
the sparse matrix problem in the vocabulary integration model. The proposed methods
in [86,91,105,125] extracted some topics from textual news with LDA to validate the hy-
pothesis that news is a powerful proxy for market prediction. Ref. [119] proposed a latent
variable extraction method, which develops a semantic path model, together with an es-
timation technique based on regularization in order to yield the full interpretability of
the forecasts. Although the concepts in an LSA generally capture a better representation
compared to the BoW, they fail to incorporate the nonlinear semantics between the words
due to linear space matrix decomposition [83]. Moreover, the LDA distribution estimation
has a limitation of time complexity.

3.1.3. Word Embedding

The word embedding technique [5] used a neural network to produce a dense vec-
tor for each word based on its occurrences within a contextual window of words. Re-
cently, scholars [18,22,79,122,129,133] have used the word2vec [5] or Doc2vec [4] represen-
tation of news headlines and content in their financial decision support systems; however,
transformer-based language models [6,130] have shown better results in reflecting deep
semantic and syntactic news information compared to traditional word embedding in the
financial domain. Liu, in [35], used long-term and short-term event embedding methods
which contain the stack ELMO embedding of the t-days set of news headlines for the
prediction of the S&P500 index. The authors of [21,25,35] used BERT-contextualized word
embedding representation for market prediction. Farimani et al. [16] proposed context-
aware conceptual document representation to model the relevance between the news based
on all the information in financial news titles and bodies via the clustering of contextual-
ized BERT word embedding. The BERT-BoEC method in [16] leveraged the conceptual
relationship in the news that outperforms other concept-based approaches as well as other
embedding techniques, such as BERT-based [cls] embedding.

3.1.4. Discussion

Introducing word embedding in 2013 by Mikolov [5] has led to a significant progress
in NLP, especially for generating new language models, such as ELMO, BERT, GPT2,
and GPT3. The main challenging task for representing a word in a vector space is the
ability to reflect the proximity information of the semantic and syntactic roles, in which
the transformer-based models can effectively capture the deep semantic and syntactic
roles of words by presenting the contextualized word embedding technique. Applying
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transfer learning from pre-train models, such as ELMO or BERT, in the financial domain
is still a challenging problem. The need for semantic similarity modeling between the
news documents that report various aspects of an important event remains debatable in
the financial domain. Table 2 shows a comparison of methods based on text representation
techniques and describes the data and analysis modes.

Table 2. Comparison of methods based on text representation manner.

Data Attributes Analysis

Literature Data Market Media Source Duration Feature
Selection Time Frame Machine

Learning

BO
W

[69] news S&P500 Yahoo Finance October
2005–November 2005 POS 20 min SVR

[70] news DGAP DGAP and EuroAdhoc 1997–2011 two-word
combination Intraday SVM

[60] news Forex MarketWatch.com 2008–2011 Ontology 2 h SVM

[15] news Forex MarketWatch.com 2008–2011 POS Intraday SVM

[91] news NSYE and
NASDAQ MarketWatch.com 2013 BOW Daily NN

C
on

ce
pt

Ba
se

d

[125] social media 2008 America
bank crisis Yahoo! Finance January

2008–December 2008 LDA 20 min Regression

[134] News CSI100 Hexun January
2015–December 2015 LDA Daily Naive Bayes

[86] News NASDAQ Reuters September
2011–September 2012 LDA Minutes Naive Bayes

[105] News Forex Reuters 2012–2016 LDA Daily MLP

[119] News CDAX Website of the EQS
Group July 1996–April 2006 Latent

Variable monthly Lasso
Regression

W
or

d
Em

be
dd

in
g

[122] News S&P500 Thomson Reuters,
Bloomberg 2006–2014 word2vec Day–week LSTM

[18] News S&P500 Reuter 2006–2013 word2vec Daily HCAN

[79] news, social
media

HK and
CSI100

Xueqiu and Guba and
Sina and Hexun

January
2015–December 2015 word2vec Daily MFC

[133] News TWSE TWSE Official Website 2007–2017 word2vec Daily CNN-LSTM

[22] News CDAX DGAP January
2001–September 2017 Doc2vec Daily LSTM

[129] News Indian stock
market Indian news wires January

2013–December 2016
pharagraph

2vec Daily LSTM

[35] News S&P 500 Reuters and Bloomberg October
2006–October 2013

Word
embedding Daily LSTM

[21] News Forex Reuters 2013–2017 BERT Word
embedding Daily LSTM

[25] News S&P500 Google Trends January
2004–December 2015

BERT Word
embedding Weekly NN

3.2. Information Retrieval

We study the representative methods in the two categories of sentiment analysis and
open information extraction for organizing information. For the sentiment analysis, we
focus on the adopted methods for in-domain or cross-domain sentiment analysis processes
for the finance-specific domain, and for the open information extraction, we investigate the
challenge of finding structural dependencies between textual resources that report different
aspects of real-world events with knowledge graph mining.

Sentiment Analysis. There have been two lines of work predicting stock markets
using a sentiment analysis. In the first one, researchers extract the sentiment (positive,
negative, or neutral) from documents as features [23,79], and in the other line of work,
the public mood time series is calculated by aggregating a sentiment score for each time
interval [25,71,108]. From the market perspective, there are two categories, coarse grained
and fine grained, in the domain-specific usage of the financial sentiment analysis (FSA). The
fine-grain sentiment analysis embraces tasks on a sub-sentence level related to a specific
firm, while the coarse-grained SA often analyzes the whole document or a sentence-level
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analysis. From an NLP viewpoint, the types of approaches applied for the sentiment
analysis can be divided into two categories, lexicon-based and machine learning-based
approaches. The lexicon-based methods analyze the text sentiment based on the high
quality of the emotion dictionary and word polarity, while machine learning approaches
rely on supervised learning and word features. In lexicon-based approaches, a domain-
specific or domain adaptation lexicon is constructed based on pre-defined manual rules.
Lexicons such as Sentiwordnet [135] and Loughran–McDonald [136] are common domain
adaptation and finance-specific lexicons in the financial sentiment analysis, respectively.
However, studies such as [11,72] presented a method for constructing a financial domain-
specific lexicon with machine learning-based techniques. In machine learning approaches,
the supervised methods are investigated for a sentiment analysis, and then, based on
the document-, sentence-, or aspect-level sentiment, the in-domain classifier is trained to
be used in the sentiment analysis phase. However, with some pre-trained models, more
embedding methods, and significant improvements in attention mechanisms, deep learning
methods are growing in the FSA [75,80–82,137,138].

Lexicon-based methods. Most of the lexicon-based methods in the FSA [28,60,69,139,140]
focus on statistically evaluating the correlation between different moods extracted from
lexicon-based SA and the fluctuations in target market indices. Most domain-specific
lexicons, such as Loughran–McDonald [136] and RavenPack [140], are usually provided
by human expert intervention, while the process of manually labeling words’ sense is
a time-consuming process. Challenges, such as defining the context-aware polarity of a
certain word, especially in the financial domain, still exist for an accurate lexicon-based
sentiment analysis. Issues such as existing Out-of-Vocabulary Words (OOV), especially
in social media texts, cause more frequent updates in lexicons and a poor performance in
financial prediction.

Machine Learning-based Methods. In this line of work, a classifier, such as naive Bayes,
SVM, or Random Forest, are used to determine the sentiment of features extracted from
a textual document [141,142]. There are two strategies for training-set labeling. The first
one is training classifiers based on a seed of manually labeled features and the other that
usually labels based on the alignment of the lag correlation between headlines’ release time
and the rate of the stock return. For example, if the stock returns at time t are lower than the
time t − ∆, then the news released at time t will be labeled negative. These methods [60,90]
often suffer from the problem of market endogeneity [143]. In [11,26], a piece of news
is considered good/bad if the market volatility before and after the news publishing is
positive/negative, while [128] shows investors overreact to bad news in a short time even
in a bullish market and under-react to good news in bad times; thus, the classification is
endogenous to the market volatility.

Deep learning-based methods. The main difference between deep learning-based
methods and the traditional machine learning models is the better performance of such
methods using more data. General domain transformer models, such as BERT, have been
used for a sentiment analysis in the literature [16,34,35,90]. In [124], the authors fine-tuned
an uncased version of the BERT model for an FSA based on manually labeled firm-specific
data from Weibo and then measured the time series of emotions from BERT. This work
tried to use a cross-domain sentiment analysis based on a pre-trained BERT model and
applied transfer learning for the sentiment analysis through financial news documents.
The result indicated that the BERT-based SA outperforms other embedding techniques,
such as FastText, Bidirectional Long Short-Term Memory, and Multichannel CNN. The
cross-domain sentiment analysis refers to investigating a general domain pre-trained model
for finance sentiment analysis problems. Araci et al. fine-tuned BERT for an FSA based
on the human expert-labeled TRC2 dataset [144]. The scholars in [12,145] showed the
superiority of the FinBERT model [144] as a fine-tuned version of BERT for an FSA.
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3.2.1. Discussion about Sentiment Analysis

The empirical findings in the literature show that news and social media messages
exhibit a persistent predictive power on financial market movement [18,55,85]. Twitter posts
are very short messages less than 140 characters, averaging 11 words per message, and most
of the tweets have simple meaning and complicated sentiment structure due to one or
more aspects, while news stories contain both a news headline and article body which are
longer than tweets. In addition to the linguistic differences between them, there are also
differences in the timing behavior of their impact. Tweets are faster than news in exhibiting
new market information, whereas news is broadly considered a more trustworthy source
of information than tweets. The rumor-essence word-of-mouth statements that investors
post on social media may cause earlier fluctuations in the market, while the news has
a persistent effect. The ability of a transformer-based sentiment analysis, especially in
the recently proposed finer-grained sentiment analysis approaches [63,76,78,146,147], can
help scholars to analyze the different aspects of news and social media posts on investors’
trading behaviors. Table 3 demonstrates a comparison between news and social media
sentiment analysis methods.

Table 3. Comparison of news and social media sentiment analysis methods.

Category Data Attributes Analysis

Literature Media Source Market Duration Feature
Selection Time Frame Machine Learning

N
ew

s

Le
xi

co
n

Ba
se

d

[62] Belgian financial
newspaper De Tijd Dutch Company May 2012 BoW Daily SVM

[72] Twitter December 2012–October
2015 LSA Daily Regression

[58] Wall Street Journal DJIA 1935–1961 News count Daily Regression

M
ac

hi
ne

Le
ar

ni
ng

[23] Sina Weibo Shanghai Stock
SSEC

December 2014–April
2016 BoW Intra- day Logistic regression

[148] Reuters and
Moneycontrol NIFTY Five month POS Daily SVM

[14] LexisNexis NIFTY BoW Monthly ARM

D
ee

p

Le
ar

ni
ng

[142] Yahoo Finance NASDAQ-100 2008–2018 BoW Daily MLP

[22] Deutsche Gesellschaft
(DGAP) CDAX January 2001–September

2017 Doc2vec Daily LSTM

[12] Fxstreet, NewsBTC,
Cointelegraph

Forex,
Cryptocurrency October 2018–July 2021 FinBERT Hourly LSTM

So
ci

al
M

ed
ia Le

xi
co

n

Ba
se

d

[149] Indian Financial NIFTY January 2009–December
2009 BoW hourly SVM

[90] Yahoo Finance,
Reuters

Tokyo Stock
Exchange

September 2015 and
January 2007–December

2016

Word
embedding Daily MLP

[79] Sina, Hexuan
websites HK, CSI100 January 2015–December

2015
Word

embedding Daily Tensor decomposition

[139] twitter NYSE October 2011–March
2012 BoW Daily ARM

M
ac

hi
ne

Le
ar

ni
ng [55] Twitter Dow Jones February

2008–December 2008 News count Daily Fuzzy neural network

[110] Reuters and Forbes Amazon, Google 2017 BoW Daily Lasso regression, SVR

[141] Baidu news Shanghai 50ETF 2008–2015 BoW Daily Naive Bayes, LSTM

D
ee

p

Le
ar

ni
ng

[124] Tencent, Ping An,
CCB, Weibo Hong Kong Market January

2016–December2018
Word

embedding Daily LSTM, VAR

3.2.2. Event Detection

The mainstream works [10,150] identify important events based on sudden changes in
factors, such as the volume of the tweet, the sentiment score, word frequency, or distinct
pattern in the occurrence of the words being reported, using the likelihood and point-
wise mutual information. The other category of works apply knowledge graph mining
approaches [24,39,42,61] and open information extraction (OpenIE) [19,40,99].
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Knowledge Graph Modeling. Various knowledge graph-based techniques have been
used in the literature to determine the structural relations between news items for a funda-
mental market analysis. Ref. [102] proposed a Semantic Stock Network (SSN) based on the
stock-related cash-tag on Twitter and use it to predict stock based on the summarization
of the latent semantics of stocks from social discussions. In their semantic stock graph,
stocks are nodes and the frequency of multiple occurrences of two stocks in tweets is
the weight of edges. Ref. [61] proposed a graph construction method to leverage both
the bi-gram features from news content words and the information structures hiding in
the relations between them for predicting the market direction. However, this method
leverages a similar subjective relation between news items, and it suffers from the sparsity
problem with respect to extracted bi-gram features. The GRU-based attention mechanism
in [39] modeled a weighted knowledge graph based on the attention score between similar
word embedding representations of news disclosures and corresponding movements in the
target market. Ren et al. [24] presented a news recommendation system based on a target
company and interested users using a knowledge graph that includes users, news, compa-
nies, concepts, and industry categories. The node2vec representation of this knowledge
graph is used for predicting the relations between interested users, companies, and related
news. Ref. [42] proposed a multimodality graph neural network (MAGNN) to learn from
these multimodal inputs for financial time-series prediction, which facilitate the way of
handling heterogeneity.

Open Information Extraction. OpenIE aims at extracting structural triples in the form
of (subject, relation, object) from textual resources. In [101], entity-relation extraction in the
form (Actor, Action, Object) was applied over web-scale data for an event based S&P 500
prediction. Ding [99] employed the event embedding as input features of a deep learning
network. They proposed tensor embedding techniques and then applied a deep convolu-
tion neural network that processes an event embedding sequence in chronological order
for combining the long-term event and short-term event on stock price movements. Fol-
lowing [99], Ding, in [19], used the YAGO knowledge base for incorporating a knowledge
graph in the learning process of event embedding. The result indicated the incorporation
of knowledge graph-based information, and OpenIE-based structured events to encode
background knowledge help with a better prediction of stock movement. Deng [40], after
the extraction of events in the form of tuples, constructed a knowledge graph based on
Freebase and Wikipedia, and then used graph embedding for the event representation and
estimation of the power of an event to move the market. In this article, the author proposed
an equation for measuring the impact of events in their predictive models.

Discussion. Table 4 depicts the comparison of the above-mentioned methods. While
there has been substantial progress in OpenIE for NLP tasks [151,152] and deep learning-
based knowledge graph modeling [100], event detection from financial text remains chal-
lenging. Important events with long-term effects and minor effects with short-term effects
can influence the market differently. The growth of relation extraction methods based on
transformer models and knowledge graph embedding [97,103] can help to facilitate the way
for extracting important information from heterogeneous sources in the finance domain.

3.3. Knowledge Extraction

In this section, we investigate a text-based market analysis and discuss issues from three
viewpoints: predictive models, the statistical analysis of stakeholders’ behavior, and rec-
ommendations for portfolio selection. Figure 7 depicts the taxonomy of traits researchers
considered while designing their market analysis models. Some aspects in Figure 7 were
explained in the background section and here we discuss the other characteristics.
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Table 4. Comparison of event detection methods.

Data Attributes Analysis

Literature Media Market Duration Feature
Selection Time Frame Machine Learning

A
no

m
al

ou
s

ch
an

ge
s

[10] Twitter Dow Jones, S&P500 September
2013–September 2015 Hashtag Daily SVR

[150] Twitter Tesco, Booker January 2017 Hashtag Minutes Naive bayes

[153] Irish Farmers
Journal Irish Beef Market 2005–2015 BOW Day–week–

month SVM, log-likelihood

O
pe

nI
E

[101] Reuters,
Bloomberg S&P 500 October

2006–November 2013
OpenIE-based

tuples
Day–week–

month MLP

[99] Reuters,
Bloomberg S&P500 October

2006–November 2013
OpenIE-based

tuples
Day–week–

month MLP

[19] Reuters,
Bloomberg S&P500 October

2006–November 2013
Event

embedding Daily SVM

K
no

w
le

dg
e

G
ra

ph

[24] GF Securities Airbnb Market May 2017–May 2018 word2vec News release
time Bi-LSTM

[39] Reuters,
Bloomberg S&P 500 October

2006–November 2013
Word

embedding Daily Bi-LSTM

[61]
ifeng.com
(Financial

China)
SZ002424 September

2012–March 2017 2-gram Daily Kernel SVM

[40]
Reddit

WorldNews
Channel

DJIA July 2008–January
2016

Price vector and
event

embedding
Daily Temporal CNN

[102] Twitter S&P500 January 2013 BoW Hourly Vector auto-regression
model

Figure 7. Taxonomy of trait for text-based market analysis models.

Lag analysis. One of the essential characteristics in a time-series analysis is the
lag determination. Lag refers to a duration of time between the announcement of new
information and the time the stock market adapted itself to a new equilibrium. Some
research methods [15,23,92,154] have used a fixed lag size based on related works, while
others [21,61,85,104,119] experimentally determine the lag size or use a Granger analysis
test [129,142,155]. The Granger causality test [156] is a statistical hypothesis test for de-
termining whether a time series X is useful in forecasting another time series Y. Time
series X is considered as impacting Y, if it can be shown that X values provide significant
information about future values of Y.
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Evaluation Metrics. Accuracy, precision, and recall are three common metrics for
evaluating the classifier for trend prediction (up/down classes). In the case of an unbalanced
dataset due to an up or down trend in the market volatility regime, the weighted Macro
F1, Area Under Curve (AUC), Receiver Operating Characteristic (ROC), and Matthews
Correlation Coefficient (MCC) are more reliable metrics. The RMSE, MSE, MAE, and hit
ratio are traditional metrics for the residual evaluation of regression-based predictive models.
Some predictive models proposed a trading strategy and evaluated the effectiveness of such
models based on profitability and investment metrics, such as the cumulative profit, Sharpe
ratio, and Maximum Drawdown (MDD). In Section 3.3.3, we discuss these metrics and
methods. Figure 8 depicts the distribution of the evaluation metrics used in publications,
which shows about 60 papers focused on the trend prediction evaluation with an accuracy
metric. Moreover, most predictive methods consider the trend (up/down) prediction and
are less focused on price regression.

Significance test. Various statistical tests have been used in the literature. Most of the
research indicated the effect of news information based on the regression-based Granger
causality test and used the unit root test or Dickey–Fuller test for satisfying the stationary
behavior of the market during the analysis period [55,129,141,157].

Figure 8. Distribution of evaluation metrics.

3.3.1. Predictive Models Based on Heterogeneous Data Fusion

In this section, we focus on studies about the insider influence of heterogeneous infor-
mation on investors. Tensor decomposition has been used for handling the heterogeneity
of information sources [23,59,79,154]. Tensor-based approaches have shown good results
in handling heterogeneous data sources, while the iterative estimation of parameters for
each mode of data is a time-consuming process and makes it difficult for models to learn
the lead–lag effect of the news on market movements. The concatenation of extracted
features from a deep neural network was also used to handle various information sources
in market decision support [12,16,21]. Ref. [104] presented a novel deep generative model
that jointly exploits text and price signals for assessing continuous latent variables for
the superior treatment of stochasticity. Their deep model includes three components, the
Market Information Encoder, Variational Movement Decoder, and Attentive Temporal
Auxiliary, for the prediction of 80 stocks listed in S&P500. Ref. [17] proposed a hierarchical
attention network for handling information fusion from news titles, bodies, and sentiment
as well as market based information for stock prediction. Table 5 shows the trait of these
reviewed predictive models.
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Table 5. Detailed trait of predictive models based on chaotic data.

Data Attributes Analysis
Literature Media Market Duration Feature Time Machine

Selection Frame Learning

[92] Caihua HIS 2001 BoW Daily MLP

[154] Sina, eastmoney CSI100 2011 BoW Minute High-order tensor
regression

[23] Sina Weibo Shanghai Stock
SSEC

September
2014–April 2016 Tensor decomposition Intraday Logistic

regression

[21] Thomson Reuters Forex 2013–2017 BERT word embedding,
MLP-based feature extraction Intraday LSTM

[104] Twitter NASDAQ 2014–2016 Word embedding, latent
variable extraction Daily Bi-GRU

[20]
CITIC Securities,

GF Securities,
China Pingan

Chinese stock March 2012–July
2018 Graph embedding Daily Bi-LSTM

3.3.2. Statistical Analysis of Investors’ Behavior

Various cross-correlation analyses have been used for revealing the correlation be-
tween investor sentiment and market returns on the non-stationary behavior of the market.
Traditional correlation analysis methods, such as Pearson, cannot capture nonlinear re-
lations. Ref. [158] adopted the Kendall correlation for the analysis of the news effect
on FBOVESPA, because unlike the Pearson, instead of measuring linear relationships,
it measures the monotonic relationship between two variables. Ref. [159] presented a
nonlinear dynamic model to study the fractal influence of good and bad news and the
actions of various market participants (fundamentalists, chartists, and insiders) on the
change in market prices. Nonlinear long-term correlation analysis methods, such as the
Multifractal Detrended Cross-Correlation Analysis (MF-DCCA) [160], in [95,161], were
used in a rolling window-based strategy and revealed that there is a decreasing trend for
the cross-correlations between the change in Google Trends and Bitcoin returns over time.
The conditional Copula test was used in [128] to evaluate the nonlinear and asymmetric
market effects of economic news that may vary with news intensity. Adopting the Granger
causality test for the analysis of a linear causal relationship between the sentiment index
and the market is a common task, while [67] used transfer entropy for the analysis of
the nonlinear causal relationship between the news and the Korean stock market. More-
over, researchers, such as [162–164], have studied the simultaneous co-movements of the
financial markets due to the disclosure of relevant news, macroeconomic announcements,
and trending market-related words in Google searches for the short-term analysis. Table 6
depicts the finding that indicates the statistical analysis of the research hypothesis.

Table 6. Findings in behavior analysis methods.

Literature Sentiment
Analysis Market Analysis

Method
Time
Frame Parameter Finding

[96] Yes Forex Mathem-
atical model 5 min volatility

Their findings show that the model with multiplicative
noise can reproduce the dynamics observed in the real
financial market affected by the arrival of high-impact

news.

[158] No FBOVE- SPA Kendall cross
correlation 15 min

average price,
trading
volume

Besides demonstrating that sector is indeed influenced
contrastingly by news, they also show that the machine
learning models utilized performed better than random

and other less complex baselines for all sectors in
FBOVESPA, in this manner giving proof that news

information conveys in reality a significant signal for
comprehension of BM and FBOVESPA dynamics.
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Table 6. Cont.

Literature Sentiment
Analysis Market Analysis

Method
Time
Frame Parameter Finding

[126] Yes NYSE Regression Daily
trading
volume,
volatility

Their results suggest that significant price discovery
related to news stories occurs through institutional

trading before the news announcement date.

[128] No US Copulas
Statics Daily equity

returns

The finding shows the market reacts strongly and
negatively to the most unfavorable macroeconomic

news but appears to largely discount the good news.

[165] Yes S&P 500 Correlation Week volatility

Their findings show a statistically and economically
significant relationship between stale news stories on

unemployment and next week’s S&P 500 returns. This
effect is then completely reversed during the following

week.

[95] No Bitcoin
market MF-DCCA Daily trading

volume

By employing the Multifractal Detrended
Cross-Correlation Analysis method, they find that the
change in Google Trends (CGT) and the Bitcoin market,
i.e., returns and changes of volume, is an overall higher

degree of multifractal in the long term and weak
multifractal in the short term.

[166] Yes S&P 500 DCCA-
MIDAS Daily return

The results show that the composite index of investor
sentiment has a significantly positive influence on the

long-term stock–bond correlation, and the shock of
crises significantly decreases the average correlation,

but the effect of sentiment does not change significantly.

[87] Yes FTSE 100 Correlation Daily close price

Their findings show there is evidence of causation
between public sentiment and the stock market

movements, in terms of the relationship between
MOOD and the daily closing price, and the time-lag

findings of MOOD and PRICE.

[163] No DAX
Impulse
response
analysis

5 min volatility
Show that 50 percent of the total accumulated impact of
US macroeconomic news on the DAX 30 and CAC 40

volatilities is attained after 90 min.

[164] No Forex
Impulse
response
analysis

Intra-
day volatility

News surprise moderates extreme pure news effects
that have nearly all positive (negative) coefficients in

both regimes for volatility and depth (spread).
In addition, volatility and depth respond positively to
good and bad unscheduled news in both states (with
more intensity during the expansion), while spread

decreases in both states.

3.3.3. Recommendation Trading Strategies

Automated portfolio selection and designing trading strategies are challenging tasks
due to differences between short-term and long-term investment risks. Short-term invest-
ments carry a heavy risk. The Sharpe ratio, Maximum Drawdown (MDD), and Sterling
ratio are three measures for evaluating the utility of trading strategies based on risk adjust-
ment. The authors of [85] proposed an optimal trading strategy using investors’ sentiment
feedback strength through news and tweets with the objective to maximize a risk-adjusted
return measured by the Sterling ratio. Ref. [84] designed a business strategy recommen-
dation system based on the public mood index and trend indicators and then according
to rankings produced by a neural network-based learning-to-rank algorithm. Ref. [133]
exploited the word embedding representation of news items and the local feature extraction
capacity of CNN, and the temporal and long conditions of prices and news are taken care
of by long short-term memory (LSTM) networks. Scholars have used a deep Q-network
for training trading agents, in [27,64–66,94,167], based on financial market data. It seems
the application of leveraging news information in the deep Q-learning approaches is not
well explored. Table 7 depicts the detailed characteristics of the reviewed methods in
strategy recommendation.
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Table 7. Comparison of trading strategies models.

Data Attributes Analysis
Literature Media Market Duration Feature Selection Machine Learning Evaluation Metrics

[84] Thomson
Reuters S&P500 2006–2014 BoW ListNet, RankNet Sharpe ratio, MDD

[133] TWSE Official
Website TWSE 2007–2017 word2vec CNN, LSTM RSME, profit

[85] Twitter NASDAQ, S&P
500

1 August 2012–30
January 2015 BoW Genetic programming Sterling ratio, Sharpe

ratio, profit

[73] Reuters S&P500 September
2006–August 2007 BOW NN, DT, SLR Profit

[74] DGAP CDAX 2004–2011 BOW Reinforcement learning Profit

4. Big Data, Tools, and Challenges

In this section, we review some big data issues in the literature on financial market
prediction based on textual data.

Volume: To meet the challenge of the huge volume of data, organizations need to look
at distributed platforms, such as distributed Hadoop Eco-Systems, as big data management
distributed systems and also use the No-SQL MongoDB database. For example, in SMeDA-
SA [139], a Hadoop 1.1.2 cluster was utilized that comprised four nodes distributed through
a WAN for each group in order to create separate processes for the classification tasks.
Farimani et al. [16] proposed a restful microservice architecture for market prediction
based on news and market data, where news data came from MongoDB-Flask-based APIs.
MongoDB was also used in [168] to store around 31 million collected messages from Twitter,
holding hashtags of all the traded stocks.

Velocity: The authors in [110] leveraged Apache Spark to deal with user-generated
big data and to have a scalable system for stream processing. Most deep learning-based
methods are implemented with TensorFlow [12,18,122,129,133] or PyTorch [21].

Variety: In terms of a market analysis, the methods are in three levels of data variety.
The first category only uses text-based features for the stock prediction problem, in which
the market information is often explicitly used for labeling the training set [19,39,61,99,101].
The other group presents mood criteria based on the firm, category, or market-related
information via a sentiment analysis of text-based resources, especially stock board discus-
sions [12,18,55,143]. Finally, the third group is methods that extract features based on the
combination of market data, mood analysis, and feature selection from unstructured news
documents [16,154]. Our analysis shows more than 30% of the works explored in this work
use Python programming languages and Tensorflow APIs for implementing their decision
support systems.

Veracity:The first step in big data analytics is to assure the originality of the data and
production source [169]. One of the important areas of behavioral economics research is
considering the impact of fake news and rumors on the market and investors. Kiymaz [170]
examined the impact of rumors published in Turkish newspapers on the Istanbul Stock
Exchange. Rumor identification in this research has been carried out by a human expert,
while in recent years, research has been conducted on identifying rumors and fake news on
social networks [77], and of course, the automatic identification of fake rumors and news
in the behavioral economics domain is an open field of research.

Valence: Yang [85] used the big data valence concern among users with similar interests
in the financial domain, extracting from the community of Twitter users and the messages
diffused between members. Moreover, the authors in [171] proposed community detection
for extracting relevant tweets for the target firms.

Value: The consideration of the different levels of these six V features depends on the
type of business that faces the big data, and the organization determines the level of variety
according to its cost and needs.
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5. Open Research and Future Directions

Based on our quantitative analysis, some possible research questions for the future
are:

• What is the effect of famous authors and influential persons working for financial
newsgroups on market fluctuations?

• Do investors respond to the news, social media posts, or other information resources
in the same way?

• Does the representation of contextual information in news documents and the proxim-
ity between a sequence of news help with improving financial decision supports?

• How do rumor and fake news diffusion patterns in financial social media correlate
with market fluctuation?

We present possible research directions from three perspectives: data, NLP applica-
tions, and finance-related concerns.

5.1. Data

The methods presented over the past two years have been focusing on the use of
multiple sources of information, as discussed in Section 3.3.1, and hence the integration
of such data from multiple sources as well as data variety need to be investigated more.
While our study (Figure 3) shows that the US and China stock markets have been well
studied, the Forex market issues, such as pair selection based on news influence, are not
well explored to the best of our knowledge. Cryptocurrency fluctuations under the news
effect are also disregarded, which might be due to a lack of relevant news datasets. Recently,
Farimani et al. gathered the Forex and Cryptocurrency news datasets in [12] which can
facilitate the research in this domain. The early detection of rumors and fake news is of a
great importance in behavioral economics. Very little research is currently conducted on
identifying rumors and fake news in the behavioral economics domain which can be due
to the complexity of this issue and the lack of appropriate datasets in this domain.

5.2. NLP Applications

Our survey shows that the use of word embedding methods for text structuring
in behavioral economics has been growing over recent years. Future research could be
incorporating other recent language models, such as RoBERTA, GPT3, and PEGASUS,
presented in [172,173] and [174], respectively, for applying pre-training on a large corpus of
text followed by the fine-tuning of a financial domain or for summarizing news. An accurate
financial sentiment analysis can lead to better market mood identification, even in making
soft real-time trading decisions. Usually, financial news is reported with ambivalence terms,
hence focusing on a finer-grained sentiment analysis, such as recent deep learning-based
methods [63,76,78,146,147], can be investigated. In terms of OpenIE, higher-level event
detection methods, such as multiple event extraction [37], can extract more accurate features
for market prediction. Deep feature extraction from various data sources, such as candle
chart images, news text, news authors’ roles, the trading transaction of investors, and social
media comments, is recommended for research in financial market prediction.

5.3. Finance Applications

Deep learning approaches have been proposed in stock data and news releases over
the past few years. Another interesting domain of study is investigating the impact of
the information stream from news and social networks on investment transfers from one
financial market to another. Investors move their investments from one market to another,
influenced by news of some events for greater security. Modeling the impact of news events
on markets that have co-movement is therefore a possible research direction. For instance,
techniques based on information theory can be used to estimate the impact of news on
financial markets. Portfolio selection based on textual information also requires more
attention from the research community.
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6. Conclusions

In this study, we reviewed the research on information retrieval from data sources,
such as news and social networks, and the impact of such information on financial mar-
kets from the computer science perspective. During the review process, qualitative and
quantitative analyses of behavioral economics knowledge extraction were performed in the
four domains of heterogeneous data, contextual text representation and sentiment analysis,
predictive models, and the correlation analysis of media behavior and investors’ trading
behavior. The purpose of this review is to cover different aspects of text mining interaction
and behavioral economics and to identify research pathways in this domain. We studied
the latest text mining techniques used in predicting financial markets, analyzing investor
behavior, and reporting the trading strategy recommendation systems. This review can
serve as a source of study for computer science researchers from the applied perspective in
adopting long-term strategies and utilizing contextual text mining and behavior analysis.
It is also desirable for market investors to reduce investment risk by leveraging decision
support systems. From the financial perspective, the application of financial news rec-
ommendations and automatic trading agents leveraging media information in real-time
decision support systems is another line of future work.
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