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Abstract

:

Clustering analysis is a significant technique in various fields, including unsupervised machine learning, data mining, pattern recognition, and image analysis. Many clustering algorithms are currently used, but almost all of them encounter various challenges, such as low accuracy, required number of clusters, slow processing, inability to produce non-spherical shaped clusters, and unstable performance with respect to data characteristics and size. In this research, a novel clustering algorithm called the fast component density clustering in spatial databases (FCDCSD) is proposed by utilizing a density-based clustering technique to address the aforementioned existing challenges. First, from the smallest to the largest point in the spatial field, each point is labeled with a temporary value, and the adjacent values in one component are stored in a set. Then, all sets with shared values are merged and resolved to obtain a single value that is representative of the merged sets. These values represent final cluster values; that is, the temporary equivalents in the dataset are replaced to generate the final clusters. If some noise appears, then a post-process is performed, and values are assigned to the nearest cluster based on a set of rules. Various synthetic datasets were used in the experiments to evaluate the efficiency of the proposed method. Results indicate that FCDCSD is generally superior to affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, and density-based spatial clustering of applications with noise, ordering points for identifying clustering structures, and Gaussian mixture clustering methods.
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1. Introduction


Clustering analysis is a technique of grouping unlabeled data into different clusters based on their similarities [1,2,3,4]. This approach is essential in the areas of unsupervised machine learning, data mining, pattern recognition, image analysis, and much more [4,5,6,7]. The unlabeled dataset is essentially divided into labeled groups regardless of the presence of similar patterns [8,9]. These labeled clusters can be used simply to process and analyze large and complex datasets in many applications, such as healthcare [10,11], renewable energy [12,13], image segmentation [14,15,16], data analysis [1,9], social network analysis [17,18], security [19,20], finance and business [21,22], and much more. Many studies on clustering algorithms have been conducted. The most well-known clustering types are partitioning clustering, distribution model-based clustering, hierarchical clustering, fuzzy clustering, and density-based clustering [23,24].



The abovementioned types have been effectively utilized in various fields and achieved good precision under most dataset scenarios. However, they suffer from many limitations, including the need for a prior specification of the number of clusters [25]. The performance of some algorithms with huge sizes, complex shapes, and outlier data is also slow [26]. Furthermore, many algorithms produce clusters only in spherical shapes, which indicates limited performance when wide types of datasets are handled [9,27]. These techniques cannot provide meaningful cluster descriptors because the data always contain numerous inconsistencies, outliers, and noise; in other words, reliable performance across different data types cannot be established [3,6,28,29].



Density-based clustering is a technique for overcoming most clustering issues. It is based on the idea that the density within each cluster of adjacent points is higher than the density outside of the cluster. This technique consists of some algorithms that are applicable to various databases [30,31,32]. Density-based spatial clustering of applications with noise (DBSCAN) and the ordering points for identifying the clustering structure (OPTICS) are the most well-known algorithms. They detect clusters of varying shapes, sizes, and densities in spatial datasets with outliers and noise. Moreover, density-based clustering does not require information about the number of clusters [28,31,32]. However, this technique is imperfect. For example, DBSCAN cannot properly cluster datasets of varying densities, and using it is extremely costly under certain worst-case dataset scenarios. In addition, some border points from one cluster may belong to other clusters [8,31]. Meanwhile, the OPTIC algorithm produces only a cluster order, and it is inapplicable for high-dimensional data and outrageously costly [30,31].



The aim of this study is to propose a novel FCDCSD algorithm to overcome the majority of clustering challenges mentioned above and achieve much higher performance. The proposed FCDCSD algorithm employs density-based clustering and consists of two stages. First, all points are labeled with temporary values, and then adjacent label values are stored in sets. Then, all sets with shared values are merged, and the representative value is obtained and replaced with their temporary equivalents to identify the clusters. Additionally, a post-process is executed to solve the noise problem.



Experiments on several datasets were conducted to evaluate the efficacy of the proposed FCDCSD. The results indicate that FCDCSD is generally superior to the affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, and Gaussian mixture clustering methods. Moreover, FCDCSD can improve accuracy across multiple datasets, is simple to implement, has fast computer performance, and is unaffected by data properties. It is efficient in handling noise and outliers, and it can verify density datasets and create clusters with complex shapes and sizes.



The contributions of this paper are a proposed method that does not need to pre-determine the number of clusters and implements large sizes, complex shapes, and external datasets. Moreover, the proposed method is stable and produces clusters of any shape, and deals with outliers, varying densities, and noise. In other words, it has reliable performance across different data types, and its principle is applicable to high-dimensional data. In addition to the above, this paper presents the most well-known methods of clustering, explains their theoretical techniques, and presents the complexity-time and visual comparison of results between several well-known, state-of-the-art methods with different types of data sets.



The rest of this paper is organized as follows. The next section presents the state-of-the-art clustering algorithms. Section 2 describes the proposed method in detail. Section 3 discusses the experiments and results. Finally, in Section 4, the conclusion is included.



State-of-the-Art Methods


Existing clustering algorithms can be categorized into partitioning clustering, distribution model-based clustering, hierarchical clustering, fuzzy clustering, and density-based clustering [33,34]. Partitioning clustering, a popular technique, divides data points into k parts (clusters) based on a particular function. K-means [35] and mean-shift clustering [36] are common partitioning clustering algorithms. They can be directly applied to clusters and are efficient and effective in handling dense datasets. However, the number of clusters must be specified manually, and initial values, noise, and outliers are difficult to process [37,38,39].



Distribution model-based clustering can be directly applied to clustering data points by using statistical distribution models, such as Gaussian distribution. The likelihood in which objects share the same probability distribution is used to define the clusters. Then, each cluster is represented by a unique group [40,41]. Distribution-based clustering primarily uses the Gaussian mixture model [25]. This technique does not require a specification of prior values, is compatible with real-time data, and its metrics are simple to design and implement; however, it is complicated, computationally costly, and cannot be scaled to large datasets.



Hierarchical clustering detects how data points are similar and dissimilar to each other, and it iteratively splits or merges data points to produce a tree structure, in which the root node represents the entire set of data, and the branches form the clusters [42,43,44]. The algorithm for agglomerative hierarchical clustering is a common algorithm for this technique [45]. The number of clusters does not need to be defined manually, and the hierarchical clustering is easy to implement, adaptable, and scalable for scenarios involving point linkages. Agglomerative hierarchical clustering provides object order and may highlight data patterns [23,42,45]. However, after splitting or merging, modifications cannot be further performed, and grouping instructions lack interpretability.



In the fuzzy clustering technique, each data point may belong to many clusters [46]. Fuzzy c-means clustering, fuzzy k-means, and fuzzy c-ordered-means are a few examples [46,47]. For strongly correlated and overlapping datasets, fuzzy clustering is utilized [47,48,49]. However, the number of clusters must be specified manually; furthermore, the method is inefficient and cannot be used for large datasets, and it is ineffective for noisy and outlier data.



Density-based clustering relies on the adjacent density of points. It detects dense data space by considering the distance between neighboring points and distinguishing regions with relatively low densities [28,31,50]. Density-based clustering does not require a fixed number of clusters, and it can recognize clusters of different shapes and sizes and subsequently handle noise and outliers [31]. The most notable examples are DBSCAN [32] and the OPTICS algorithm [30].



DBSCAN, the most widely used density-based algorithm [31,39], continuously selects a point from a dataset. If a minimum number of points fall within the radius of a specified distance from the selected point, then these points are grouped. The step is repeated until all points are scanned [32]. The DBSCAN rules entail a fast operation, automatically compute the number of clusters, find clusters of any shape, and they are robust to noise and outliers [31,32,39]. However, DBSCAN cannot cluster datasets with highly diverse densities. In addition, the algorithm is not totally deterministic because it begins with a random point, in which some border points from one cluster may belong to other clusters. Additionally, DBSCAN may be time-consuming for some datasets under the worst scenario.



OPTICS was proposed to overcome one of DBSCAN’s challenges, which is the inability to detect clusters among data with varying densities [30]. OPTICS utilizes the distance between neighboring points to build a reachability plot, which is used to distinguish clusters of varying densities from noise. For each point, OPTICS records the core distance and an acceptable reachability distance. OPTICS stores the output ordering in a list based on the minimum reachability distance from the nearest core point, which is the density that must be tracked for a cluster [30,39]. Furthermore, it can cluster datasets with varying densities and outliers. However, OPTICS generates only a cluster order, is incapable of processing high-dimensional data, is a slow algorithm, and is extremely computationally expensive, particularly when the search distance is huge [31,39].



A summary of the current state-of-the-art approaches demonstrates that the distribution model-based clustering, hierarchical clustering, and fuzzy clustering techniques suffer from several issues, with some of them requiring input parameters that are difficult to identify, hence the remarkable effect on the clustering outcomes. Meanwhile, all partition, distribution model-based, hierarchical, and fuzzy clustering methods or algorithms are affected by noise and outliers; they are incapable of clustering complex data structures, cannot be scaled, and are costly on large datasets. Density-based clustering algorithms perform better with noisy and outlier data; they can detect clusters with complex shapes and sizes and automatically compute the number of clusters. However, DBSCAN is unsuitable for datasets with varying densities. Furthermore, OPTICS produces only the cluster order, fails to handle multidimensional datasets, and has a high computational cost due to the vast search distance.





2. Materials and Methods


As shown in Figure 1, when points of any dataset are represented in spatial space, different clusters and noises may be distinguished based on the densities and distances between points. Each group of points can be detected as an independent cluster if it has a density that is much higher than that of the surrounding area. Thus, if any piece of density overlaps with other close pieces with a matching density, then these two pieces belong to the same cluster. This principle is applied to the proposed method.



Particularly, in the proposed method, D is a dataset whose points are represented in a spatial plot (i.e., a two-dimensional space in this study), and P denotes a point of dataset D. The points are placed in a space plot from bottom to top and left to right from smallest to largest. The smallest point in D is plotted at the lower part of the space, whereas the largest point is positioned in the highest position. All remaining points are placed between the smallest and largest points in the spatial plot.



A set of adjacent points is considered a component. In this study, the component is a circular area that groups a set of adjacent points. All points in the component are implemented as a single unit. This component scans all data points in an orderly motion, from bottom to top and from left to right, and the points in the dataset are included in a component at least one time.



In creating and using the component in the proposed algorithm, two parameters, namely, component size and component density, are considered.



	
Component size (CS) is the radius size of the component. The component is a circular region formed by a radius and a core point as a center. The radius must fit the nature of distances between data points. Large distances require a large radius value. However, a minimum value must be determined, and it should be sufficient to create a component for covering several points in each process.



	
Minimum density (MD) is the threshold density value used to classify each created component as a cluster or noise. It refers to the minimum number of points that must be in the component. This parameter must be suitable for the size of the dataset, and large data require a large value.






Choosing incorrect values for the above parameters can cause problems in which many clusters will be combined, or the points are considered outliers. Therefore, it is not a good idea to estimate these parameters at random.



In this work, CS is the radius of the circular shape component, i.e., the maximum distance between two points considered neighbors, which are widely used in image processing and data analysis. Several techniques are used to estimate the optimal value for this parameter, but the k-distance graph is the most common. It is based on plotting the distances between each point and its nearest neighbor in order from largest to smallest value. Good CS values are where this plot shows an elbow. In general, small values of CS are preferred, and, as a rule, only a small part of the points should be within this distance from each other. This parameter is the main factor in the accuracy of the clustering process. On the other hand, the MD value is not necessary for the accuracy of the performance. It improves processing time and boosts performance with noisy data sets. The default value is MD = 1 for the best processing time. However, a slightly larger value is preferred for noisy datasets and results in more significant clusters. In addition, the following set of variables are defined:




	
Core point (P_core) is the selected center point for creating the current component. This point must be an “unlabeled point.”



	
Unlabeled points (PU) are points that do not yet have label values.



	
Labeled points (PL) are points within the component, and it is given a label value by a previous process.



	
Component points (PC) are the data points within the component.



	
Component density (CD) represents the number of data points in the component.



	
Temporary label (TL), represented by values, is assigned to the points. The initial value is 1, and it increases by 1 after each use.



	
Label list (LL) stores the adjacent TLs. The stored values are used to calculate the final clusters.








2.1. Temporary Labeling Stage


In this stage, each point in the dataset is labeled by a TL value, and all associated label values in one component are stored for the next stage.



In an orderly manner in space, i.e., from bottom to top and from left to right, the smallest point is selected. If the point has a label value, then it is ignored, and the process moves to test the next point. If the point does not have a label value, then it is considered a P_core, and a new component is created on it. The details are shown in Figure 2b. Then, the CD is calculated. If the CD is higher than the MD, then all points in the component are considered to belong to the same cluster.



Therefore, the TL value is assigned to all Pus based on one of two cases. First, if all points in the new component are previously non-labeled Pus, then they will be labeled according to the TL value (Figure 2b,f), and the temporary value is increased by 1 (TL = TL + 1). However, if a PL exists in the component (Figure 2d,h,l,n), then the PU without a label value is labeled using the smallest label value (min(PL)) in the component (Figure 2e,I,m,o). The different label values in the component are stored in the LL as associated labels for subsequent use when finding clusters (Figure 2q).



When the CD is smaller than the MD, then the component has noise points (Figure 2j). Thus, only the P_core is labeled by the TL (Figure 2k), and the TL value is incremented by 1 (TL = TL + 1).



When previous rules have been applied to the selected point, the next smallest point is selected, and the rules are repeated. The previous processes are repeated until all points acquire a TL value, and the LL is constructed. Figure 2 shows a sample of the temporary labeling stage processes. Algorithm 1 presents the first stage rules.



	Algorithm 1: Temporary labeling stage.

Input: Component size (CS), minimum density (MD), TL = 1

Output: temerity labeled points, labels list (LL)



	1: IF P is PU:

2:   P_Core ← P # Create new component is over it

3:    IF CD > MD:

4:     IF PL in PC # if any labeled point in the component

5:      PC ← min(PL) # label all points by the minimum label

6:      LL(TL) ← ALL (PL) # store all labels in the list

7:     ELSE:

8:       ALL PC ← TL

9:       LL(TL) ← TL # store the label in the list

10:     TL = TL + 1

11:   ELSE:

12:      P_Core ← TL

13:      LL(TL) ← TL # store the label in the list

14:      TL ← TL + 1








A practical example of handling a dataset consisting of 300 points and two clusters is presented in Figure 3. Figure 3a represents the unlabeled datasets. Figure 3b shows the dataset after applying the temporary labeling stage. The green parts represent components whose CDs are higher than the MD, whereas the red parts represent components whose CDs are lower than the MD. The required LL is presented in Figure 3c.




2.2. Clustering Stage


The aim of this stage is to find the actual clusters by replacing all adjacent TL values with a single representative value only. After the first stage, all points in the dataset have a temporary value and are then stored in the LL. The LL is a list storing the adjacent TLs in the dataset structure. At this stage, the LL is resolved to find the lowest label in the different sets of associated label values. Subsequently, this lowest value is used as a representative value to replace all adjacent TLs. A data structuring technique is applied to achieve the Union and Find operations.



In general, each individual set of adjacent temporary values in the LL can be assumed as a tree data structure. Each node of the tree is a TL, and the root is the minimum value of labels. The Union–Find data structure keeps track of the elements. Then, these elements are divided into several disjoint subsets by performing two operations (Union and Find). The union process merges several sets according to their common values into a single set, from which the results are represented as a tree. The Find process returns the root of the tree, and all labels in the result set become associated with the same root (i.e., the smallest value in the set). Many Union–Find data structure methods have been previously proposed, and any of them can be used in this work.



As the LL in this work is usually simple to operate, a simple process is also proposed to replace each TL with its representative value. Each cell of the obtained LL contains either a single temporary value that is not adjacent to other values or a set of two or more values. Thus, the sets with common values are merged into one set, and the minimum value of each result set is the root, which is the representative value of all temporary values in the merged sets. In the case of some complex shapes of data, the sequential levels of connectivity between sets should be the focus. Figure 4 shows an example of these processes and outputs based on synthetic LL. Each TL value of the dataset points is replaced by its equivalent representative value. Consequently, all points can be labeled by their cluster values.



Finally, noise points, which are single points with a unique value, are handled. The distance between each noise point and the closest clustered point is determined. If the value is less than the radius of the initial CS, then this point belongs to the current cluster, and its value is replaced by the cluster label; otherwise, its label value is maintained. Algorithm 2 presents the steps of this second stage.



	Algorithm 2: Clustering stage.

Input: Labels list (LL), temerity labeled data points

Outputs: List of representative values, clustered data



	1:  Sort all sets of adjacent label values in if LL incrementally

2:    For I in 1 to TL: # Union

3:      For v in LL[i]:

4:        IF v ! = i and length (LL[i]) > 1:

5:           LL[ i ] ← LL[ i ] + LL[ v ]

6:           LL[ v ] ← v

7:  FOR i in 1 to TL: #Find

8:    Representative [ I ] ← min(LL[ I ])

9:  FOR each TL in Data: # Replace TL by representative value

10:   P_Cluster ← Representative [TL] # The final cluster value for each point

11: FOR each Noise:

12:   IF distance (Noise, nearest cluster) < radius:

13:      Noise ← nearest cluster








Thus, after the second stage, all points in a dataset can be clustered. In summary, in the first stage, the TLs are assigned and stored in the LL. Then, in the second stage, the LL is resolved, and the TL values are replaced by their representative values. Finally, noise points are handled.





3. Results


Experiments were conducted, and their outcomes were analyzed to determine the effectiveness of the proposed clustering method. Aimed at evaluating the clustering performance, a comparative analysis was performed using several well-known clustering algorithms, namely, affinity propagation, agglomerative hierarchical clustering, k-means, mean-shift, spectral, DBSCAN, OPTICS, and Gaussian mixtures methods. Six synthetic sample databases were employed to compare the performance of each method.



The results of each method were matched with the ground truth labels of the synthetic databases and then evaluated using performance metric measurements, such as time complexity, Rand index (RI), adjusted Rand index (ARI), homogeneity, completeness, V-measure (normalized mutual information (NMI)), and Fowlkes–Mallow’s score. All experiments were conducted on a computer running Windows 10 with an Intel(R) Core(TM) i5-9600KF processor at 3.70 GHz and 32 GB of RAM. No GPU was used. The clustering methods and measurements were imported using the Scikit-Learn machine learning library. Each program was executed on Spyder Python 3.



3.1. Dataset Selection


Normally, class labels are not available in clustering datasets, which is the primary reason for relying on unsupervised learning. Given the lack of class labels, the performance of clustering algorithms cannot be accurately evaluated. In the evaluation of the clustering outcomes, datasets containing ground truth class labels must be used. By comparing the results of each clustering method to the ground truth class labels, their performance can be evaluated.



Six synthetic datasets with different shapes were used in the experiments to ensure an accurate evaluation: noisy circles, noisy moons, blobs, anisotropically distributed data, blobs with varying variances, and overlapping distributed datasets. These synthetic datasets were previously used in published research [4,25,30,39,51,52]. Each dataset contained 1500 data points. The noisy circles, noisy moons, blobs, and overlapping distributed datasets were composed of two clusters each, whereas the blobs, anisotropically distributed data, and blobs with varying variances datasets comprised three clusters each. Figure 5 shows the distribution values for each dataset.




3.2. Estimation of Parameters


To display the significance of the CS and MD parameters and the ability of the k-distance graph to estimate the value of CS, the following experiment was introduced. First, a small data set is used to illustrate the set points; a blobs data set with 500 points was used. Figure 6 shows the resulting graph after applying the k-distance graph based on the default value of MD = 1 where k = MD. The optimal value of CS is the value of 0.7. The estimated optimal CS value is evaluated, and Figure 7 shows the clustering results for the proposed method using the optimal CS value compared to some selected CS values. The results show that the dataset correctly clustered with the optimal CS value (Figure 7a), but the clustering failed with the set CS values (0.6 and 0.8), Figure 7b,c, respectively.



Figure 8 shows the clustering performance for the optimal CS value with different values of MD. In addition to DM = 1 displayed in Figure 7a, the results for the values MD = 2, MD = 3 and MD = 4 are shown in Figure 8a–c. The results show that values from DM = 1 to DM = 3 give good clustering performance, while clustering starts to fail from value MD = 4. Obviously, the default value is good (Figure 7a), but the result of the following value MD = 2 is better with outlier points (Figure 8a). The problem of outliers was solved with MD = 2 and MD = 3, but the clusters started merging from MD = 4.




3.3. Evaluation Measurement Methods


Many metrics can be used to evaluate the performance of clustering algorithms. Here, the evaluation of clustering performance should not be directly correlated to the label value errors. Rather than adopting the absolute values of clusters, the clustered values as a proxy were used to meet the requirements of the ground truth dataset. In this manner, the limits between similar data within a set of classes or similar points belonging to the same class that differs from similar points belonging to other classes can be determined.



As explained previously, the accuracy measurement used in many studies is inefficient. In other cases, even though the performance of some clustering algorithms is excellent, their accuracy rates are low because the adopted measurements depend on the absolute label values of clusters, and the output label values do not match the values in the ground truth dataset. In this study, aimed at circumventing this issue, the approaches of time complexity, RI, ARI, homogeneity, completeness, V-measure (normalized mutual information (NMI)), and Fowlkes–Mallow’s score were adopted. The metrics can be described as follows.



Time complexity is used to offer a standard measurement of the methods regardless of the external variables. The processing time of any clustering algorithm depends on several variables, such as the number of clusters, size of the dataset, type of hardware and software, and architecture of the program. Time complexity, which is employed to avoid the impacts of various variables, is typically measured by computing the number of elementary steps required to execute an algorithm, assuming that each step takes the same amount of time. The constant runtime is represented by O(1), O(log n), O(sqrt n), O(n), O(n log n), O(n2), O(n3), O(2n), O(10n), and O(n!) in the order from best to worst runtime.



RI measures the clustering similarity of two datasets. It counts all pairings assigned to the same or different clusters in the real clustering and disregards permutations. The scores of perfectly agreeable labels move close to 1, whereas those of weak agreeable labels move close to 0. RI is essentially equivalent to the percentage of decisions calculated using the following equation:


  P e r c e n t a g e =   T P + T N   T P + F P + F N + T N    








where TP, TN, FP, and FN are the number of true positives, true negatives, false positives, and false negatives, respectively.


  R I =   a + b   a + b + c + d   =   a + b        n     2         











In data clustering, C is the ground truth class assignment, K is the clustering, a is the number of pairs of elements that are in the same set (i.e., in both C and K), and b is the number of pairs of elements that are in different sets in C and in different sets in K.



	
a, the number of pairs of elements in S that are in the same set in C and in the same set in K.



	
b, the number of pairs of elements in S that are in different sets in C and in different sets in K.



	
c, the number of pairs of elements in S that are in the same set in C and in different sets in K.



	
d, the number of pairs of elements in S that are in different sets in C and in the same set in K.






ARI can be described from the perspective of RI. For instance, if the number of clusters and the number of samples have the same order of magnitude, then RI cannot ensure random label assignments to ensure a value close to 0. In view of counteracting this effect, the predicted RI E[RI] of random labeling is discounted using the following definition of the modified RI.


  A R I =   R I − E   R E     M A X   R I   − E   R E      











Homogeneity assesses the amount of only a sample of a single class by which the cluster contains. Completeness assesses how much similar samples are assigned together to the same cluster. The harmonic average between homogeneity and completeness is given by the V-measure, which is the NMI.



Information (NMI)


  Homogeneity = 1 −   H   C │ K     H  C     










  H   C │ K   = −   ∑   c , k      n  c , k    N    l o g      n  c , k      n k       










   Completeness    1 −   H   K │ C     H  K     










  N M I = 2       H   ∗   C   H + C    








where H represents homogeneity, C represents completeness, and H (C | K) is the ratio between the number of samples labeled as c and the total number of samples in cluster k.



The Fowlkes–Mallow’s index is defined as the geometric mean of pairwise accuracy and recall.


  F M I =   T P       T P + F P     T P + F N        











In the previous measurements, 1 denotes the best performance, whereas a decreasing value implies moving towards poor performance.




3.4. Clustering Performance


Each clustering algorithm’s time complexity (Big O) is listed in Table 1. The constants and scaling variables, such as the number of clusters or the size of the database, are disregarded because only the asymptote is of interest. However, the number of iterations is maintained because it is crucial to determine the processing time in certain cases. The results indicate that the FCDCSD is a relatively fast method, with time complexity of O(N), because its stages are ordered regardless of the size and shape of the data or the number of clusters. It does not require an iterative process and is stable while still being (O(N)) under the worst-case scenario. The next best algorithms are k-means clustering, OPTICS, and DBSCAN. Agglomerative hierarchical clustering, Ward’s hierarchical clustering, spectral clustering, and Gaussian mixtures were performed poorly according to O(N3).



The trends are shown in Table 2, Table 3, Table 4, Table 5, Table 6 and Table 7 and Figure 9, while Figure 10 presents a visual representation of each method and all datasets to sufficiently illustrate the results of each method. The results indicate that the performance of each method varies depending on the dataset type. Some methods perform poorly in all cases, whereas other algorithms perform differently. Overall, the FCDCSD provides the best and most reliable performance regardless of the dataset type.



In particular, the FCDCSD and DBSCAN attained the best performance on the noisy circles and noisy moons in all metrics, whereas the remaining methods performed poorly on these two datasets. On the blobs datasets, the proposed method performed comparably with the agglomerative hierarchical, k-means, mean-shift, spectral, and Gaussian mixture methods across all metrics. On the anisotropic dataset, only the FCDCSD and the Gaussian mixture method performed well on all metrics. Notably, the DBSCAN failed to achieve the maximum performance on the blobs and anisotropic datasets despite its good performance on average.



On the varying variance and overlapping datasets, none of the methods achieved the same level of performance compared with the previously presented datasets due to the high levels of noise and the significant overlaps. In particular, on the varying variance dataset, the order of high performance (with minor variations) is agglomerative hierarchical, Gaussian mixture, the proposed method, and the spectral algorithm. The overlapping datasets particularly have overlapping data labels, and all methods presented an average performance when utilizing them. The Gaussian mixture method attained the best performance in this case.





4. Discussion


The results further indicate that the FCDCSD can efficiently handle various types of datasets. Among the evaluated algorithms, the proposed method covers a wider variety of data types. It exhibits ideal performance on a majority of data types except for the average performance on the overlapping datasets. Figure 9 shows the total average of all datasets used for the measurements. The FCDCSD performed better than all other methods, followed by DBSCAN.



The FCDCSD can achieve improved accuracy in most dataset scenarios compared with existing methods (Figure 9), and the number of previous clusters does not need to be specified. In addition, the proposed algorithm has a faster execution time (Table 1) and a simpler time complexity because of its simple structure, and its step behavior has no effect on the shape, size, and spatial distribution of the data compared with the other methods. The FCDCSD can preserve meaningful clustering results on large and complex shaped datasets (Figure 10), and it can accommodate noise points in the datasets compared with most clustering methods. The proposed method can also handle outliers and widely dense datasets, whereas most of the methods fail with outliers or large variation densities. Finally, the FCDCSD can produce clusters in complex shapes, whereas most of the existing methods can only form clusters in elliptical or circular styles.




5. Conclusions


The FCDCSD proposed in this study attempts to solve the current drawbacks of clustering algorithms by utilizing the density-based clustering technique. FCDCSD consists of two main stages. First, all data points are labeled by temporary values, and sets of adjacent values are stored. Second, all sets with common values are merged and resolved to obtain the representative value, replacing their temporary counterparts in the dataset to generate the final clusters. In addition, a post-process is performed to address the noise issue. Experiments were conducted using metrics and synthetic datasets to evaluate the performance of the FCDCSD. The result indicates that the proposed model is superior to affinity propagation agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, and Gaussian mixture clustering methods. Furthermore, the FCDCSD can enhance the accuracy of most datasets. It is also easy to develop and fast to implement, and its operations are unaffected by data size or complexity. Finally, the proposed FCDCSD can accommodate noise, effectively handle outliers and datasets with widely varied densities, and produce clusters with complex shapes.
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Figure 1. Dataset points in 2D spatial representation. 
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Figure 2. Example of the temporary labeling stage process: (a) original unlabeled data points; (b–o) seven times of the core point selection and labeling process; (p) output data labeled with temporary values; (q) resultant LL. 
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Figure 3. Example of the temporary labeling stage: (a) original datasets, (b) processing of data points; (c) resultant LL. 
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Figure 4. Example of the resolving step: (a) synthetic resultant LL, (b) LL after sets merged; (c) the temporary values and their representative value. 
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Figure 5. Used datasets: (a) noisy circles, (b) noisy moons, (c) blobs, (d) anisotropically distributed data, (e) blobs with varied variances, and (f) overlapped distributed datasets. 
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Figure 6. The k-distance graph of k = 1 distance to the nearest neighbor (elbow in value 0.7). 
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Figure 7. Visual result of proposed method with DM = 1 and (a) CS = 0.7, (b) CS = 0.6, and (c) CS = 0.8. 
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Figure 8. Visual result of proposed method with CS = 0.7 and (a) DM = 2, (b) DM = 3, and (c) DM = 4. 
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Figure 9. The average of RI, ARI, homogeneity, completeness, and Fowlkes–Mallow’s score. Note: measurements of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods. 
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Figure 10. Visual result of each clustering method on each dataset: (a) ground truth, (b) affinity propagation, (c) agglomerative hierarchical, (d) k-means, (e) mean-shift, (f) spectral, (g) DBSCAN, (h) OPTICS, (i) Gaussian mixtures, and (j) the proposed clustering methods. Left to right: noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets. 
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Table 1. The time complexity (Big O) for each clustering algorithm.
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	Method
	Complexity Time





	Affinity Propagation
	O(N2I)



	Agglomerative Hierarchical Clustering
	O(N3)



	K-means clustering
	O(IN)



	Mean-shift
	O(IN2)



	Spectral clustering
	O(N3)



	Ward hierarchical clustering
	O(N3)



	DBSCAN
	O(N2), could be O(N log N)



	OPTICS
	O(N log N)



	Gaussian mixtures
	O(N3)



	Proposed
	O(N)







N = number of points, I = number of iterations.
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Table 2. The RI of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods on noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.
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	Noisy Circles
	Noisy Moons
	Blobs
	Aniso
	Varied
	Overlapped





	Affinity Propagation
	0.53
	0.55
	0.76
	0.72
	0.73
	0.52



	Agglo. Hierarchical
	0.50
	0.73
	1.00
	0.80
	0.99
	0.72



	K-means
	0.50
	0.62
	1.00
	0.82
	0.92
	0.73



	Mean-shift
	0.50
	0.71
	1.00
	0.76
	0.93
	0.74



	Spectral
	0.50
	0.65
	1.00
	0.89
	0.97
	0.69



	DBSCAN
	1.00
	1.00
	0.98
	0.99
	0.96
	0.62



	OPTICS
	0.51
	0.50
	0.58
	0.58
	0.56
	0.50



	Gaussian mixtures
	0.50
	0.75
	1.00
	1.00
	0.99
	0.82



	Proposed
	1.00
	1.00
	1.00
	1.00
	0.97
	0.69
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Table 3. The ARI of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods on noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.
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	Noisy Circles
	Noisy Moons
	Blobs
	Aniso
	Varied
	Overlapped





	Affinity Propagation
	0.07
	0.10
	0.33
	0.21
	0.24
	0.05



	Agglo. Hierarchical
	0.01
	0.47
	1.00
	0.57
	0.97
	0.46



	K-means
	0.00
	0.24
	1.00
	0.61
	0.83
	0.46



	Mean-shift
	0.00
	0.42
	1.00
	0.54
	0.85
	0.49



	Spectral
	0.00
	0.29
	1.00
	0.74
	0.93
	0.39



	DBSCAN
	1.00
	1.00
	0.96
	0.98
	0.91
	0.24



	OPTICS
	0.01
	0.01
	0.02
	0.01
	0.01
	0.00



	Gaussian mixtures
	0.00
	0.50
	1.00
	1.00
	0.97
	0.64



	Proposed
	1.00
	1.00
	1.00
	1.00
	0.94
	0.39
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Table 4. The homogeneity of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods on noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.
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	Noisy Circles
	Noisy Moons
	Blobs
	Aniso
	Varied
	Overlapped





	Affinity Propagation
	1.00
	1.00
	1.00
	0.99
	0.95
	0.69



	Agglo. Hierarchical
	0.00
	0.48
	1.00
	0.63
	0.95
	0.43



	K-means
	0.00
	0.18
	1.00
	0.63
	0.81
	0.43



	Mean-shift
	0.01
	0.36
	1.00
	0.52
	0.83
	0.45



	Spectral
	0.00
	0.22
	1.00
	0.74
	0.91
	0.41



	DBSCAN
	1.00
	1.00
	0.98
	0.99
	0.94
	0.46



	OPTICS
	0.58
	0.47
	0.46
	0.48
	0.43
	0.35



	Gaussian mixtures
	0.00
	0.40
	1.00
	1.00
	0.94
	0.55



	Proposed
	1.00
	1.00
	1.00
	1.00
	0.91
	0.41
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Table 5. The completeness of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods on noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.






Table 5. The completeness of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods on noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.














	
	Noisy Circles
	Noisy Moons
	Blobs
	Aniso
	Varied
	Overlapped





	Affinity Propagation
	0.20
	0.23
	0.45
	0.36
	0.35
	0.14



	Agglo. Hierarchical
	0.00
	0.51
	1.00
	0.68
	0.95
	0.45



	K-means
	0.00
	0.18
	1.00
	0.63
	0.82
	0.45



	Mean-shift
	0.00
	0.37
	1.00
	0.89
	0.84
	0.48



	Spectral
	0.00
	0.22
	1.00
	0.74
	0.91
	0.46



	DBSCAN
	1.00
	1.00
	0.91
	0.93
	0.85
	0.17



	OPTICS
	0.12
	0.12
	0.19
	0.19
	0.18
	0.09



	Gaussian mixtures
	0.00
	0.40
	1.00
	1.00
	0.94
	0.55



	Proposed
	1.00
	1.00
	1.00
	1.00
	0.91
	0.46
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Table 6. The V_measure of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.






Table 6. The V_measure of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.














	
	Noisy Circles
	Noisy Moons
	Blobs
	Aniso
	Varied
	Overlapped





	Affinity Propagation
	0.34
	0.37
	0.62
	0.53
	0.52
	0.23



	Agglo. Hierarchical
	0.00
	0.49
	1.00
	0.65
	0.95
	0.44



	K-means
	0.00
	0.18
	1.00
	0.63
	0.81
	0.44



	Mean-shift
	0.00
	0.36
	1.00
	0.65
	0.83
	0.47



	Spectral
	0.00
	0.22
	1.00
	0.74
	0.91
	0.44



	DBSCAN
	1.00
	1.00
	0.94
	0.96
	0.89
	0.25



	OPTICS
	0.20
	0.19
	0.27
	0.27
	0.26
	0.14



	Gaussian mixtures
	0.00
	0.40
	1.00
	1.00
	0.94
	0.55



	Proposed
	1.00
	1.00
	1.00
	1.00
	0.91
	0.43
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Table 7. The Fowlkes–Mallows of affinity propagation, agglomerative hierarchical, k-means, mean-shift, spectral, DBSCAN, OPTICS, Gaussian mixtures, and the proposed clustering methods on noisy circles, noisy moons, blobs, anisotropic, varying variance, and overlapping datasets.
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	Noisy Circles
	Noisy Moons
	Blobs
	Aniso
	Varied
	Overlapped





	Affinity Propagation
	0.26
	0.31
	0.52
	0.40
	0.43
	0.22



	Agglo. Hierarchical
	0.51
	0.75
	1.00
	0.73
	0.98
	0.74



	K-means
	0.50
	0.62
	1.00
	0.74
	0.88
	0.74



	Mean-shift
	0.36
	0.72
	1.00
	0.76
	0.90
	0.75



	Spectral
	0.50
	0.65
	1.00
	0.83
	0.96
	0.72



	DBSCAN
	1.00
	1.00
	0.98
	0.98
	0.94
	0.55



	OPTICS
	0.31
	0.38
	0.32
	0.31
	0.34
	0.39



	Gaussian mixtures
	0.50
	0.75
	1.00
	1.00
	0.98
	0.82



	Proposed
	1.00
	1.00
	1.00
	1.00
	0.96
	0.71
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