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Abstract: The impressive progress on image segmentation has been witnessed recently. In this paper,
an improved model introducing frequency-tuned salient region detection into Gaussian mixture
model (GMM) is proposed, which is named FTGMM. Frequency-tuned salient region detection
is added to achieve the saliency map of the original image, which is combined with the original
image, and the value of the saliency map is added into the Gaussian mixture model in the form of
spatial information weight. The proposed method (FTGMM) calculates the model parameters by the
expectation maximization (EM) algorithm with low computational complexity. In the qualitative and
quantitative analysis of the experiment, the subjective visual effect and the value of the evaluation
index are found to be better than other methods. Therefore, the proposed method (FTGMM) is proven
to have high precision and better robustness.

Keywords: image segmentation; salient region detection; Gaussian mixture model; EM algorithm

1. Introduction

In the field of computer vision, image segmentation is a basic and inevitable technology
to analyze the scene [1]. The definition of image segmentation is to divide the image into
regions with consistent attributes and different statistical characteristics [2–4]. Accurate
segmentation results are conducive to feature extraction and recognition classification of
the target in the later stage. People regard image segmentation as the most important
low-level work in the field of computer vision, which is a steppingstone to better complete
the research work in the image. The reason why image segmentation is valued by people
is that it can’t be underestimated in the actual scene application value. For example, in
the road scenario study [5], the road scenes are split into some parts, so as to predict the
obstacles and pedestrians in front of the road, thus realizing to avoid accidental injury. In
the supermarket environment, the reliable segmentation on fruit and vegetables [6] at a
supermarket is needed, which can help supermarket workers sort fruits and vegetables
quickly. In the medical field, patients are involved in the segmentation of tumors and other
lesions by carrying out B-ultrasound, computer tomography (CT) and other examinations.
Medical imaging plays an important role in doctors’ understanding of the lesions, which is
related to life. Therefore, how to achieve accurate segmentation of tumors [5,6] and other
lesions in the medical images requires the intervention of image segmentation technology.
In addition, face recognition [7] of facial features is used for real-time face acquisition in the
security system [8], in order to find out the people and things needed for the related work
in the future. As mentioned above, image segmentation technology has been closely related
to people’s daily life. Therefore, it is very important to improve the image segmentation
technology and improve the segmentation performance of the method.

According to the development of image segmentation, it is divided into non-deep
learning and deep learning. Traditional segmentation methods are regarded as non-deep
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learning. They are divided into three categories: threshold method [9], edge segmen-
tation [10] and region segmentation [11]. The threshold method is divided into single
threshold segmentation and multi-value segmentation. The methods of edge segmentation
include the edge detection method and boundary growing way. The methods based on
region segmentation are divided into the region growing method and the region split-
ting merging method. The second kind of non-deep learning method is the segmentation
method based on specific theory [12–16], which is divided into several categories: clustering
segmentation, based on mathematical morphology, fuzzy sets theory, wavelet transform,
energy function and statistics. Common clustering segmentation includes K-means segmen-
tation and fuzzy set c-means segmentation. Statistical methods include the finite mixture
model and Markov model [17–23]. There are three kinds of segmentation methods based
on deep learning: semantic segmentation [24], instance segmentation [25] and panoramic
segmentation [26].

The method in this paper is based on the research branch of finite mixture model,
which belongs to the category of traditional image segmentation. Through the analysis of
related work, the main problems existing in this type of method are as follows: most of the
existing segmentation algorithms fail to take the context information of image pixels into
consideration, which leads to imprecisely deciding the spatial neighborhood information
of the pixels. In addition, the continuity of the image pixels is also affected.

In order to solve those problems, an improved model combining frequency-tuned
salient region detection to Gaussian mixture model (GMM) is proposed in this paper. The
spatial information of pixels is considered in combination with saliency, which is introduced
into the target model in the form of weight. Therefore, the deficiency that most methods fail
to consider the context information of pixels is solved. In addition, we use the expectation
maximization algorithm combined with the logarithmic likelihood function to solve the
parameters, in order to find the optimal solution of the model, to achieve high precision and
good robustness of image segmentation. In our experiment, we conducted experimental
analysis on data in a variety of scenarios and achieved good results in quantitative and
qualitative analysis.

The main contributions in this paper are as follows: (1) an efficient method combining
frequency-tuned salient region detection to Gaussian mixture model is proposed in this
paper, this saliency reflects the context information of the image pixels, edge information
and indistinguishable pixels are protected so that they can be classified and judged by the
influence of adjacent pixels; (2) frequency-tuned salient region detection is introduced to
obtain the saliency map of the original image, and the saliency map value is added into the
Gaussian mixture model in the form of spatial information weight. The mapping value
of the significance part can be solved independently, which reduces the computational
complexity; and (3) the proposed method FTGMM not only solves the model parameters
based on the EM algorithm with low computational complexity, but also outperforms
the latest experimental results on Berkeley natural datasets and medical images. The
segmentation performance in different scenarios can be compared to show its optimal.

This paper contains the following parts: Section 2 describes the related work. Section 3
presents the proposed algorithm in detail. In Section 4, the experimental results are shown.
Section 5 summarizes this paper, and then finally there are the references.

2. Related Work

The finite mixture model (FMM) is a modeling tool for the statistical modelling of data.
It advocates an effective mathematical method of simulating complex density with simple
density function, which is due to its flexibility. In 1894, Karl [12] assigned different weights
to two univariate Gaussian distribution models, fitted a group of observation data, and
estimated the parameter set of the mixture model by the distance estimation method. In
1996, T. K. moon [10] proposed the expectation maximization (EM) algorithm for solving
parameters, and EM [14–16] is often used to solve the estimation of the mixture model.
GMM is more used in image segmentation [17]. The pixels with similar gray values are
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divided into the same class, so the pixel classification is realized by numerical clustering.
However, the traditional GMM ignores the spatial relationship between pixels.

In 2007, A. Diplaros [18] proposed a new spatial constraint, which assumed that
the unobserved category labels of adjacent pixels in the image are generated by prior
distribution with similar parameters. The hidden Markov model is used to construct the
prior spatial prior relationship between pixels. Although Markov random field provides a
simple and effective way for image spatial modeling, it has difficult parameter estimation,
which is a problem. In 2013, Zhang and Nguyen. T. M. Nguyen [19] applied the Markov
random field model as a prior model of parameters and carried out a series of secondary
optimization through the constructor. In 2016, Liqiu Chen [20] published a paper proposing
a method for dynamic texture segmentation of inter-scale background based on Markov
random fields. In 2021, hidden Markov random fields [21] have been proposed. The spatial
information relation of pixels is constructed by it, and a new context constraint is formed to
carry out image segmentation. This model is also used in brain image segmentation [22–24].
When using Markov random fields [23] to process spatial relations, although it shows
excellent results, it is often unable to directly use M-step of EM to calculate parameters, and
there are too many generated parameters, complex calculations and high calculation costs.

Another way to deal with the spatial relationship of pixels is to use the mean template.
In 2009, Tang [24] proposed the neighborhood weighted method, namely GMM-MT, which
has a good effect in the results. In 2016, Zhang [25] proposed ACAP. In 2018, a liver
segmentation model [26] is proposed using a sequence of modules based on personalized
model knowledge of liver appearance and shape. In 2021, a new EM algorithm [27] for
GMMs has been proposed. It further optimizes the solution process of the Gaussian mixture
model and improves the method. In these methods, the probability weighting of the mean
template is calculated by the geometric mean weighted template and arithmetic mean
template. This method has a good effect on noise robustness and is faster. However, the
key problem is that the context information of independent pixels is not considered.

Recently, the saliency map is concerned. In 2018, Bi [28] proposed the GMM-SMSI
method. This method introduced the saliency map as a weight into the GMM through
the saliency detection method spectral residual method proposed by Hou [29] so that
the prior probability of the current pixel can be estimated by the saliency weight of the
neighboring pixels, and fully reflects the context of the image information. Compared
with the method of constructing Gaussian pyramid to obtain saliency map proposed by
Itti [30–32], the above method is simpler in terms of computational complexity. Frequency-
tuned saliency extraction [33] is simpler and only needs Gaussian smoothing and mean
calculation, which outputs full resolution saliency map with a clear boundary. This method
makes use of the characteristics of color and brightness, so it is easy to implement and
has high computational efficiency. Based on this consideration, this paper proposes the
use of the FT saliency extraction method to extract saliency. Figure 1 shows the difference
between the traditional Gaussian mixture model segmentation and the process described
in this paper.
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Figure 1. Difference between the traditional GMM and the proposed method.

3. Proposed Algorithm
3.1. Gaussian Mixture Model

In the method of image segmentation based on specific theory, the method of segmen-
tation based on statistics is often referred to as the finite mixture model (FMM). The finite
mixture model (FMM) is widely used in image segmentation. It has been formally proposed
since FMM in 2000. The commonly used mathematical model is shown in Equation (1):

p(xi|θ) =
K

∑
k=1

πk p(xi|θk) (1)

where p(xi|θ) is a function which is used to fit image histogram, K is the total number of tags
of different categories. πk is the weight of each distribution density function in the overall
model, p(xi|θk) is the expression of the i-th distribution function. The distribution of pixels
can be outlined by Gaussian distribution, which is regarded as the distribution density
function in the finite mixture model (FMM). The expression of Gaussian distribution is:

Φ(x|µ, Σ) =
1

(2π)D/2|Σ|1/2 exp
{
−1

2
(x− µ)TΣ−1(x− µ)

}
(2)

where x shows the value of the sample, namely, the gray value of the pixels, µ is the
mean value of the sample, Σ represents the covariance in the Gaussian distribution model,
exp{.} is the exponential function based on the natural number e, T is the transposition
of vector, D is the dimension. Generally, gray image is two-dimensional image, so D is
set as 2. When the input image is an RGB image, which is a three-dimensional image, in
order to facilitate the unified processing of the model, when the input image is the RGB
image, it needs to perform grayscale conversion to transform it into two-dimensional image.
Therefore, the parameter D in our model proposed in this paper is 2 by default. Obeying
such a distribution function means obeying Gaussian distribution. Equation (3) represents
Gaussian mixture model:

f (xi|Π, Θ) =
L

∑
j=1

πjΦ
(
xi
∣∣θj
)

(3)
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where Π = {π1, π2 . . . , πL},
L
∑

j=1
πj = 1, Θ = {θ1, θ2, . . . , θL}, θj =

{
µj, Σj

}
, Θ represents a

set of parameters in a Gaussian distribution. L is the total number of tags of different categories.

3.2. Extraction of Saliency Map

Saliency map has been widely used in detection. It reflects the regions of interest
in the image and contains potential feature information. Image is usually divided into
low frequency part and the high frequency part. The low frequency part reflects the
overall information of the image, while high frequency reflects the details of the image.
R. Achanta [33] proposed a new saliency extraction, namely frequency-tuned (FT) algorithm,
which is calculated by the Equation (4):

S(xi) = ||Iµ − Iwhc(xi)|| (4)

In Equation (4), xi is the i-th pixel of the image, Iµ is the average feature vector of
the image, using Lab color features, Iwhc(xi) is the corresponding image pixel feature after
5 × 5 Gaussian blurred version on pixel xi to round off the highest frequency, ||·|| is L2
normal form. Using the Lab color space, each pixel location is a vector, and the L2 normal
is the Euclidean distance. The calculation process is shown in Figure 2.
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3.3. Gaussian Mixture Model with Saliency Weight

Gaussian distribution is a probability model, it represents a simple linear combination
of Gaussian density, GMM can divide N pixels into K class labels, i represents the index
of pixels, i = {1, 2, . . . . . . , N}, j is the index of the class label, j = {1, 2, . . . , L}. The
traditional Gaussian mixture model is shown in Equation (2). The probability of i-th pixel
belonging to the j-th class is given by Equation (2), where θj =

{
µj, Σj

}
represents the

mean and covariance of the j-th Gaussian distribution. The conventional GMM is shown in
Equation (3), where Π is the prior probability of pixel distribution, which can also be called
mixed component weight. Specifically review Equations (2) and (3). Detailed elaboration
of the model in this paper will be expanded in the following paragraphs.
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The spatial information reflected by the saliency of the pixel is introduced into GMM
in a way of weight. In this paper, the saliency map is used to assign proper weights to the
pixels in the original image. The mathematical model is shown in the following Equation (5):

f (xi|Ψ) =
L

∑
j=1

πij

[
∑

m∈Ni

S(xm)

Ri
p(xm|Θj)

]
(5)

where πij represents the prior probability which the pixel xi is classified as the j-th class,
p(xm

∣∣Θj) represents the j-th Gaussian distribution. Ni stands for the neighborhood of
xi, m is the pixel index in the Ni. Ri is the sum of saliency mapping values of all pix-
els in the neighborhood. S(xm) represents the saliency mapping value of the pixel xm.
Ψ represents all the parameters involved in the model. Ψ ={π11, π12, . . . , π1L, π21, π22,
π2L, . . . , πN1, πN2, . . . , πNL, Θ1, Θ2, . . . , ΘL}.

In the part of parameter solving, EM algorithm is used to solve and optimize the
parameters. According to reference [22], the complete data log likelihood function of the
objective function is as follows:

Q =
N

∑
i=1

L

∑
j=1

γij

[
∑

m∈Ni

S(xm)

Ri
logp

(
xm
∣∣τj
)
+ logπij

]
(6)

In the Equation (6), Q represents the log likelihood function of the objective func-
tion. i = {1, 2, . . . . . . , N}, which is the index of pixels. j is the index of the class label,
j = {1, 2, . . . , L}. γij is the posterior probability, which measures the likelihood that an
event will happen given that a related event has already occurred.

In the step of seeking expectation, the posterior probability γij is calculated as follows:

γ
(t)
ij =

π
(t)
ij ∑m∈Ni

S(xm)
Ri

p
(

xm

∣∣∣θ(t)j

)
∑L

j=1 π
(t)
ij ∑m∈Ni

S(xm)
Ri

p
(

xm

∣∣∣θ(t)j

) (7)

where t is the t-th of iterations. γ
(t)
ij represents the posterior probability when the number

of iterations is t. π
(t)
ij means the prior probability of the t-th. p

(
xm

∣∣∣θ(t)j

)
is the expression

of the j-th distribution function when iteration number is t.
In the process of maximizing, the mean and covariance are calculated as follows:

µ
(t+1)
j =

∑N
i=1 ∑m∈Ni

γ
(t)
ij

S(xm)
Ri

xm

∑N
i=1 γ

(t)
ij

(8)

Σ(t+1)
j =

∑N
i=1 ∑m∈Ni

γ
(t)
ij

S(xm)
Ri

(xm − µ
(t)
j )
(

xm − µ
(t)
j

)T

∑N
i=1 γ

(t)
ij

(9)

In the Equations (8) and (9), µ
(t+1)
j and ∑

(t+1)
j are on behalf of the mean and covariance

in the next iteration. They do calculations and numerical updates based on the results of
the previous iteration.

Prior probability πij is calculated as follows:

π
(t+1)
ij =

∑m∈Ni
S(xm)γ

(t)
mj

∑L
j=1 ∑m∈Ni

S(xm)γ
(t)
mj

(10)

In the Equation (10), through the combination of the i-th pixel and its neighborhood
pixel processing, calculate the prior probability of the next time, namely, π

(t+1)
ij .
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4. Experiments

This section mainly shows the experimental methods and results, and the experimental
results are analyzed. In this part, the proposed method will be compared with related
methods: Gaussian mixed model (GMM) [34], fuzzy C-means (FCM) [35], fast fuzzy C-
means clustering (FFCM) [36], fuzzy local information C-means (FLICM) [37] and fast
and robust Gaussian mixed model (FRGMM) [38]. The data used in the experiment are
Berkeley [39] dataset, which contains multi-scene and multi-category image data. In this
paper, representative images are selected for analysis and comparison, which include face,
building and a variety of scene. The relevant experiments mentioned in this paper have
been implemented in the environment of Python 3.7 (Code hosting address: https://github.
com/Lyn208280/FTGMM, Acessed date: 27 January 2022), and the relevant comparison
methods are also implemented and reproduced in the corresponding environment.

Pixel accuracy (PA) and dice are used to evaluate the performance of these methods
for the same category of images. Their values range from 0 to 1. The larger the value, the
better the performance of the corresponding method. In order to highlight the robustness
of the method, this paper processes images of various scene categories. Pixel accuracy (PA)
is an evaluation index. The expression is as follows:

PA =
TP + TN

TP + TN + FP + FN
(11)

where TP (True Positive) means the true category of the sample is a positive example and
the result predicted by the model is also a positive example. TN (True Negative) means
the true category of the sample is negative, and the model predicts it to be negative. FP
(False Positive) means the model predicts a positive example, but the actual example is a
negative one. FN (False Negative) means the model prediction is a negative example, but it
is actually a negative example.

Dice is a measure of set similarity, which is usually used to calculate the similarity of
two samples, and the range of value is 0–1. The larger the value is, the closer the real value
is to the predicted value. The expression is as follows:

Dice =
2TP

FP + 2TP + FN
(12)

The parameters involved in the Equation (12) are explained later in the Equation (11).
The following is a detailed display and comparative analysis of experiments.

4.1. Segmentation of Building

Building is the main carrier of production and life of human society. Traditional
building images are easily affected by illumination and noise in the process of capture. The
final image may have texture and corresponding noise. In the first experiment, we select
No.24063 image in the BSD500 dataset, which resolution is 481 × 321. The goal is to divide
the image into two categories: foreground building and background sky, as shown in
Figure 3. Among Figure 3a is the original image, Figure 3b is gray scale image, Figure 3c–h
are GMM, FCM, FFCM, FLICM, FRGMM and our method. The upper right corner of the
rendering in Figure 3c,d,f reflects some areas that are mistakenly classified as buildings.
Among them, the misclassification area of GMM Figure 3c is larger than other methods.
Tables 1 and 2 shows the two objective indices for the matching between the rendering of
the image and the benchmark image. It can be seen that the segmentation accuracy of the
proposed method is the highest, and the PA value of our proposed method is 0.9625. From
an objective point of view, the segmentation effect of the proposed method for the building
image is better, and it reflects more detailed features section, such as the two upper right
windows in Figure 3h and the details. Therefore, whether from the subjective or objective
point of view, it can be concluded that the proposed method has a good segmentation effect

https://github.com/Lyn208280/FTGMM
https://github.com/Lyn208280/FTGMM
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on the building image, which can not only segment accurately, but also retain the image
details for image analysis.

Information 2022, 13, x FOR PEER REVIEW 8 of 13 
 

 

segmentation effect on the building image, which can not only segment accurately, but 
also retain the image details for image analysis. 

Table 1. PA value of image data. The bold numbers suggest the highest value 

Image ID GMM FCM FFCM FLICM FRGMM Ours 
3063 0.8337 0.5587 0.5403 0.5889 0.9912 0.8455 

12003 0.6341 0.5266 0.6425 0.6756 0.6518 0.7376 
24063 0.5467 0.7216 0.5458 0.7234 0.5483 0.9625 
86016 0.9303 0.8354 0.8938 0.9314 0.8338 0.9938 

135069 0.6135 0.7162 0.6132 0.9103 0.6124 0.9455 
296059 0.8857 0.9005 0.8845 0.8989 0.8275 0.9215 
302003 0.6994 0.8405 0.8035 0.8161 0.7884 0.8653 
Mean  0.7347 0.7285 0.7033 0.7920 0.7504 0.8959 

Table 2. Dice value of image data. The bold numbers suggest the highest value 

Image ID GMM FCM FFCM FLICM FRGMM Ours 
3063 0.5994 0.4704 0.4197 0.4748 0.9707 0.6776 

12003 0.5183 0.5266 0.5291 0.5465 0.5504 0.6497 
24063 0.5688 0.5320 0.5670 0.5371 0.5726 0.6142 
86016 0.8174 0.7153 0.7812 0.8256 0.6478 0.8339 

135069 0.2246 0.6036 0.2245 0.9192 0.2255 0.9920 
296059 0.8291 0.8402 0.8234 0.8311 0.8183 0.9176 
302003 0.6637 0.7124 0.6585 0.7446 0.7358 0.7561 
Mean  0.6030 0.6286 0.5719 0.6969 0.6458 0.7773 

 

    
(a) (b) (c) (d) 

     
(e) (f) (g) (h) 

Figure 3. Segmentation of the building. (a) Original, (b) gray scale, (c) GMM, (d) FCM, (e) 
FFCM, (f) FLICM, (g) FRGMM and (h) ours. 

4.2. Segmentation of Human Face 
In the second experiment, human face is selected to segment, which is No.302003 in 

Berkeley dataset and its resolution is 321 × 481. The target is to divide the image into two 
categories, foreground face and another is background. The original shown in Figure 4a,b 
is gray scale. Figures 4c–h are the segmentation result diagrams after processing the image 
by several methods. As shown in Figure 4, we can see that the eyebrows in the upper left 
corner of Figure 4c have been lost. In Figure 4h, the specific details of the face and the 
expression and details of the eyebrows of the two eyes are shown. Other methods such as 
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Table 1. PA value of image data. The bold numbers suggest the highest value.

Image ID GMM FCM FFCM FLICM FRGMM Ours

3063 0.8337 0.5587 0.5403 0.5889 0.9912 0.8455
12003 0.6341 0.5266 0.6425 0.6756 0.6518 0.7376
24063 0.5467 0.7216 0.5458 0.7234 0.5483 0.9625
86016 0.9303 0.8354 0.8938 0.9314 0.8338 0.9938

135069 0.6135 0.7162 0.6132 0.9103 0.6124 0.9455
296059 0.8857 0.9005 0.8845 0.8989 0.8275 0.9215
302003 0.6994 0.8405 0.8035 0.8161 0.7884 0.8653
Mean 0.7347 0.7285 0.7033 0.7920 0.7504 0.8959

Table 2. Dice value of image data. The bold numbers suggest the highest value.

Image ID GMM FCM FFCM FLICM FRGMM Ours

3063 0.5994 0.4704 0.4197 0.4748 0.9707 0.6776
12003 0.5183 0.5266 0.5291 0.5465 0.5504 0.6497
24063 0.5688 0.5320 0.5670 0.5371 0.5726 0.6142
86016 0.8174 0.7153 0.7812 0.8256 0.6478 0.8339

135069 0.2246 0.6036 0.2245 0.9192 0.2255 0.9920
296059 0.8291 0.8402 0.8234 0.8311 0.8183 0.9176
302003 0.6637 0.7124 0.6585 0.7446 0.7358 0.7561
Mean 0.6030 0.6286 0.5719 0.6969 0.6458 0.7773

4.2. Segmentation of Human Face

In the second experiment, human face is selected to segment, which is No.302003 in
Berkeley dataset and its resolution is 321 × 481. The target is to divide the image into two
categories, foreground face and another is background. The original shown in Figure 4a,b
is gray scale. Figure 4c–h are the segmentation result diagrams after processing the image
by several methods. As shown in Figure 4, we can see that the eyebrows in the upper left
corner of Figure 4c have been lost. In Figure 4h, the specific details of the face and the
expression and details of the eyebrows of the two eyes are shown. Other methods such
as FFCM Figure 4e not only lose the eyebrow details, but also the background has been
misclassified. In addition, our method not only can segment the facial information perfectly,
achieves the expected segmentation effect, but also reflect the texture details of eyebrows
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and sleeves. Tables 1 and 2 gives the experimental calculation values of several methods
on No.302003.
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(f) FLICM, (g) FRGMM and (h) ours. (Adapted from Berkeley dataset, 302003).

It can be seen from Table 1 that PA = 0.8653 of this method is the maximum value,
which shows that the segmentation performance of this method is more accurate than
other methods. In addition, the value of dice = 0.07561 is more prominent than the dice
parameters of other methods. Compared with other methods, this method can not only
achieve the segmentation accuracy, but also reflect the local details of the eyebrows and
eyes on the face and the texture details of the sleeves.

4.3. Segmentation of a Large Target and a Small Background

In the third experiment, we selected a large target, relatively small background image,
namely starfish, which is NO.12003 and resolution of 481×321 from the Berkeley datasets.
The original image is shown in Figure 5a. Our ultimate goal is to divide it into two
categories, starfish and seabed background. Because the image is difficult to distinguish
from the seafloor background, the overall effect is not very good when the image is
segmented. However, through the comparison of several methods, we can see that the
method can be better than other methods when distinguishing starfish from the bottom of
the sea. According to Table 1, it can be seen that the PA value of our method is 0.7376 in
segmentation accuracy, although not very high, the results are relatively better than the
comparison methods, and the dice value in Table 2 is also the maximum among multiple
comparison methods.
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Figure 5. Segmentation of a large object and a small background. (a) Original, (b) gray scale,
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4.4. Segmentation of a Large Background and a Small Target

In the fourth experiment, we choose a smaller target and a larger background, which
is from the Berkeley dataset No. 135069. The original image is shown in Figure 6a. There
are two eagles flying in the original image. Therefore, our segmentation goal is to divide
the original image into two categories, namely, the eagle is one category, and the sky is the
background. Figure 6c–h are the contrast method and ours in this paper. In Figure 6c,d,e,g,
we can see that the eagle and part of the sky are divided into a category, the sky is mistakenly
divided into foreground and the misclassification area is large. However, in the FLICM
Figure 6f there is still a small range of background misclassification in the upper left corner.
But this method can classify the sky and hawks completely.
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Figure 6. Segmentation of a large background and a small target. (a) Original, (b) gray scale,
(c) GMM, (d) FCM, (e) FFCM, (f) FLICM, (g) FRGMM and (h) ours.

As can be seen from Table 1, the PA value of our method is 0.9455, and the dice value
is 0.9920, both of which are the highest. Therefore, the proposed method has a good effect
on the small target image segmentation.

4.5. Segmentation of a Medical Image

In the fifth experiment of this paper, we choose the brain image, which is from Brain
Web: Simulated MRI Volumes for a normal Brain. The relevant parameters of the data
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are T1 Modality, which slice thickness is 1 mm and the level of noise has seven levels: 0%,
1%, 3%, 5%, 7% and 9%. Here is 9%. Intensity non-uniformity has three levels: 0%, 20%
and 40%. The original image is shown in Figure 7a, namely N9F40, which noise is 9% and
intensity non-uniformity is 40%.
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Figure 7. Segmentation of a medical image. (a) Noise image, (b) ground truth, (c) GMM (PA = 0.6964),
(d) FCM (PA = 0.7106), (e) FFCM (PA = 0.7001).,(f) FLICM (PA = 0.6233), (g) FRGMM (PA = 0.4857)
and(h) ours (PA = 0.7490).

The PA value of FTGMM (ours) is the highest value in those methods. We can see from
Figure 7 that the brain image segmentation performance of this paper is the best for noisy
images. The gray area represents gray matter, the white area represents white matter and
the black area represents background and cerebrospinal fluid. The effect image Figure 7h
segmented by this method has the best robustness. Therefore, this method has a good
segmentation performance in the brain map of a medical image.

Through the segmentation comparison of several groups of images, we can see that
the proposed method performs better in practical application. This is not only reflected
in the subjective vision, but also reflected in the objective evaluation index. Tables 1 and 2
objectively show the segmentation accuracy. In addition, we also calculate the comprehen-
sive average of these data. The average segmentation accuracy PA value of the proposed
method is 0.8959, and the average dice value is 0.7773. Both data show that the proposed
method is more accurate and robust.

5. Conclusions

In this paper, an improved algorithm is proposed and implemented. In the traditional
Gaussian mixture model (GMM), the mechanism of visual attention in the field of computer
vision is added, namely, saliency map. The value of saliency map is used as neighborhood
information of current pixel points by the frequency-tuned salient detection algorithm,
which is introduced into GMM in a way of spatial information weight. The salient weight
of the pixel strengthens the importance of the point of the image and assists the model in
the classification of pixels. Besides, the method based on frequency tuning can be processed
independently; thus, the implementation of the whole model is simpler and faster. In
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addition, the EM algorithm is mature, so it can be easily solved. All experimental data
in this paper are presented by Berkeley dataset and Brain Web. Through a visual graph
and numerical objective display of various evaluation indexes, we can draw the following
conclusion: our method is better than the five methods mentioned in this paper and has
good performance for different scene categories. Our method presented in this paper has
proven to be simple and has good performance on accurate segmentation, what’s more,
reflecting local details to a certain extent and the robustness of the proposed algorithm
is better.
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