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Abstract: Edge computing architectures promise increased quality of service with low communication
delays by bringing cloud services closer to the end-users, at the distributed edge servers of the
network edge. Hosting server capabilities at access nodes, thereby yielding edge service nodes, offers
service proximity to users and provides QoS guarantees. However, the placement of edge servers
should match the level of demand for computing resources and the location of user load. Thus,
it is necessary to devise schemes that select the most appropriate access nodes to host computing
services and associate every remaining access node with the most proper service node to ensure
optimal service delivery. In this paper, we formulate this problem as an optimization problem
with a bi-objective function that aims at both communication cost minimization and load balance
optimization. We propose schemes that tackle this problem and compare their performance against
previously proposed heuristics that have been also adapted to target both optimization goals. We
study how these algorithms behave in lattice and random grid network topologies with uniform and
non-uniform workloads. The results validate the efficiency of our proposed schemes in addition to
the significantly lower execution times compared to the other heuristics.

Keywords: edge computing; service nodes; access nodes; communication cost; load balancing;
computational times

1. Introduction

It is widely acknowledged that resource-intensive and time-sensitive applications
cannot be adequately accommodated by the centralized cloud computing paradigm. These
types of demanding modern applications and innovative technologies, such as online
gaming, high-definition video streaming, Augmented Reality (AR) and vehicular commu-
nication technology (Internet of Vehicles—IoV) [1,2], rely heavily on high bandwidth and
low end-to-end communication delay. In response to this challenge, the concept of edge
computing has emerged, including various edge platform strategies as outlined in [3–7].

Edge computing [8,9], is a network architecture that facilitates cloud computing
capabilities and IT services at the edge of a wireless access network. This design is intended
to be implemented at the network edge servers (small-scale servers also known as edge
nodes), allowing the execution of applications and the associated processing to occur closer
to the customer which in turn leads to enhanced application performance, reduced service
response time and decreased network and internet congestion. In addition, this proximity
to users enables mobile operators to provide context-aware services and improve QoE by
reducing network delay using radio access network information [10].

The edge service node placement or deployment is a key issue in edge computing
research community. The edge service node can be deployed at any access node type in the
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network, e.g., base transceiver station (BTS), WiFi hotspot, etc., supporting end-users’ mo-
bility and fulfilling the physical proximity necessary for low latency communication [11,12].
However, it is neither cost-effective nor energy-efficient to keep every edge service node
operational at all time, especially when traffic intensity is low. Obviously, the decision
about where to place or deploy these nodes must consider several factors, such as network
topology, operator policies and user computational demands. Additionally, the selection of
edge service nodes in conjunction with the end-user allocation to obtain the service from the
most proper service point is also a complicated issue considering factors such as available
resources, equal balance of load, service quality requirements, and user preferences.

The objective of our research is to tackle the challenge of identifying the most suitable
access nodes for hosting operational (acting also as) service nodes and ensuring that all
users are allocated efficiently in a balanced manner, while simultaneously improving their
Quality of Experience (QoE) in terms of response time. We first formulate two separate
optimizations problems, each one targeting the two different goals of communication cost
minimization and load balance optimization and then we combine these problems into one
bi-objective optimization problem using a normalized weighted sum objective function.
We then present (a) an Edge Service Node Selection scheme, which determines the most
appropriate operational subset of service nodes and (b) an Access Node Allocation scheme,
which allocates users of the access nodes to the previously selected service node subset so
that both objectives are fulfilled. We also adapted previously proposed heuristics for the
K-median clustering problem to also include load balance as a criterion in their decisions.

Our proposed schemes are evaluated through simulation experiments on different
network topologies considering both uniform and non-uniform workload distributions.
The results indicate that our schemes are highly efficient in optimizing load balance distri-
bution without sacrificing performance on the latency communication cost of the system,
compared to the other proposed heuristics.

The main contributions of this article are the following:

• A comprehensive survey of existing physical edge server placement solutions to
determine edge server deployments.

• The formal formulations of a communication cost minimization subproblem, a load
balancing optimization subproblem and a bi-objective optimization problem that aims
to jointly optimize load balancing and mean latency scores in the network.

• The formal description of a novel service node selection scheme that attempts to evenly
distribute service nodes across the edge network.

• The formal description of a novel access nodes allocation scheme that attempts to
allocate access nodes to the most appropriate service node by simultaneously incorpo-
rating proximity-based and load balance decision criteria.

• The ability of the algorithms to tackle both uniform and non-uniform (random) load
distribution.

• The adaptation of other previously proposed heuristics to include load balance in their
decisions and their formal descriptions.

• The time complexity analysis of all schemes presented.
• Our proposed algorithms not only produce near optimum load balance and effective

communication cost solutions, but also exhibit great scalability and significantly lower
execution times compared to the other proposed heuristics.

The paper is structured as follows: Section 2 presents related research works. In Section 3,
the system model is introduced, and the optimization problem is formally formulated.
Section 4 presents the proposed policies and previous and properly adapted heuristics.
Section 5 presents the experimental setup, along with the performance evaluation results.
Finally, Section 6 concludes our study.

2. Related Work

Extensive and detailed surveys about edge computing can be found in [13–20]. Exist-
ing research works focus on the physical placement of cloudlets within a network and how



Information 2024, 15, 670 3 of 22

to allocate users to obtain service. The authors in [21] proposed an effective approach for
placing K cloudlets in a wireless metropolitan area and assigning users to these cloudlets
in such a way that the lowest possible average system response time is achieved. In [22,23],
the authors approach the problem of placing edge servers in some strategic locations with
the objective of workload-balanced edge servers and minimum access delay between users
and edge servers, combining K-means and mixed-integer quadratic programming algo-
rithms. However, in this work, edge server locations may be different from the base station
locations and K-means clustering is applicable in contrast to ours where only K-median
clustering is possible.

A genetic algorithm and local search algorithms were used in [24] to find an optimal
edge server allocation strategy. In [25], the authors proposed a method for determining the
optimal placement of edge servers, through the partitioning of the network into areas of
smaller size to simplify the process of resources distribution and used the deep Q-network
and Markov game to improve resource load balancing and reduce global latency, while
optimizing global resource allocation. This approach is different to ours, as optimization
per zone may end up with underutilized computational resources at some zones, and the
authors propose the sharing of resources among adjacent zones to solve this problem.

The research in [26] presents a fast heuristic approach along with a distributed genetic
algorithm for a QoS-aware load balancing problem among cloudlets in a WMAN to opti-
mize mobile application performance. The authors in [27] introduced an online routing and
load balancing algorithm with the objective of minimizing the average time taken to offload
the tasks. This paper considers that the cloudlet locations are predetermined while our
problem is to spot the most appropriate base stations to host the edge servers. The work
in [28] proposes a fog computing-based method called energy-aware load balancing and
scheduling (ELBS) involving a workload-dependent, on the fog node, model for energy
consumption, an optimization function for load balancing within the manufacturing clus-
ter and an improved particle swarm optimization algorithm to achieve the best possible
solution. The research in [29] presents a strategy for placing cloudlets, on the basis of
historical data records consisting of snapshots of the users’ requests, in order to minimize
communication latency. Furthermore, the authors in [30] address a capacity-constrained
cloudlet placement problem and propose an approximation algorithm as a solution for
placing k cloudlets in a WMAN to achieve minimum communication delay between the
user and the cloudlet.

One of the main challenges for a service provider is how to determine the optimal
placement of an appropriate number of service nodes within a network, as well as how
to effectively allocate users’ resource requirements to those nodes. The authors in [31]
conducted a study on the energy-aware edge servers placement problem. They approached
it as a multi-objective optimization problem and based on the particle swarm optimization
to find a placement strategy for the edge servers that minimizes the total energy consump-
tion, while maintaining acceptable access delay levels. In [32], the authors determine the
placement of cloudlets from a pool of candidate locations, taking into account both the asso-
ciated OPEX and CAPEX expenses, as well as the access delay from task offloading. For the
cloudlet placement, the authors in [33], proposed the cost-aware cloudlet placement in mo-
bile edge computing (CAPABLE) strategy, and developed a Lagrangian heuristic algorithm
in order to achieve the sub-optimal solution for this NP-hard cloudlet placement problem.

The research in [34] focuses on investigating methods for task allocation and provi-
sioning in a minimum subset of placed cloudlets. The PACK algorithm, introduced in [35],
addresses the capacitated location–allocation problem for server placement by minimiz-
ing the distances between servers and their corresponding access points. The algorithm
considers various parameters such as workload distribution, latencies, server co-location
with access points, and prioritized locations. In [36], the authors introduced a load bal-
ancing scheme called LAB, by assigning IoT devices to the most suitable fog nodes and
base stations, to minimize the latency of IoT data flows, considering both computing and



Information 2024, 15, 670 4 of 22

communication latencies. The paper assumes that every base station hosts a fog node
which is different from the edge server placement problem that we consider in this work.

In [37], the authors proposed a mobile hybrid hierarchical P2P (MHP2P) model as a
cloudlet solution for MEC, offering high scalability and stability. To address load distri-
bution challenges with increasing MEC servers, they introduced inter- and intra-cluster
load balancing schemes within a three-layer architecture to optimize performance and
mitigate load imbalances. In [38], the authors examined cluster-based techniques, including
K-means and density-based cluster methods, for determining edge server locations. While
density-based methods prioritize reducing latency, the focus of their study emphasized the
importance of workload balancing across servers and as a result, they proposed a modified
K-means algorithm that integrates heuristic techniques, enhancing both server placement
and point allocation based on centroids.

While existing methods, such as K-means clustering, allow for flexible edge server
placement, they prove inadequate for fixed location settings. Our research addresses the
critical challenge of simultaneously optimizing communication costs and load balancing
in edge computing, particularly in environments where edge servers are constrained to
specific, predefined locations, like access nodes or base stations. By formulating the problem
as a bi-objective optimization task constituting of a K-median clustering subtask and a load-
balancing subtask, our approach provides a robust solution tailored to these constraints.
Additionally, our approach also enables edge service providers to better prioritize their
operational objectives and select the optimal deployment strategies, ensuring improved
cost efficiency and overall system performance.

More specifically, our work stands out from prior research works as we consider an
access edge network and formulate an edge server placement and users’ access nodes asso-
ciation optimization problem with a bi-objective function that targets both (a) minimizing
communication costs between end users and edge nodes, and (b) balancing the offered
workload among the selected edge service node subset. In our model, all base stations in
the network are possible candidates for hosting edge server nodes, while the number of
edge servers depends on the computational load and capacity of the servers. We develop
very fast schemes that manage to distribute edge service nodes fairly across the network
and assign users’ access nodes to service nodes so that both objectives are simultaneously
satisfied under uniform and non-uniform traffic loads.

In our previous studies [39,40], our goal was to determine the most suitable con-
figuration to efficiently balance the load while minimizing communication latency and
ensuring optimum resource utilization across the network. In addition, during dynamic
system operation, when a preferred service node lacks sufficient capacity, our approach
reallocates requests to other service nodes to increase system performance and avoid un-
derutilized resources [40]. However, these works lack both the formal formulations of the
communication cost minimization and load balancing optimization subproblems and the
bi-objective optimization problem. In this paper we provide the formal descriptions of
our enhanced schemes. along with other previously proposed heuristics for the K-median
problem, adapted to include load balancing in their decisions. Additionally, we also present
an analysis of the time complexity analysis of these methods.

3. System Model and Problem Statement

We assume a wireless network, providing edge services and computational power
to the devices of the customers of a mobile network operator. In this network, a set of M
inter-connected access nodes (ANs) is deployed. We model the network topology of ANs
as a connected graph G(V, E), with network ANs V = {v1, v2, . . . , vM} and network links
E interconnecting the ANs. Every node is accessible through one or more hops by every
other node of the graph.

The operator provides access to edge services by deploying service nodes (SNs),
with each SN being hosted (colocated) at a corresponding AN. Each AN has the capacity to
operate one colocated SN, but the actual number N of the operational SNs depends on the
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computational demands (load/tasks) imposed on the system by its network users. Thus,
in this way, the provider activates only as many servers as necessary to serve the offered
load, achieving at the same time better energy consumption.

In general, the subset of operational SNs can be denoted as S = {s1, s2, . . . , sN}, S ⊆ V,
|S| = N and N ≤ M. For convenience, we also define the mapping function ind(si) which
returns the index j of AN vj that hosts SN si. We assume that the users of AN vind(si)

are
served by SN si. Obviously, when N = M, S = V and one SN is activated at every AN in
the network. However, N < M indicates that the users of those ANs, that do not have a
colocated SN, should be served by a SN that operates at some other AN.

Let node weight wj denote the user computational workload offered to AN vj, which
is proportional to the number of users accessing network and edge resources through vj.
With the special case wj = 1, j = 1, . . . , M, we assume that every AN serves the same
number of end-users, which corresponds to a uniform distribution of users across the
network area. Different values for wj’s correspond to non-uniform distribution of users.

For each AN vj, the cost of communicating or accessing the edge cloud services at
some SN si hosted by AN vk can be represented by the path communication cost djk,
which incorporates latency and capacity costs of the intermediate links of the minimum
communication cost path between of vj with vk. Obviously, dkk = 0. For the requirements
of this work, we assume that the necessary capacity to support this communication is
always available across the intermediate links of this path.

Finally, let C be the computational capacity of each SN, assuming that all SNs are
similarly dimensioned.

As the management of the radio access network falls out of the scope of our paper,
we make the assumption that all the wireless links between end-user devices and their
corresponding wireless AN have the same wireless capacity and latency. Without loss
of generality, we also assume that all interconnecting transmission links (edges) in the
graph are identical to each other and share the same characteristics, specifically in terms of
transmission capacity and latency; thus, the communication cost djk is fully determined by
the number of links between vj and vk.

The assumed system model in this study, is shown in Figure 1. At the lowest layer
there is a set of eight end-user devices, connected via wireless links to their closest AN,
requesting edge resources and services. The network comprises a total of nine (9) ANs,
where only five (5) of them hosting an operational service node. Consequently, the users
from the remaining four (4) ANs, the colocated SN of which is not active, request edge
resources and services at some of the five (5) operational SNs.

Given a specific set of ANs and the required number of SNs (related to the offered
workload) in the system, the edge service node management module objective is to mini-
mize the overall communication network expenses experienced by network users, while at
the same time maintaining a fair (balanced) workload distribution among the SNs. When
N < M, meaning there are fewer SNs than ANs, this formulation should select the most
appropriate subset of ANs to host the SNs and allocate the ANs that do not host some
SN to the most suitable SN, with the objective of (a) minimizing the network’s response
time for delivering edge cloud services and (b) achieving a balanced workload distribution
among the SNs. The problem is considered as an optimization challenge with two distinct
objectives. In the following, we start by formulating two separate problems, each one
defined by a single objective function, and then we combine both problems into a single
bi-objective function.
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Figure 1. Edge computing network architecture: 9 Access Nodes with 5 operational Service Nodes
assumed in total.

The problem of minimizing total response time for all users is equivalent to minimizing
the total communication cost and can be formulated as an optimization problem as follows:

min TotCommCost =
M

∑
k=1

M

∑
j=1

wj · djk · xjk (1a)

Subject to:
M

∑
k=1

xkk = N (1b)

M

∑
k=1

xjk = 1, j = 1, . . . , M (1c)

M

∑
j=1

wjxjk ≤ C, k = 1, . . . , M (1d)

xjk ∈ {0, 1}, j, k = 1, . . . , M (1e)

where the following binary decision variables are introduced:

xjk =

{
1, if AN vj is served by a SN instantiated at AN vk

0, otherwise
, j, k = 1, . . . , M (2)

which indicates whether AN vj is served by the SN in AN vk. Constraint (1b) ensures that
exactly N SNs are activated, each SN at some AN, while constraints (1c) ensure that every
AN vj is served by exactly one SN, which is activated at some AN vk. Constraints (1d)
ensure that the computational load of all ANs served by some SN hosted at some AN
vk does not exceed the computational capacity of the SN. Finally, constraints (1e) and
definition (2) ensure only integer solutions. This problem is also known as the capacitated
K-median problem in clustering [41]. Given a set of nodes (or clients) L in a metric space,
we seek K nodes from L that will act as cluster heads, so that the total sum of distances of
clients from their cluster head is minimized, while ensuring the number of clients of each
cluster head does not exceed the cluster head capacity.
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The load balancing optimization formulation, on the other hand, should attempt to
fairly balance the load across the SNs. A way to achieve this is by minimizing the load
assigned of the most loaded SN. Formally, this can be expressed as follows:

min max
k∈{1,...,M}

M

∑
j=1

wjxjk (3)

Subject to the following: (1b)–(1e).
This problem can be reformulated in its standard epigraph form [42], as follows:

min W (4a)

Subject to (1b)–(1e) and

M

∑
j=1

wjxjk ≤ W, k = 1, . . . , M (4b)

Constraints (4b) in conjunction with the optimization objective enforce that the com-
putational load of the most loaded SN is minimized. The minimum the load of the most
loaded SN, the more balanced SNs’ load will be.

Both problems (1) and (4), may not have feasible solutions if the requested compu-
tational resources of constraints (1d) cannot be satisfied by N SNs. In this case, one or
even more SNs would be additionally required for the problems to have feasible solutions.
An approach would be to increase N by one and formulate and solve new problems and so
on, until the feasible solutions set is nonempty. Instead, we will follow a different approach
and study equivalent problems, by relaxing capacity constraints (1d), and providing so-
lutions for all possible values of N operational SNs, N = 1, 2, . . . Thus, assuming N SNs
as operational, we solve the non-capacitated versions of the problems, e.g., without the
capacity constraints (1d), and if the capacity of the most heavily loaded SN of the solution is
not adequate to serve its allocated computational load, then N + 1 SNs are set as operational
and the non-capacitated problems are reformulated and solved next. If again the capacity
of the most heavily loaded SN is not adequate to serve its allocated computational load,
the solution with N + 2 operational nodes is examined, and so on.

In a most realistic scenario, an edge service provider, even though the expected
computational burden of ANs could be easily hosted by a small number of SNs, would
prefer to operate a larger number of SNs so that the communication cost be kept at lower
levels. Thus, it is often more useful to provide solutions with varying number of SNs
and a fair balanced load distribution among them, for each solution, so that the edge
network/service operator may decide the most proper operational set of SNs targeting
both communication cost between SNs and their assigned ANs along with efficient and
balanced utilization of SNs’ computational resources.

These two conflicting optimization problems, having solutions of different scales,
can be combined into one bi-objective optimization problem by use of the weighted sum
method after normalizing both objectives in the (0,1) space to obtain a Pareto efficient
solution [43]. For the minimum communication cost problem (1), we can first substitute
the absolute objective function (1a) with the average communication cost by dividing with
the sum of weights over all ANs and use the equivalent objective function (5) instead.
Considering diameter D of the network, defined as the length of the shortest path between
the most distanced nodes of the network, we can map the resulting average communication
cost to the (0,1) space using D and zero as its upper and lower bounds, respectively.

min AvgCommCost =
1

∑M
j=1 wj

M

∑
k=1

M

∑
j=1

wj · djk · xjk (5)



Information 2024, 15, 670 8 of 22

For the load balancing optimization problem (4), we can easily devise a lower bound
wmin of the objective function as the average load of the N SNs: wmin = 1

N ∑M
j=1 wj. An up-

per bound wmax of the objective function can be found by assuming that N − 1 SNs are
operated at the N − 1 ANs with the smaller load weights wj’s and the rest M − N + 1 ANs
are assigned to the Nth SN which gets the sum of their load weights. This last SN is loaded
with wmax, the maximum load possible.

Thus, the normalized weighted bi-objective problem is formulated as follows:

min λcc
AvgCommCost

D
+ λlb

W − wmin
wmax − wmin

(6)

Subject to (1b), (1c), (1e) and (4b), where λcc + λlb = 1 and 0 < λcc, λlb < 1.
Because the minimum communication cost problem is equivalent to the capacitated

K-median clustering problem, which is NP-hard [44], the normalized bi-objective problem
is also NP-hard. In the following, we will introduce computationally efficient heuristics to
tackle this problem.

4. Proposed Policies

Assuming N SNs are operational to serve the computational requests of all ANs, we
divide the weighted bi-objective problem into two separate submodules that are treated
sequentially: (a) select N ANs that will act also as SNs (initiate the hosted/colocated SN)
and (b) assign the rest M − N ANs to the most appropriate SN. We will refer to these
two submodules as the Service Node Selection submodule and Access Node Allocation to SNs
submodule, respectively.

4.1. Edge Service Node Selection Scheme

Each AN in the network topology can host a SN. Given the network topology of M
ANs and the number N of SNs, the proposed algorithm searches for the most suitable set S
of N ANs, whose members would host a SN. The basic idea is to evenly distribute the SNs
across ANs of the network so that communication costs from other ANs are relatively lower.

We first introduce a metric to grade each AN vk on how costly it is for all other
ANs to communicate with this node. We define dk = ∑M

j=1 wj · djk, as the weighted sum of
communication costs of every AN vk in the network (Step 1). This metric gives an indication
of the cost for the users of all ANs to communicate with AN vk.

We then sort the list of ANs in increasing order of dk’s (Step 2). The first node in this
sorted list Q has the minimum cost to communicate with all other ANs of the network. Let
vk∗ = arg min

k
dk be the first node in Q and dmin

k∗ = min
k

dk.

In case of one operational SN, we simply select as SN the AN that presents the lowest
weighted communication latency cost (Step 5). When the computational load is uniform,
this is also the most “central” node, meaning that this node is located deep into the network,
and as such, it has the minimum delay cost to communicate with all other ANs. However,
when the computational load is non-uniform, intuitively the best SN is closest to the most
highly loaded ANs in the network. If there are more than one candidate SNs with the same
minimum value, we randomly select one of them.

When the procedure should select two or more SNs, let dmax
k∗ = max

j
djk∗ be the

maximum communication cost between every other AN vj in V and vk∗ . Then, we search
for the first SN to add to S, by traversing the Q list until we find the first node that is at

least
dmax

k∗
2 costly to communicate with AN vk∗ . Let vl be that node, which is added as the

first SN in S. Again, let dmax
l = max

j
djl , be the maximum communication cost of some AN

from vl . To find the second SN, we again search the Q list from the start to locate the AN

that is at least dmax
l
2 away from the first node vl and its weighted sum of communication

costs is at least the same as that of the first SN (not higher). Let vm be that node, which is
added as the second SN in S (Steps 7–11).
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The remaining SNs, third and so on, are determined as follows. We set dist = dmax
l
2

and search from the start of the Q list for a node whose communication cost is at least dist
away from all the already selected service nodes (Steps 12–14). If no such node exists, then
we decrease dist by one (Step 15) and repeat the search until a node is found. If such a node
is found, then we select it as the third node, and so on. Otherwise, we continue to reduce
the dist value by one, repeating the search procedure. If more than one such node exists,
then we select the one whose sum of communication costs from the already selected SNs
is minimum.

The time complexity of the Edge Service Node Selection implementation of Algorithm 1
is as follows. The time complexity of line 1 is O(M2) and dominates all lines up to line 11.
If |S| = p, line 13 of the while loop requires the examination of M − p candidates in the
Q list, and for each candidate p distances are compared against dist, yielding (M − p)p
steps in total. However, if no AN fulfills the distance constraint, the search is repeated with
dist = dist − 1 (line 15). The number of repetitions of line 15 is bounded by the diameter D
of the network, defined as the length of the shortest path between the most distanced nodes
of the network. In fact, the greater number of searches is encountered if all repetitions of line
15 are performed when p = N − 1, that is (M − (N − 1))(N − 1)D. Thus, the total number
of repetitions is ∑N−2

p=1 (M− p)p+ (M− (N − 1))(N − 1)D, which yields O(MN2 + MND),
as the time complexity of the whole procedure. For small values of N, this becomes O(MD),
but for high values of N, the worst time complexity approaches O(M3).

Algorithm 1 Edge Service Node Selection
Input: Network topology G(V, E) of M ANs, ANs’ computational load wj, j = 1, . . . , M,
and number N of SNs.
Output: Set S of N ANs to operate as edge SNs.

1. For each AN vk calculate dk = ∑M
j=1 wj · djk.

2. Set Q = V and sort list Q in increasing order of dk.
3. Set S = ∅.
4. If N == 1 {
5. Set S = S ∪ {vk∗} and exit;

}
6. If N ≥ 2 {
7. Find the most distant AN vk′ from vk∗ , i.e., the AN with the largest communication

cost dk′k∗ .
8. Traverse Q until AN vl is found, located at least dk′k∗/2 away from vk∗ .
9. Find the most distant AN vl′ from vl , i.e., the AN with the largest communication

cost dl′ l .
10. Traverse Q until AN vm is found, located at least dist = dl′ l/2 away from vl ,

dm ≤ dl .
11. Set S = S ∪ {vl , vm}.

}
12. While |S| < N {
13. Traverse Q until AN vn is found, located at least dist away from every node in S.

Ties are resolved by selecting the AN with the smallest sum of communication costs
from all nodes in S.

14. Set S = S ∪ {vn} and return.
15. If there is no such node set dist = dist − 1 and goto step 12.

}
16. Exit;

4.2. Load Balanced and Node Proximity Access Node Allocation to SNs Scheme

Once we determine S, we then need to allocate each AN to SNs to deliver services
to the end-users, attached to the corresponding AN. We propose a policy to be combined
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with Edge Service Node Selection scheme in order to achieve both minimum network
communication cost and balanced distribution of ANs to SNs.

The basic idea is that the procedure visits SNs in a round-robin (RR) manner, attempt-
ing to distribute the ANs among SNs in a balanced way, as much as possible. The formal
description of the load balance assignment of ANs to SNs is shown in Algorithm 2. At first,
each SN serves the users located within the same AN (Step 1). In every RR cycle all SNs are
examined, however the order that SNs are visited may differ from cycle to cycle as will be
shown. In addition to that, an AN is assigned to the SN under examination, only if the AN
satisfies a certain criterion for this SN. The procedure ends when all ANs are assigned to
some SN (Step 3).

Algorithm 2 Load Balanced and Node Proximity Access Node Allocation
Input: Network topology G(V, E) of M ANs and set S of N ANs to operate as edge SNs.
Output: Set Si with the ANs, assigned to SN si, i = 1, . . . , N.

1. Initialize Si = {vind(si)
}, i = 1, . . . , N

2. Calculate dnorm
ji , j = 1, . . . , M, i = 1, . . . , N

3. While there are ANs not yet assigned to some SN {
4. For each SN si
5. Find dnorm

min,i = min
vj not assigned

{dnorm
ji }

6. Sort S in increasing order of dnorm
min,i

7. For i = 1 to N {

8. dnorm
min,i = min

vj not assigned
{dnorm

ji }, v(i)j∗ = arg min
vj not assigned

(dnorm
ji )

9. Ties are resolved by selecting that v(i)j∗ which has also minimum absolute dji

10. if dnorm
min,i ≤ dnorm

equal {

11. Si = Si ∪ {v(i)j∗ }

12. Remove v(i)j∗ from the set of unassigned ANs
}

13. else skip this SN si
}

}
14. Exit;

For every AN vj, we define the normalized relative communication cost of that AN
from SN si as follows:

dnorm
ji =

dj,ind(si)

∑N
i=1 dj,ind(si)

, j = 1, . . . , M, i = 1, . . . , N (7)

This value represents the relative communication cost of AN vj from SN si compared
to the sum of communication costs of vj from all SNs. If we assume, hypothetically, that
an AN was equally distant from all SNs, in other words it has the same communication
cost towards each SN, then the corresponding normalized distance would be dnorm

equal =
1
N .

This value can be considered as a threshold value to compare and realize whether an
AN is closer to (farther from) a SN compared to some other SN, if its normalized relative
distance value is greater (less) than dnorm

equal . Before the start of every RR cycle, every SN

is characterized by metric dnorm
min,i = min

vj not assigned

{
dnorm

ji

}
, determined among the ANs not

yet assigned to some SN (Step 4-5). SNs are then sorted in increasing order of this metric
(Step 6) and this will be the order that SNs will be visited in this RR cycle. When an SN is
visited, if its metric is less than dnorm

equal threshold (Step 10), the corresponding AN (Step 8) is
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allocated to that SN (Step 11) and removed from further consideration (Step 12). If more
than one AN has the same relative distance to this SN, the closest AN is selected (Step 9).

The time complexity of the Load Balanced and Node Proximity Access Node Allo-
cation implementation of Algorithm 2 is as follows. Line 2 is O(MN). The while loop is
performed M − N times because at the beginning N ANs are hosted by their colocated SN
and M − N ANs are unassigned. Let p be the number of ANs not assigned yet. The loop of
line 4 requires Np searches, line 6 is O(N log N), and the loop of lines 7–13 also involves
Np checks. Thus, the total number of searches is ∑M−N

p=1 Np, and the time complexity of the

whole procedure is O(M2N), which for small values of N becomes O(M2), but for high
values approaches O(M3).

4.3. Previously Proposed Approaches with Load Balance Enhancement

In this section, a set of previously proposed heuristics for the K-median problem are
presented, namely, Forward Greedy, Reverse Greedy and a Local Search algorithm [45,46].
All of them are focusing on detecting the N most appropriate set of SNs so that the total
sum of the communication cost from every AN to its closest SN is minimized. Thus, for a
given set of N SNs S, the assignment of ANs to their closest SN always achieves minimum
communication cost. In other words, if Si is the set of ANs closest to SN si, V =

⋃N
i=1 Si,

then TCC(S) = ∑N
i=1 ∑vj∈Si

wj · dj,ind(si)
is minimum for this set S of SNs.

Nevertheless, as these heuristics are distance based, it is necessary to include load
balancing in their decisions. If we let Li = ∑vj∈Si

wj, be the sum of weights of those ANs
in Si that corresponds to the computational load on SN si, a simple metric for measuring
the balance of computational load among the SNs is the sample variance of Li’s with
µ = 1

N ∑M
j=1 wj being the corresponding sample mean. Thus, for a given set S of N SNs and

the corresponding assignment sets of ANs Si’s, a load balance metric for this set S and Si’s
is given by Equation (8).

LB(S) =
1

N − 1

N

∑
i=1

(Li − µ)2 (8)

4.3.1. Load Balanced Forward Greedy

The Forward Greedy algorithm starts with one SN in S, selecting as SN the AN that
minimizes the weighted sum of communication costs of all ANs (Steps 1, 2). Then, at each
step, the algorithm increases the number of SNs by one, always selecting as SN the vk
that will increase the communication cost by the least possible amount (Step 4). This is
performed under the assumption that the ANs not in S ∪ {vk} will be assigned to their
closest (with least communication cost) SNs in S ∪ {vk}. The SN is added to S (Step 6) and
the procedure is repeated until the number of SNs is N (Step 3). If more than one choice is
possible, the algorithm bases its decisions on the load balance criterion and selects the SN
vk such that, when added, the ANs not in S ∪ {vk} will be assigned to their closest SN and
the assignment minimizes Equation (8) (Step 5).

The time complexity of the Forward Greedy implementation in Algorithm 3 is as
follows. The complexity of line 1 is O(M2). In the while loop, let p be the number of SNs
so far, thus M − p ANs are possible candidates for selecting the next SN. Adding one SN
results in p + 1 SNs. Computing TCC(S ∪ {vk}) in line 4 requires checking p + 1 distances
and selecting the minimum one. This is performed for every AN, that is M − (p + 1) times,
thus TCC(S ∪ {vk}) requires (M − (p + 1))(p + 1) steps. To obtain the optimum value in
line 4 requires checking all M − p possible candidates; thus, the total complexity of line 4 is
O((M− p)(M− (p+ 1))(p+ 1)), which is greater than the complexity O((M− p)(p+ 1)) of
line 5. The number of while loops is N − 1, which yields ∑N−1

p=1 (M − p)(M − (p + 1))(p + 1)

checks in total, and time complexity O(M2N2) for the whole procedure. For low values of
N, the complexity is O(M2), but for higher values it approaches O(M4).
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4.3.2. Load Balanced Reverse Greedy

Unlike Forward Greedy, Reverse Greedy starts with M SNs by operating one SN
at each AN (Step 1), and then at each step decreases the number of SNs by one, always
selecting for removal the SN at AN vk that will increase the communication cost by the
least possible amount (Step 3) towards the remaining SNs, assuming that the ANs not in
S − {vk} will be assigned to their closest (with least communication cost) SNs. The SN
is removed (Step 5) and the procedure is repeated until the number of SNs is N (Step 2).
If more than one choice is possible, then the algorithm bases its decisions on the load
balance criterion and selects as SN the vk that, when removed, the ANs not in S − {vk} will
be assigned to their closest SN while also minimizing Equation (8) (Step 4).

Algorithm 3 Forward Greedy with Load Balance
Input: Network topology G(V, E) of M ANs, ANs’ computational load wj, j = 1, . . . , M,
and number N of SNs.
Output: Set S = {si} of N ANs to operate as edge SNs and sets Si with the ANs, assigned
to SN si, i = 1, . . . , N.
1. Let vk∗ = arg min

vk∈V
dk

2. Set s1 = vk∗ ; S = {s1}
3. While |S| < N {
4. vk∗ = arg min

vk∈V−S
TCC(S ∪ vk)

5. Ties are resolved by selecting vk∗ , which minimizes also Equation (8).
6. Set S = S ∪ {vk∗}

}
7. Determine Si’s: Assign every AN vj in V − S to its closest SN si in S
8. Exit;

The time complexity of the Reverse Greedy implementation of Algorithm 4 is as
follows. In the while loop let p be the number of SNs so far, thus p ANs are possible
candidates for selecting the next SN to be removed. Removing one SN results in p − 1 SNs.
As in Forward Greedy, computing TCC(S − vk) in line 3 requires (M − (p − 1))(p − 1)
steps, and the selection of the optimum value requires checking all p possible candidates;
thus, the total complexity of line 3 is O((M − (p − 1)(p − 1)p), which is greater than the
complexity O((p− 1)p) of line 4. The while loops are executed for p = M, M− 1, . . . , N + 1,
which yields ∑M

p=N+1(M − (p − 1))(p − 1)p checks in total, and time complexity O(M4)
for the whole procedure.

Algorithm 4 Reverse Greedy with Load Balance
Input: Network topology G(V, E) of M ANs, ANs’ computational load wj, j = 1, . . . , M,
and number N of SNs.
Output: Set S = {si} of N ANs to operate as edge SNs and sets Si with the ANs, assigned
to SN si, i = 1, . . . , N.

1. Set S = V
2. While |S| > N {
3. vk∗ = arg min

vk∈S
TCC(S − vk)

4. Ties are resolved by selecting vk∗ , which minimizes also Equation (8).
5. Set S = S − {vk∗}

}
6. Determine Si’s: Assign every AN vj in V − S to its closest SN si in S
7. Exit;
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4.3.3. Load Balanced Local Search

In general, a Local Search procedure for the selection of SNs starts with an arbitrary
initial set of N SNs and attempts to locate a new set of N SNs by swapping one or more
SNs with some other ANs if a better communication cost is achieved. The procedure is
repeated until no improvement in the communication cost is possible when swapping one
or more SNs. The initial set of SNs can be arbitrary, random, or the outcome of another
heuristic which can offer a good starting point for the Local Search.

An implementation of a Local Search procedure is given in Algorithm 5 with an addi-
tional characteristic of choosing solutions that yield better load balance than others in case
of communication cost ties. The procedure starts with an initial set of SNs (Step 1), which
can be a random choice or preferably a solution outcome of another heuristic, e.g., Forward
Greedy. Once the assignment sets Si’s are determined (Step 2), the communication costs
and load balance metrics are computed (Step 3) and are assumed as minimum. For each
AN (loop of Step 4), the algorithm iterates through all SNs (loop of Step 6), and temporarily
swaps them (Step 7). For each swap, it allocates ANs to SNs (Step 8) and calculates the
total communication cost and load balance metrics. If either the communication cost is
improved, or the communication cost remains unchanged, but the load balance metric is
improved by this swap, the swap is noted along with the new minimum metric values
(Step 9, 10). When all SNs are checked for the AN under examination and at least one swap
occurred (Step 11), the swap with the best communication cost and best load balance metric
becomes permanent (Step 12) and the procedure continues with the next AN, and so on.
Thus, the procedure prioritizes communication cost, but when the cost remains the same, it
considers load balance improvement.

Algorithm 5 Local Search with Load Balance
Input: Network topology G(V, E) of M ANs, ANs’ computational load wj, j = 1, . . . , M,
and set Sinit = {si} of N ANs as the initial starting set of SNs.
Output: Set S = {si} of N ANs to operate as edge SNs and sets Si with the ANs, assigned
to SN si, i = 1, . . . , N.

1. S = Sinit
2. Determine Si’s: Assign every AN vj in V − S to its closest SN si in S
3. Set TCCmin = TCC(S) and LBmin = LB(S), as given by Equation (8) for S and Si’s
4. For j = 1 to M {
5. swap = FALSE
6. For i = 1 to N, j ̸= ind(si) {
7. Temporary swap vj and si: Stmp = (S − {si}) ∪ {vj}
8. Determine Si,tmp’s: Assign every AN vj in V − Stmp to its closest SN si,tmp in Stmp

9. if (TCC(Stmp) < TCCmin) or (TCC(Stmp) == TCCmin and LB(Stmp) < LBmin)
10. set swap = TRUE; i∗ = i; TCCmin = TCC(Stmp); LBmin = LB(Stmp)

}
11. if swap == TRUE {
12. S = (S − {si∗}) ∪ {vj}
13. Determine Si’s: Assign every AN vj in V − S to its closest SN si in S

}
}

14. Exit;

The time complexity of the Local Search implementation of Algorithm 5 is as follows.
Devising an initial starting solution with Forward Greedy requires O(M2N2). The loop
4-14 dominates lines 2 and 3 and is performed M × N times, while the lines 8 and 14 require
N(M − N) checks. Thus, the total time complexity of the procedure is O(M(M − N)N2).
For low values of N, this is O(M2), for N around M/2, it reaches O(M4), and for high N
values, it approaches O(M3).
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5. Evaluation Results and Discussion
5.1. Experimental Environment

We evaluate the performance of the previously described approaches in 2 edge layer
topologies: a 7 × 7 symmetrical, not wrapped, lattice (Figure 2a) of 49 ANs with higher
connectivity among neighboring nodes (6 neighbors ANs per non-edge AN) and a random
grid topology of 49 ANs with sparser connectivity (Figure 2b). In the same figure, the large
circles indicate five operational SNs colocated with the corresponding ANs. The numbers
in the circles denote the sequence number of AN. The topologies better represent the flat
architecture of contemporary 5G and future generation mobile provider networks, rather
than the past hierarchical structures.

Two experiments are conducted: (i) uniform user distribution across the network of
ANs, in other words wi = 6, i = 1, . . . , 49, and (ii) non-uniform user distribution where
different integer weights (wi) varying from 3 to 9 are randomly assigned to 49 ANs of the
networks. In the latter experiment, the results presented below are calculated by averaging
the results of ten independent random weight allocations.

(a) (b)

Figure 2. Lattice and random grid graph topologies. (a) Edge Service Node Selection Load Balanced
results (49 ANs, 5 SNs, uniform weights), (b) Local Search with Load Balance results (49 ANs, 5 SNs,
non-uniform weights).

The schemes under evaluation are based on (a) node proximity only, where the decision
which ANs are allocated to each SN is based solely on the communication cost between
ANs and SNs, and (b) node proximity and load balance, a combined approach where both
communication cost and even distribution of load across the SNs, are considered. Table 1
summarizes the schemes and their categorization.

The comparison is conducted in terms of communication cost, load balance, and their
combination. Instead of using sample variance (Equation (8)) for the load balance metric,
we present the load Wmax allocated to the most loaded SN. In addition, all experiments
were conducted on the same computer with 3.60 GHz Intel i7-4790 CPU (Dell PC, property
of University of Piraeus, Piraeus, Greece), 16 GB RAM and 64-bit Windows 10 Pro and
all algorithms were fully developed from scratch in Python 3.7 and compared in terms of
computational times under the same conditions.
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Table 1. Schemes under evaluation.

Scheme Abbreviation
ANs to SNs Allocation Criterion

Node Proximity Load Balance

Edge Service Node Selection (Algorithm 1) with Node Proximity
AN Allocation SNNP ✓

Edge Service Node Selection (Algorithm 1) with Load Balance and Node
Proximity AN Allocation (Algorithm 2) SNLB ✓ ✓

Forward Greedy (Algorithm 3 without line 5) FG ✓

Forward Greedy with Load Balance (Algorithm 3) FGLB ✓ ✓

Reverse Greedy (Algorithm 4 without line 4) RG ✓

Reverse Greedy with Load Balance (Algorithm 4) RGLB ✓ ✓

Local Search (Algorithm 5 without second OR clause in line 9) LS ✓

Local Search with Load Balance (Algorithm 5) LSLB ✓ ✓

5.2. Communication Cost of Node Proximity Schemes vs. Node Proximity with Load
Balance Schemes

Figure 3 shows the communication cost perceived by ANs for both lattice and ran-
dom grid topologies of 49 ANs and for uniform and non-uniform weights distributions.
The measurement unit on the y-axis of these figures corresponds to the expected average
communication cost delay per user between ANs and SNs of a network provider, which,
in a real network this would translate into latency ranging from a few msecs up to a few
tens of msecs.

A general observation of the node proximity schemes is that as the number of SNs
increases, the communication cost decreases. As more and more SNs are instantiated,
service is always offered closer to the ANs and thus delay is decreased. The best behavior is
achieved by LS, which is always better than FG, since LS in our experiments use the solution
outcome of FG as a starting point, and LS repeatedly attempts to improve it. The results of
SNNP are very close to the LS and FG results. The behavior of SNNP is mainly justified by
the fact that the Service Node Selection scheme of Algorithm 1 attempts to evenly distribute
the SNs across ANs of the network, but closer to the most crowded ANs. Furthermore,
a non-uniform distribution of load makes more difficult the task of evenly distributing the
selection of the most appropriate SNs in SNNP; thus, the procedure works slightly better in
uniform distribution of workload. RG on the other hand, behaves less effectively, especially
in the lattice network for non-uniform and even worse in uniform load.

Likewise, the node proximity with load balance schemes present a similar behavior,
with some differences. Again, LSLB and FGLB yield the same communication cost as
LS and FG. This behavior is expected as the modified schemes favor more load balanced
solutions that have the same communication cost. Thus, it is very rare to yield solutions
with better load balance, but worse communication cost. RGLB, however, yields better
communication cost solutions than RG, especially in scenarios with small number of
SNs, high connectivity and uniform offered workload. This heuristic starts with a high
number of SNs and continuously removes one SN, yielding a set of SNs with minimum
communication cost and lower load balance.

It seems that the selection of a more balanced solution at some point yields a different
search path and results in lower communication cost solutions. A different behavior is
encountered when comparing SNNP and SNLB, which are differentiated only by the way
ANs are assigned to SNs. For a small number of SNs the behavior is identical. With fewer
SNs the choices are limited and it is more likely to assign the AN to its most close SN as
SNNP does. However, as the number of SNs increases, the SNLB method to visit each SN
in a round-robin manner and locate the next AN to assign for load balance, will eventually
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result, after several cycles, in assigning remote ANs to some SNs. Thus, this leads to a
deterioration in the goal of minimum communication cost.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3. Average latency communication cost for lattice and random grid topologies. Node Proximity
schemes: (a) Lattice topology and random weight distribution, (c) Lattice topology and uniform
weight distribution, (e) Random grid topology and random weight distribution, (g) Random grid
topology and uniform weight distribution, Node Proximity with Load Balance schemes: (b) Lattice
topology and random weight distribution, (d) Lattice topology and uniform weight distribution, (f)
Random grid topology and random weight distribution, (h) Random grid topology and uniform
weight distribution.
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5.3. Load Balancing of Node Proximity with Load Balance Schemes

Figure 4 shows the load balance behavior of the schemes for the same topologies and
weights distributions. The metric shown is the load Wmax allocated to the most loaded
SN. Only node proximity with load balance schemes are presented, as they have shown
superior performance than the simple node proximity schemes. It is necessary to note
that allocations of ANs to SNs in the SNLB scheme are designed to favor balanced ANs
allocations to close SNs, as described in Algorithm 2, in contrast to all other schemes that
are adapted to favor more balanced solutions only if there is more than one choice when
selecting a solution with minimum communication cost.

From the figures depicting the load of the most loaded SN, it can be observed that
SNLB outperforms all other schemes and achieves the least maximum load in nearly all
numbers of SNs at the lattice and random grid topologies of 49 ANs for both random and
uniform load distributions (Figure 4a–d). In these figures, the mean load (dotted line) is a
lower bound of the maximum load and SNLB results are closer to this bound. The SNLB
scheme achieves superior workload balance through its round-robin design by prioritizing
the even distribution of ANs’ workload across nearby SNs. This approach minimizes the
maximum load on any single SN, bringing it closer to the mean load value.

Another observation is that SNLB, FGLB, and LSLB behave much better in uniform
loads. This is partly justified by the fact that in the examined system model high loads
cannot be split and direct different parts of the loads to different SNs, which would produce
more even allocations. Another justification for SNLB is that its round-robin behavior
works better when each AN contributes equal loads and as a result an equal amount of
load is assigned in each cycle. The worst behavior is presented by RGLB, especially in small
and medium numbers of SNs, and this is more evident in the lattice topology rather than
the random grid topology.

(a) (b)

(c) (d)

Figure 4. Load balance metric for lattice and random grid topologies with uniform and random
load distributions. (a) Lattice topology and random weight distribution, (b) Lattice topology and
uniform weight distribution, (c) Random grid topology and random weight distribution, (d) Random
grid topology and uniform weight distribution.
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5.4. Bi-Objective Function Results of Node Proximity with Load Balance Schemes

Figure 5 illustrates the behavior of node proximity with load balance schemes when
both terms of communication cost and load balancing are equally weighted in the normal-
ized bi-objective function (Equation (6)) (λcc = λlb = 0.5). FGLB, RGLB, and LSLB, by their
inherent operation prioritize communication cost over load balance, while, SNLB focuses
primarily on load balancing and secondarily on communication cost. A main observation
is that SNLB outperforms the other schemes in most numbers of SNs when the load is
uniform, while in non-uniform loads LSLB seems to behave slightly better than FGLB and
SNLB in most cases. This can be justified as follows.

In uniform load scenarios, all ANs contribute equal load and SNLB, with its round-
robin approach, manages to efficiently distribute ANs’ load across SNs, while the other
heuristics cannot benefit from communication cost by favoring most loaded ANs to serve
as SNs. Thus, the gain of SNLB on the load balance term outperforms the lower gain of
LSLB and FGLB on the communication cost term.

However, under conditions of non-uniform loads, where an AN’s load is fully allocated
to a specific SN, LSLB, as an enhancement of FGLB, exhibits slightly better performance by
targeting the most heavily loaded ANs to serve as SNs, allowing it to better handle varying
load distributions, where SNLB’s even allocation becomes less efficient. In this situation,
the benefits of LSLB from the communication cost term surpass the lower gains of SNLB
from the load balance term.

Finally, RGLB is obviously worse, especially in the lattice topology for a small and
medium number of SNs, following the same trend observed in the above load balance and
average communication cost independent studies.

(a) (b)

(c) (d)

Figure 5. Equally weighted communication cost and load balance in bi-objective function of Equa-
tion (6). (a) Lattice topology and random weight distribution, (b) Lattice topology and uniform weight
distribution, (c) Random grid topology and random weight distribution, (d) Random grid topology and
uniform weight distribution.

5.5. Computational Times

Finally, the computational performance of all schemes is depicted in Figure 6. To avoid
noisy results, due to other workload running at the same time in the host computer, we
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show the averages of the outcomes of 500 different runs. We present the results for the
lattice topology with random distribution of load only, as all the other results are quite
similar and follow the same trend. Figure 6 depicts the total time to compute up to the
number of SNs shown in the figure. As we can see, when the SNs are few, the SN set is
determined quite fast with FG and FGLB, while LS and LSLB are slower because these
include the respective FG and FGLB times. Furthermore, it takes much longer for RG and
RGLB to determine the required SNs when the number of SNs is small. This is justified
by the way RG searches for SNs, according to which it starts with all SNs as operational
and then tries to remove SNs one by one. Thus, when the number of final operational SNs
is small, the scheme needs to remove more SNs. On the other hand, SNNP and SNLB are
extremely fast compared to all the other schemes and the most important observation is
that running times exhibit great stability despite the number of SNs determined.

Figure 6. Computation times for lattice topology of 49 ANs and random load distributions.

6. Conclusions

In this paper, we introduced a novel approach to tackling the dual optimization challenge
of minimizing communication costs while simultaneously balancing workloads within edge
network topologies. We formulated two distinct optimization problems and combined them
into a single bi-objective function. To solve these, we introduced heuristic schemes for Edge
Service Node Selection and Access Node Allocation to Service Nodes. Extensive simulations
were conducted across both lattice and random grid network topologies with uniform and non-
uniform workload distributions, demonstrating the effectiveness of our proposed schemes in
optimizing both objectives of communication costs and load balancing.

SNLB consistently outperforms other schemes in terms of load balancing, achieving
the lowest maximum load across various topologies and load distributions, particularly
under uniform conditions. Its round-robin design, enhanced with proximity-based deci-
sions, ensures an even distribution of workload, bringing the maximum load closer to the
mean. Additionally, SNNP, while slightly less efficient in load balancing, shows competitive
performance in minimizing communication costs, particularly in small-scale scenarios of
service nodes. Overall, our schemes are robust and efficient solutions, adaptable to specific
network requirements and objectives, with their scalability and efficiency further demon-
strated by superior execution times across all experimental scenarios. Future research can
build on these findings and enhance these schemes with intelligent decision making to
accommodate time- and spatial-varying user load conditions.
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Abbreviations
The following abbreviations are used in this manuscript:

5G 5th Generation
AN Access Node
ANA Access Node Allocation
AR Augmented Reality
BTS Base Transceiver Station
CAPABLE Cost Aware cloudlet PlAcement in moBiLe Edge computing
CAPEX Capital Expenditures
ELBS Energy-aware Load Balancing and Scheduling
FG Forward Greedy
FGLB Forward Greedy with Load Balance
IoT Internet of Things
IoV Internet of Vehicles
IT Information Technology
LAB LoAd Balancing
LS Local Search
LSLB Local Search with Load Balance
MEC Mobile Edge Computing
MHP2P Mobile Hybrid hierarchical Peer-to-Peer
OPEX Operating Expenditures
QoE Quality of Experience
QoS Quality of Service
RG Reverse Greedy
RGLB Reverse Greedy with Load Balance
SN Service Node
SNLB edge Service Node selection with Load Balance and node proximity AN allocation
SNNP edge Service Node selection with Node Proximity AN allocation
SNS Service Node Selection
WMAN Wireless Metropolitan Area Network
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