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1. Introduction

Database engineered applications cover a broad range of topics including various
design and maintenance methods, as well as data analytics and data mining algorithms and
learning strategies for enterprise, distributed, or federated data stores. The exponentially
growing amounts of commercial, governmental, and non-government organizational data
provide a continued challenge for many database engineered applications. The collection of
papers in this Special Issue makes several fundamental contributions to this research area.

This Special Issue is primarily based on extended versions of selected papers from the
27th International Database Engineered Applications Symposium (IDEAS) held in 2023 in
Heraklion, Crete, Greece, as well as selected papers from prior IDEAS conferences. We also
invited additional papers on the conference theme, and they also underwent a rigorous
review process.

These invited papers included the paper “Fundamental Research Challenges for
Distributed Computing Continuum Systems” by Schahram Dustdar, Professor and Head of
the Distributed Systems group at the Vienna University of Technology (TU Wien), and his
coworkers [1]. Schahram Dustdar was invited to contribute to this Special Issue because he
has served as one of the invited speakers at several IDEAS conferences. This paper [1] lays
out a bold vision for the future of distributed computing systems.

The other papers in the Special Issue cover a range of topics, as follows.

2. Federated Learning and Learning Instance Selection

In 2010, Revesz and Triplet [2] introduced the concept—though not the term—of fed-
erated learning, in which multiple entities collaborate to train a model without sharing the
data due to privacy concerns. Revesz and Triplet [2] gave the example of a set of hospitals
who may not share information about their cardiology patients because of patient privacy
restrictions. Revesz and Triplet [2] proposed that each hospital train its own classification
model on their local data, and then they share the classification models instead of the raw
data. Revesz and Triplet [2] also presented several classification integration methods based
on constraint databases [3]. Bonawitz et al. [4] termed this type of collaborative learning
‘federated learning’ and applied it to a set of mobile devices training a neural network.
Federated learning has become a very active research area since then [5]. It should not be
confused with federated databases [6], which also cooperate in answering queries, but not
in learning.

Two papers in this Special Issue deal with the topic of federated learning. The paper
“Comparative Analysis of Membership Inference Attacks in Federated and Centralized
Learning” by Abbasi Tadi et al. [7] describes several methods that can be used to prevent po-
tential attackers from inferring sensitive data by intercepting updates transmitted between
training parties and a central server which maintains the common learned model.
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The paper “Exploring Federated Learning Tendencies Using a Semantic Keyword
Clustering Approach” by Enguix, Carrascosa, and Rincon [8] considers identifying current
trends and emerging subareas within a research area. The authors propose an automatic
semantic keyword clustering method. They apply their method to the set of federated
learning research papers published since 2017 and identify the fastest growing subareas.

The paper “Prototype Selection for Multilabel Instance-Based Learning” by Filippakis,
Ougiaroglou, and Evangelidis [9] considers the problem of reducing the size of the training
set in the case of multilabel instance-based classification learning. Here, the term “mul-
tilabel” means that each instance can belong to several classes. While there are several
well-known algorithms for reducing the size of the training set in the case of single-label
instance-based classification learning, the multilabel case was an open problem. Filippakis
et al. [9] propose several solutions to this open problem.

We would like to point out that the authors of [9] had the highest and the authors
of [7] had the second highest ranked paper at the IDEAS 2023 conference, and their journal
articles are also excellent contributions to this Special Issue.

3. Data Analysis and Data Mining

Learning is closely related to data analysis and data mining. In fact, the paper “Convo-
lutional Neural Networks Analysis Reveals Three Possible Sources of Bronze Age Writings
between Greece and India” by Daggumati and Revesz [10] included training a set of con-
volutional neural networks (CNNs) to recognize eight Bronze Age scripts as a first step.
In a second step, Daggumati and Revesz passed each script’s signs to each other script’s
trained CNN. As each CNN recognized each of the foreign scripts’ signs as a local sign, a
table of sign correspondences was found. Two scripts could be identified as being related if
their sign correspondence table showed a one-to-one function. Based on that idea, the eight
Bronze Age scripts were found to form three groups: (1) Sumerian pictograms, the Indus
Valley script, and the proto-Elamite script; (2) Cretan hieroglyphs and Linear B; and (3) the
Phoenician, Greek, and Brahmi alphabets. The CNN-based script similarity method of
Daggumati and Revesz [10] improves on an earlier computational script similarity method
based on feature vectors [11]. A better understanding of script similarities helps in the
decipherment of ancient inscriptions [12,13].

The paper “Archaeogenetic Data Mining Supports a Uralic–Minoan Homeland in the
Danube Basin” by Revesz [14] applies data mining to the rapidly growing archaeogenetic
data. The available archaeogenetic data are often incomplete and therefore more difficult
to analyze than regular genetic data. By using some novel data mining algorithms, it was
possible to show that the Minoans, who formed the first Bronze Age civilization in Europe,
mostly originated from the lower Danube Basin. A better understanding of the origin of the
Minoans helps to narrow down the set of languages to be considered as likely cognates with
the Minoan language. This could avoid resorting to brute-force methods of cryptanalysis
where all possible ancient languages are considered from the Mediterranean and Black Sea
areas [15]. The lower Danube Basin is a good candidate for a Proto-Uralic language area in
the Neolithic.

4. Temporal Logic and Verification

Linear Temporal Logic over finite traces (LTLf) can be used to express a set of temporal
specifications Φ. Verifying that a system satisfies an LTLf specification is a computationally
difficult task. Therefore, an extended LTLf (xtLTLf) is proposed by Bergami, Appleby,
and Morgan [16] in the paper “Quickening Data-Aware Conformance Checking through
Temporal Algebras”. They describe systems by a set of traces of observed and completed
labeled activities expressing one possible run of a process. Verifying that such system
descriptions satisfy an xtLTLf specification can be efficiently checked if the set of traces are
first converted to a columnar data storage [16].

The paper “Streamlining Temporal Formal Verification over Columnar Databases”
by Bergami [17] takes this idea further by considering the following four new operators:
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ChainResponse(A,B), ChainPrecedence(A,B), AltResponse(A,B), and AltPrecedence(A,B).
For example, ChainResponse(A,B) is true if the activation of A is immediately followed
by the target B. Bergami [17] shows that expressions including these operators can also be
checked efficiently if the traces are converted to columnar data storage.

5. Prediction, Detection and Imputation

The paper “Enhancing Flight Delay Predictions Using Network Centrality Measures”
by Ajayi et al. [18] aims at improving the accuracy of predicting airplane flight delays. The
authors improve the prediction accuracy by introducing a novel method based on network
centrality measures that are sensitive to the structure of the flight network.

The paper “Correction of Threshold Determination in Rapid-Guessing Behaviour
Detection” by Alfian et al. [19] concerns detecting whether a student is only guessing
answers on a multiple-choice test. The traditional method of detecting whether a student
is guessing is based on setting a fixed threshold response time, say K seconds, where K
is a small number like 3 or 5 depending on the overall difficulty level of the test. If the
student’s response time is less than K seconds, then the student is assumed to have guessed
the answer. Alfian et al. [19] criticize this K-seconds approach because the difficulty of
the questions could vary on a test. They show that the accuracy of detecting guessing is
improved when the threshold is a variable depending on the difficulty level of the questions.

Greco, Molinaro, and Trubitsyna already considered the challenging topic of incom-
plete databases in an earlier IDEAS paper [20]. Now, Shahbazian and Trubitsyna [21]
address the issue again in the paper “DEGAIN: Generative-Adversarial-Network-Based
Missing Data Imputation”. They propose handling missing data in incomplete databases by
means of data imputation, where the missing values are estimated based on the rest of the
data. Generative Adversarial Imputation Nets (GAINs) can be used to generate synthetic
data that are like the real data [22]. The main idea is to have a generator of fake data and
a discriminator that tries to tell whether a datum is real or fake. However, Shahbazian
and Trubitsyna [21] argue that there is a strong correlation among real data. Hence, a
deconvolution process is needed to reduce these correlations, and then the generator and
discriminator network will work more effectively. Combining deconvolution and GAIN
gives rise to the name DEGAIN. We hope that DEGAIN will gain widespread acceptance
in data imputation in the future.
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