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Abstract

:

Educational Data Mining (EDM) applies advanced data mining techniques to analyse data from educational settings, traditionally aimed at improving student performance. However, EDM’s potential extends to enhancing administrative functions in educational organisations. This systematisation of knowledge (SoK) explores the use of EDM in organisational administration, examining peer-reviewed and non-peer-reviewed studies to provide a comprehensive understanding of its impact. This review highlights how EDM can revolutionise decision-making processes, supporting data-driven strategies that enhance administrative efficiency. It outlines key data mining techniques used in tasks like resource allocation, staff evaluation, and institutional planning. Challenges related to EDM implementation, such as data privacy, system integration, and the need for specialised skills, are also discussed. While EDM offers benefits like increased efficiency and informed decision-making, this review notes potential risks, including over-reliance on data and misinterpretation. The role of EDM in developing robust administrative frameworks that align with organisational goals is also explored. This study provides a critical overview of the existing literature and identifies areas for future research, offering insights to optimise educational administration through effective EDM use and highlighting its growing significance in shaping the future of educational organisations.
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1. Introduction


EDM is an interdisciplinary field that combines methods from computer science, statistics, and education to analyse data generated within educational settings. The primary aim of EDM is to develop techniques that can explore large-scale educational data to better understand how students learn and how educational environments operate. This field has grown rapidly due to the increasing availability of educational data from various sources, including learning management systems (LMSs), online courses, and administrative records [1].



EDM’s scope includes, but is not limited to, analysing student interactions with educational software, identifying learning patterns, predicting student performance, and optimising educational resources. The integration of EDM into educational administration can enhance decision-making processes, streamline operations, and improve institutional efficiency. However, the implementation of EDM poses several challenges, such as ensuring data privacy, integrating with existing systems, and training staff to use these advanced analytical tools effectively [2].



Several literature reviews have been conducted on EDM, such as [3,4,5,6], focusing primarily on its applications in improving learning outcomes and student performance. These reviews have provided comprehensive insights into the techniques and tools used in EDM, as well as its impact on teaching and learning processes. However, there is a notable gap in the existing literature regarding the use of EDM for administrative purposes in educational organisations. A key milestone in the field of EDM was the establishment of the first International Conference on Educational Data Mining in 2008. This event marked a formal recognition of EDM as a field, bringing together researchers who explored new ways to apply DM techniques to educational settings. The conference, which has continued annually, laid the groundwork for understanding how DM could transform not only teaching and learning processes but also administrative functions within educational institutions [7].



For example, in [8], the exploration of student modelling and the application of DM to learning management systems were pivotal in shaping the direction of EDM research. This study extends those foundational efforts by exploring the application of EDM to organisational administration, with a particular focus on resource allocation, staff evaluation, and policy-making [9]. While some studies have touched on administrative applications, such as [2,10,11,12], there is a lack of literature review papers on how EDM can specifically benefit administrative tasks, the challenges involved, and the best practices for implementation.



Conducting a SoK on the use of EDM for management processes in educational organisations is essential. A systematisation of knowledge (SoK) provides a structured and comprehensive overview of existing research. This approach helps in identifying best practices, challenges, and effective strategies for implementing EDM in administrative contexts. By doing so, it supports educational administrators in making informed decisions, optimising resource allocation, and enhancing overall organisational efficiency. Moreover, a SoK can highlight areas where further research is needed, guiding future studies to address existing gaps and improve the implementation of EDM in educational management.



Grey literature (GL) refers to materials and research produced by organisations outside of traditional commercial publishing and distribution channels. This includes technical reports, working papers, government documents, research reports, theses, preprints, and policy documents. Unlike traditional or white literature (WL), GL is used to disseminate current research findings and practical applications quickly, and these materials are not peer-reviewed. This is particularly valuable in rapidly evolving fields like EDM, capturing a fuller spectrum of current knowledge and practices, offering timely and relevant insights [13,14,15]. Incorporating GL into a SoK enriches the research by introducing diverse insights and broader perspectives, extending the research beyond conventional peer-reviewed articles [16,17]. While this study primarily relies on the peer-reviewed scientific literature, GL and a Multivocal Literature Review (MLR) were incorporated to enrich the analysis with current practices and real-world applications. Given the fast-evolving nature of EDM, GL provides timely insights into practical implementations and cutting-edge techniques that are yet to be fully explored in academic publications [15]. For instance, many innovative administrative processes and technologies are first introduced in working papers, policy documents, and technical reports before they reach peer-reviewed journals [18]. To ensure the inclusion of GL, a prior comparison was conducted, excluding GL from the analysis. While the key findings regarding the benefits and challenges of EDM for administrative purposes remain consistent, the exclusion of GL results in the loss of recent insights into emerging applications and real-world case studies. Thus, GL complements the peer-reviewed literature by providing practical examples and timely updates, which are crucial for understanding how EDM can be effectively implemented in organisational administration [15].



To address this gap, this paper conducts a SoK to study the work related to the application of EDM in the management process of educational organisations. To achieve this, the following research questions are developed:




	RQ 1: 

	
How does the integration of EDM impact decision-making processes in educational organisation administration?




	RQ 2: 

	
What are the EDM techniques that are mostly used for educational organisation administration purposes?




	RQ 3: 

	
How do educational administrators perceive the role of EDM in improving organisational performance and efficiency?




	RQ 4: 

	
What are the potential benefits, drawbacks, and key challenges faced by educational organisations in implementing EDM for administrative purposes?









This study makes several key contributions to the field:




	1 

	
It offers a critical overview of the current literature on EDM in organisational administration, identifying significant gaps and highlighting areas for future research.




	2 

	
It examines how EDM can revolutionise decision-making processes, fostering data-driven strategies that significantly enhance administrative efficiency and effectiveness.




	3 

	
It delves into the challenges of integrating EDM into administrative functions, including issues related to data privacy, system integration, and the necessity for specialised expertise in data interpretation.




	4 

	
The research evaluates both the advantages and potential risks associated with using EDM in educational administration, providing a balanced perspective on its overall impact.




	5 

	
It illustrates how EDM can contribute to the development of robust administrative frameworks that align with and support the strategic objectives of educational organisations.










2. Conceptual Framework of EDM


EDM is a field that sits at the intersection of several key disciplines, as illustrated in Figure 1. This diagram visually represents the interdisciplinary nature of EDM, highlighting its foundations in computer science, education, and statistics.



	
Computer science: EDM leverages advances in computer science, particularly in the areas of data mining and machine learning, to analyse educational data. This encompasses methodologies and technologies such as algorithm design, computational models, and artificial intelligence to extract meaningful patterns from vast datasets.



	
Education: Within the educational domain, EDM focuses on computer-based education. This includes the study and implementation of technology-enhanced learning environments, digital learning platforms, and other educational technologies that facilitate data collection and analysis.



	
Statistics: Statistical methods are central to EDM for analysing and interpreting educational data. Learning analytics, a subset of EDM, applies statistical techniques to understand and improve learning processes and outcomes.






At the confluence of these disciplines lies EDM, which integrates data mining and machine learning methods to advance our understanding of educational processes. This integration facilitates the development of predictive models, the identification of learning patterns, and the provision of actionable insights to educators and policy-makers.



The diagram underscores the collaborative nature of EDM, demonstrating how it harnesses the strengths of each discipline to innovate and enhance educational practices.




3. Methodology


This section details the search strategy used in this SoK, developed to identify relevant studies from various databases. The search encompassed studies on the use of EDM in educational organisations for administrative tasks. Both WL and GL were considered to provide a comprehensive view of the current state of research.



The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) framework was employed to enhance the transparency and robustness of this SoK. PRISMA provides a structured checklist and a flowchart that guide the reporting of reviews and meta-analyses, which is particularly valuable in fields such as computer science and educational technology [19,20,21,22]. Consequently, this SoK approach adheres to PRISMA guidelines. Figure 2 summarises the stages of the research. The methodology in this study comprises five phases.



3.1. Phase 1: Initial Search


In this phase, an initial search was conducted to retrieve the literature related to EDM. A diverse range of databases, used in previous studies such as [23,24], was selected. These databases include the following:




	
ERIC—chosen for its extensive coverage of educational research and resources.



	
Scopus—selected for its comprehensive database of the peer-reviewed literature across technology and educational disciplines.



	
ACM Digital Library—targeted for its focus on computing and technology, relevant to data mining technologies.



	
IEEE Xplore—included for its technical literature in engineering and technology, which underpins the technological aspects of EDM.



	
Web of Science—utilised for its interdisciplinary coverage, including educational sciences and technology.



	
Google Scholar—employed to capture a broad spectrum of GL and less formal publications.



	
Base—known for its particularly strong coverage of academic web resources.



	
Science Research—included for its ability to access a wide variety of scientific databases simultaneously.








The search terms used include “Educational Data Mining”, “Educational Machine Learning”, “Educational Big Data”, and “Educational Artificial Intelligence”, covering the period from January 2010 to July 2024. This phase yielded 7123 articles from peer-reviewed databases and 9058 articles from GL databases, as shown in Figure 2.




3.2. Phase 2: Screening the Title, Abstract, and Keywords


In this phase, a more focused search and filtering process was applied to the articles retrieved in the initial search. In addition to the initial EDM-related search terms, additional terms related to administrative tasks were incorporated. These terms included “educational administration” and “educational management”.



This combination ensured that the search captured studies specifically focusing on the use of EDM for administrative purposes in educational organisations. The combined search terms were applied to the titles, abstracts, and keywords of the articles. This approach helped to identify and exclude studies that did not align with the scope of this SoK review. By focusing on these sections, the process efficiently filtered out irrelevant studies without the need for a full-text review at this phase.



Articles that did not match the criteria set in Phase 1 and the additional focus of Phase 2 were excluded. Specifically, studies that did not pertain to EDM in the context of educational administration or management or that focused solely on the learning or instructional aspects of EDM rather than administrative applications were removed.



As a result of this focused screening, the number of articles was reduced. Out of the initial 16,181 articles, approximately 10,500 articles that did not meet the criteria were excluded. This left a more manageable number of around 2000 articles from WL sources and 3500 articles from GL databases for further analysis in subsequent phases. By incorporating these additional steps and refining the search criteria, Phase 2 effectively narrowed the pool of articles, ensuring that only the most relevant studies progressed to the next phase of the systematisation of knowledge.




3.3. Phase 3: Screening Based on the Inclusion and Exclusion Criteria


In this phase, the inclusion and exclusion criteria were applied to further filter the articles obtained from the previous phase. This phase was important as it ensured that the remaining articles were not only relevant but also met the quality standards required for this SoK.



Inclusion criteria were applied uniformly across different types of literature, including WL and GL, ensuring consistency in the SoK [15,24]. Studies were selected based on predefined inclusion and exclusion criteria to ensure relevance. The inclusion criteria are as follows:




	
Studies published in English.



	
Studies focusing on the use of EDM for administrative purposes in educational settings.



	
Studies within the time period from 2010 to July 2024.








The exclusion criteria are as follows:




	
Studies primarily addressing EDM for teaching and learning without administrative implications.



	
Non-English publications.



	
Duplicate studies across different databases.



	
Studies with insufficient methodological detail.








In cases of duplication, the most recent version of an article was selected to ensure quality and relevance. If the same article was found in multiple databases with the same authors, the newest version was chosen, as it may contain important revisions and updates. Additionally, if an article appeared in both peer-reviewed and GL databases, the latest version was selected to include the most recent findings and analyses [25].



As a result of applying these criteria, the number of articles was reduced to 398 articles from WL sources and 1578 articles from GL sources. This substantial reduction ensured that only the most relevant studies progressed to the next phase of this review.




3.4. Phase 4: Screening the Introduction and Conclusion


In this phase, the introduction and conclusion sections of the articles were screened to ensure their relevance and alignment with this study’s objectives. This phase involved a detailed examination of these sections to confirm that the studies explicitly addressed the use of EDM for administrative tasks in educational organisations. By focusing on the introductions and conclusions, the screening process aimed to quickly identify articles that provided substantial insights or findings pertinent to the research questions. This step helped in further refining the selection by excluding articles that, despite passing earlier phases, did not adequately align with the specific focus of this review. As a result of this screening, the number of articles was reduced to 102 and 598 for WL and GL, respectively.




3.5. Phase 5: Screening the Full Text


This phase consisted of reading the full text of the selected articles. For the GL papers, there was an additional quality assurance step. It was performed using the Authority, Accuracy, Coverage, Objectivity, Date, and Significance (AACODS) Checklist [26], which assesses aspects such as authority, accuracy, coverage, objectivity, date, and significance. This checklist helped to ensure that the GL included in this review was of high quality and relevant to the study’s objectives. In this SoK, the AACODS Checklist was applied; however, a further measurement was added to improve the GL quality. After using the AACODS Checklist, every aspect was coded. Only articles that achieved 20 points or above were included. Articles that achieved less than that were excluded. By applying these standards, the screening process was able to filter out articles that did not sufficiently meet the criteria. This phase concluded with 83 articles from WL databases and 21 articles from GL databases being included in the final review. These selected articles represent the most relevant studies, providing a solid foundation for this SoK.





4. Findings


This section presents the findings from the SoK review of 104 papers on the use of EDM in educational administration. The findings are organised by their impact on decision-making processes, key themes, challenges, the application of EDM techniques for administrative purposes, and the overall improvement in educational performance. The discussion also addresses the research questions outlined in Section 1.



The SoK covers papers published between 2010 and 2024, examining various aspects of EDM and its role in educational administration, including decision support systems, educational management, performance monitoring, and predictive analytics. Most studies emphasise practical applications, highlighting both the advantages and challenges of implementing EDM in educational settings. In addition, this review explores how educational administrators perceive EDM’s role in enhancing organisational performance and efficiency, as well as its contribution to strategic planning.



4.1. Impact of EDM Integration


The integration of EDM into educational organisations has a significant impact on various aspects of administration and management. This section explores these impacts and synthesises findings from various studies to answer the first research question.



4.1.1. Enhanced Decision-Making


One of the primary benefits of EDM integration is the enhancement of decision-making within educational settings. By leveraging data-driven insights, administrators can make more informed decisions, leading to improved outcomes for students and more efficient management practices.



Data-driven approaches enable educational organisations to make well-informed decisions. For example, an LMS provides valuable insights into learning behaviours due to collecting and analysing extensive amounts of data. This enhances the decision-making capabilities of educational administrators, supporting the optimisation of educational resources and interventions [27,28,29,30,31]. Many studies have investigated how educational institutions can make informed decisions about teaching strategies and interventions to improve student outcomes, identify at-risk students early, and provide timely interventions [32,33,34,35,36]. Moreover, data-driven approaches are instrumental in analysing, predicting, and classifying student performance and the factors influencing it [37,38,39,40,41,42,43,44,45,46,47]. These techniques also facilitate the prediction of students’ grades and study durations [48,49,50,51]. Overall, EDM systems enhance decision-making processes by enabling the early identification of at-risk students and the implementation of timely interventions.



EDM enables consolidating data from various educational subsystems into a unified framework to enhance decision-making processes. This is demonstrated by [52,53]. They provide a system that integrates data from synchronous (e.g., MS Teams) and asynchronous (e.g., e-Class) learning environments, offering comprehensive insights into student interactions and academic performance.



EDM helps to improve administrative efficiency in schools. For example, EDM can provide information to improve the development and usage of information and communication technology (ICT) systems. ML models are used to predict user satisfaction with ICT systems employed in the administration of educational institutions [2]. Another study discusses the analysis of student responses to predict satisfaction, which helps in making informed decisions regarding educational practices and policies [54].



EDM enhances the decision-making capabilities of educational administrators by providing actionable insights. The study [55] provides detailed insights into the factors influencing students’ choices of study programs, such as religion, transportation, gender, and school status. By understanding these factors, educational administrators can make informed decisions to tailor their recruitment strategies and improve the alignment of educational offerings with student preferences. A further study examines how chatbots can help personalise the learning plan and improve administration efficiency [56].



EDM systems can help to enhance the quality of teaching and school performance and provide actionable insights for administrators. For example, some studies have explored the development and application of decision support systems for education management, leveraging EDM techniques to enhance decision-making processes and utilising well-designed data warehouses [32,57,58,59,60]. These studies focus on integrating various data sources and applying improved algorithms to predict and assess teaching quality. Evaluating school performance is a critical aspect of educational management. The use of EDM techniques to evaluate school performance is investigated by integrating various performance indicators sourced from the Educational Portal of the Ministry of Education in Oman. The study provides a comprehensive evaluation of schools [61]. The results demonstrate the high accuracy and effectiveness of these techniques in evaluating school performance. Thus, educational administrators can make informed decisions, identifying strengths and weaknesses within schools and implementing targeted interventions.



The application of EDM in education offers a robust framework for enhancing decision-making processes. For illustration, one study provides a comprehensive framework for using EDM to extract meaningful insights that can inform educational decisions. Educational administrators can gain a deeper understanding of factors influencing educational outcomes using EDM techniques [58,62,63,64,65].




4.1.2. Optimised Resource Allocation


Effective resource allocation is crucial for the administration operation of educational organisations. EDM allows administrators to identify areas where resources can be optimally distributed, ensuring better utilisation and enhanced educational outcomes.



Many studies emphasise the importance of selecting appropriate parameters to evaluate the implementation of new system concepts, focusing on enhancing the quality of the user experience, life, resource allocation, and online learning process [42,66,67,68]. EDM leverages ML to find factors affecting the users’ experience of regrades of ICT systems, such as in [2]. Using EDM helps administrators to identify inefficiencies and implement corrective measures to optimise resource use and enhance service delivery. Preprocessing is an important step in resource allocation optimisation in educational organisations. This step helps in collecting insight knowledge [55,57]. These studies address the challenge of effectively mapping prospective students’ interests to suitable study programs.



More studies highlight the potential of EDM to enhance various aspects of teaching management, including subject diversification, personalised teaching management, teaching evaluation systems, and human resource management. By leveraging EDM, universities and educational organisations can effectively allocate resources to improve teaching quality and streamline administrative processes [69]. Research conducted in Ghana explores the use of EDM as an expert system to improve the educational organisation’s administration process. They study the Ministry of Education to identify inaccuracies and inefficiencies in the educational system [70].



EDM technologies help save resources as well, and that means better optimisation of the resource. EDM helps in enhancing teaching effectiveness, personalising student learning experiences, and automating administrative tasks. EDM technologies, such as chatbots, work to enhance educational organisations’ outcomes by providing teachers with actionable insights and reducing their workload. As a result, EDM helps to leave staff with complicated tasks instead of the obvious, easy tasks as well as save their time [68,71]. Furthermore, another study discusses challenges faced by educational organisations and universities due to the sharp increase in student numbers and the limited availability of teaching resources [41].



Moreover, EDM technologies are used to predict at-risk students and those likely to withdraw early and then improve resource distribution and support students, improving retention rates and academic outcomes [32,55]. Some other papers utilise EDM to predict student dropouts in massive open online courses and students’ performance. Using EDM provides a clear understanding to the administrators in order to reallocate resources, enabling timely interventions and thus preventing higher loss [44,58,72].




4.1.3. Enhanced Institutional Performance


The integration of EDM can significantly elevate the overall performance of educational institutions. By leveraging data-driven insights, institutions can streamline processes, improve operational efficiency, and achieve better educational outcomes.



Some research explores the critical stages of preprocessing educational data. Thus, educational organisation managers can take actions that enhance institutional performance. Different studies have highlighted that the early process is a critical phase in the protection and classification process as this directly affects the process’s accuracy [28,40,60,73]. These studies focus on the data collection, data interpretation, database creation, and data organisation stages, emphasising the importance of these preprocessing steps in maintaining the integrity and accuracy of educational data. These research studies illustrate how proper data prepossessing can prevent inaccuracies and biases, leading to more authentic and reliable conclusions [27,53,57,74,75]. Another aspect discussed in the literature is how EDM techniques can be utilised to manage and analyse the large volumes of data generated in higher education institutions. By leveraging these techniques, educational institutions can improve their administrative and academic functions, leading to enhanced institutional performance [62,76]. Moreover, EDM systems work with synchronous and asynchronous applications in a way that can enhance institutional performance. EDM can be used with synchronous and asynchronous e-learning systems to assess previous performance, monitor current services, and predict future outcomes [52]. EDM seemingly engages with new AI technologies such as Virtual Reality and business intelligence. The adaptation of EDM helps to demonstrate how AI can reduce the administrative burden, provide actionable insights, and provide personalised learning experiences; therefore, EDM technologies enhance students’ outcomes as well as the institutional performance [29,68].



Performance prediction and student classification are widely used applications of EDM systems. EDM techniques enhance various aspects of education, including the prediction of student performance, at-risk students, satisfaction, slow learners, and attendance rates, as well as personalised learning paths, real-time feedback mechanisms, and challenges faced [32,34,37,39,41,44,45,46,47,54,58,61,64,72,77,78,79,80,81,82,83,84,85,86,87,88,89,90,91,92]. For example, EDM technologies are used to predict the final grades of students in a computer engineering program at an Ecuadorian university. The study aims to enhance the academic quality as well as the institution’s performance by developing predictive models based on historical academic data [48]. EDM technologies are used to predict the performance of primary students in rural and urban areas in India. The study focuses on students from classes three to five. The findings reveal that certain variables, including previous exam results and socio-economic factors, significantly impact student performance [93].



Likewise, EDM technologies are used to measure users’ satisfaction and use it as an indication to enhance institutional performance and identify where development is needed. In [2], EDM technologies are utilised to predict users’ satisfaction with ICT systems and identify what factors affect that satisfaction. The authors summarise some key factors that influence the users’ satisfaction, such as usability, privacy, security, and IT support [2]. Another research study highlights how chatbots can help with this matter as well and improve administration efficiency [56]. Educational organisations can improve their performance and ICT systems by tackling the identified factors, which will result in better administrative performance and service delivery.



In addition, EDM systems help in early-alert systems that can predict and identify potential academic problems. A study conducted in China investigates various amounts of data collected from educational administration, library usage, and student self-study records [94]. EDM enhances institutional performance by reducing dropout rates and improving academic outcomes. Additionally, one study applies EDM to classify students as “passed” or “failed” using their performance and finding factors that impact that. The data are collected from LMSs that help the administrators to identify key factors influencing classification, including the average number of days students logged into the system monthly and weekly [38].



All in all, EDM technologies can provide a better understanding of educational data. This will help administrators in educational organisations to gather more knowledge. To illustrate, one study discusses how institutions can gain insights into student behaviour, optimise resource allocation, and improve the overall educational experience. Consequently, EDM technologies help to enhance institutional performance [43,67,70,71,95,96].




4.1.4. Increased Transparency and Accountability


The application of EDM systems within educational organisations enhances transparency and accountability. EDM systems help to identify and monitor performance indicators. Furthermore, EDM systems help in supporting informed, data-driven decision-making. Thus, EDM technologies ensure that educational strategies are transparent and institutions are held accountable for their outcomes, which helps build trust and continuous improvement in educational organisations [97]. Furthermore, EDM applications are used to increase and improve the quality of the data generated by educational systems such as the LMS and ICT [98]. This helps in improving the transparency and accountability of the data and by default the educational organisations’ performance. Using EDM helps educational organisations become more open to society and provides better information to stakeholders [99]. This approach enables educational organisations to attract more investments by offering accountable and transparent information.




4.1.5. Informed Policy Development


The application of EDM is extended beyond immediate educational outcomes to influence policy-making processes. These tools lay a data-driven foundation, enabling the development of informed policies that tackle systemic issues within educational institutions.



EDM works better with well-organised and preprocessed data. This has been highlighted in different papers. For example, one paper presents the importance of preprocessing the data and how it is important. The preprocessing is divided into four stages, including data gathering, data interpretation, database creation, and data organisation. This helps to ensure the reliability and authenticity of the dataset, which in turn supports informed policy development within educational institutions [27,44,45,59,65,75].



EDM helps in building an evidence-based atmosphere that supports informed policy development, enabling educational institutions to create targeted interventions for improving educational organisations’ performance. Prediction, analysis, classification, and clustering are broad applications of EDM technologies, and they help provide data-driven interactions. The outcome of EDM systems enriches data-driven actions, addressing management challenges to support informed policy development and improve educational outcomes [34,40,41,47,52,54,57,61,67,69,84,89,95,97,100,101,102]. The identification of key predictors and the use of sophisticated methodologies ensure that the resulting policies are both data-driven and theoretically grounded [33,70,76,82,103,104]. An experiment was performed to study the students from K–12 classrooms in Florida to see how the initiation of new technologies was integrated into classrooms to enhance learning experiences. The administrators monitored and supervised the experiment, gaining more information. EDM helped them focus on professional development and technology integration and provided formative feedback to guide future policies and practices [87,105]. Furthermore, many researchers address the usage of multimedia and social networks within educational organisations and the challenges associated with it, as well as the policies needed for this matter [74,88,106]. Moreover, EDM can handle a large amount of data. Using EDM with BD informed policy development to gain more information from data [48,64,107].



EDM helps administrators and investors to develop policy. EDM helps in driving investments and improving recourse efficiency. EDM provides more knowledge for policy-makers, those in research management, governments, and investors, who will make their decisions based on solidly clear information provided by EDM technologies [77,108,109,110]. For example, one study discusses EDM to identify the benefits of data-driven interventions and how that helps informed policy development and guides resource allocation, such as the need for skilled data scientists and robust data privacy measures [62]. Additionally, EDM helps data scientists bridge the gap with policy-makers to inform stakeholders about policy developments [43].




4.1.6. Improved Administrative Efficiency


Enhancing administrative efficiency is critical for the overall success of educational organisations. EDM techniques help educational organisations streamline their administrative processes. Applying EDM technologies leads to more effective resource management and improved educational outcomes.



EDM technologies can identify the necessity of effective data preparation, the integration of diverse data sources, and the use of interpretable analysis tools to improve administrative efficiency. EDM applications help emphasise a collaboration-centric application architecture that integrates various data sources, customisable data services, and interpretable analysis tools [45,57,111]. On the other hand, EDM helps to specify the challenges or hurdles of gaining an efficient administration process [53,98,112]. To illustrate, many researchers have discussed the challenges that are in educational organisations such as inadequate resource collection, outdated service models, and weak policy frameworks [69,74]. Furthermore, in the literature, EDM technologies are applied to increase staff performance within educational organisations. Thus, EDM helps reduce staff burnout, enabling them to focus on other tasks, which demonstrates its role in improving administrative efficiency [68]. Another study highlights how chatbots can also contribute to this issue, further enhancing administrative efficiency [56].



EDM systems are robust and enhance data-driven decision-making, leading to improved administrative efficiency across various areas. Techniques such as clustering, prediction, and classification elevate EDM technologies, providing administrators with simplified insights and actionable knowledge [2,31,36,52,63,75,82,90,92,97,109]. In addition, the literature compares various machine learning (ML) algorithms, examining the factors that affect their performance to identify the most efficient algorithms for different database structures [70,82]. Some studies go further by refining ML algorithms to improve accuracy, which in turn leads to more valuable insights from educational data through EDM [50,95].



As mentioned before, EDM supports the optimisation of administrative processes through effective use of different DM techniques such as clustering. These tools streamline the management and analysis of large datasets, making it easier for administrators to access and interpret critical information. Techniques such as association rule methods and clustering further optimise student admissions and other administrative functions [34,60,83].



The integration of EDM has significantly transformed administrative workflows in educational organisations, increasing efficiency in managing educational processes. Expert systems automate various administrative tasks, reducing the administrative burden and allowing staff to focus on different tasks. For instance, these systems enable real-time monitoring and automated alerts, facilitating timely interventions and support for students [70].



Another change is the use of click-track data to analyse user interactions and behaviours in online learning environments. By employing EDM and evidence-centred design, organisations can gain deeper insights into user engagement and usage patterns. These data help administrators make informed decisions to improve the effectiveness of online education, optimise resource allocation, and tailor instructional strategies to better meet users’ needs [103]. Change-detection ML models are also used to monitor and manage educational processes, detecting anomalies and shifts in student performance early. This real-time detection and response capability has led to more dynamic and responsive educational management practices [113].



In programming education, learning analytics have been valuable in identifying student difficulties and tailoring instructional approaches, enhancing the overall learning experience and enabling more efficient allocation of resources. By investigating patterns in student performance, managers can proactively address learning gaps and provide targeted support, thus improving educational outcomes [100].



Analysing student behaviour with BD technologies plays a crucial role in administrative workflows. By creating comprehensive profiles of student learning behaviours, educational organisations can better understand factors influencing academic success and implement targeted interventions to support student achievement. This approach enables more personalised and effective educational experiences, aligning administrative efforts with student needs [86]. For instance, a study in the Indian academic context shows that adopting EDM practices improves administrative efficiency. Using DM techniques, educational institutions can streamline processes, enhance decision-making, and optimise resource utilisation, resulting in more effective management of educational activities and improved institutional performance [107]. Another study highlights the use of IoT as a Service (IoTaaS) to enhance administrative workflows in primary schools when integrated into school management tasks [112].



The development of frameworks integrating EDM and BD for e-learning environments has revolutionised educational administration. These frameworks offer a holistic view of user interactions and performance, enabling administrators to make informed decisions that enhance education quality and operational efficiency. Integrating such frameworks has facilitated a more cohesive and data-driven approach to educational management [114]. Evaluating administrative policies and procedures through EDM has provided insights into their effectiveness and areas for improvement. By analysing policy outcomes, educational organisations can refine their approaches to better support student success and organisational goals. This data-driven evaluation ensures that administrative practices are aligned with best practices and continuously optimised for better outcomes [46]. For example, the workflow improves due to the crucial roles of preprocessing phases such as data gathering, interpretation, database creation, and data organisation [27,77].





4.2. EDM Techniques


EDM encompasses a variety of techniques commonly used to improve administrative functions in educational organisations. This section examines these techniques, synthesising findings from multiple studies to address the second research question. As summarised in Figure 3, some of the most widely used methods in EDM include classification, regression, and clustering.



Classification is a learning method that can allocate data to specific categories or classes. Within EDM, this technique aids in classifying users’ satisfaction, exploring hidden factors that affect choices, and tailoring learning experiences. By organising educational data, classification models yield actionable insights crucial for enhancing administrative decisions and boosting the overall effectiveness of education [59]. For example, one study performed in Brazil concluded that demographic factors impact the students’ studying journey. They used classification algorithms to categorise students as either academically successful or at risk of failure [78]. Similarly, classification advanced learning by enabling data-oriented decision-making to improve educational practices and learning materials. Another study focuses on finding the key factors affecting the performance of the students enrolled in technology-related degree programs in Sri Lanka [47]. The findings of the study positively impacted future decisions about the progress of the students’ performance, the quality of the education process, and the future of the education provider.



Regression is a supervised learning technique used to predict continuous outcomes based on input features. In the context of EDM, regression models help predict various educational metrics, such as student performance, graduation rates, or resource allocation needs. These predictions can be invaluable for administrative purposes, enabling data-driven decision-making and strategic planning [39]. Regression can help in improving the students’ grades and change their habits in a way to improve their performance. For example, regression models are applied to link the student’s results and their reading behaviour [115]. This helps the administrators and the educators to identify the issues at an early stage and provide more advice to the students. For instance, a study employed regression models to predict academic outcomes using data from Virtual Learning Environments [32].



Clustering is an unsupervised learning technique used to group similar data points. In the context of EDM, clustering identifies natural patterns in educational data, which can be highly beneficial for administrative purposes [116]. For example, it enables the design of targeted interventions for each group, such as providing extra support and resources to students in the low-engagement, low-performance cluster while offering advanced learning materials and opportunities to those in the high-engagement, high-performance group [92]. Another common application of clustering is identifying at-risk students who may drop out. This enables educational organisations to take proactive measures, improving overall outcomes [34,102]. Given the vast amount of data generated by educational institutions, clustering helps administrators and stakeholders uncover hidden patterns and gain deeper insights. Consequently, this enhances the organisation’s performance by informing data-driven strategies and interventions.



There are many ML algorithms used in EDM. Table 1 summarises the literature work in terms of methods used. As Figure 3 shows, some of the most commonly used methods in EDM include classification, regression, and clustering. Predictive modelling is a cornerstone of EDM, providing powerful tools to forecast and analyse student outcomes and institutional performance. The two primary approaches within predictive modelling are classification and regression, each serving distinct purposes in the educational context. Classification involves predicting categorical outcomes based on input data. In educational settings, classification can be used to categorise students, predict binary outcomes, or segment data into discrete classes. For example, EDM technologies help to analyse historical data on student demographics, attendance, and grades, and classification models can predict which students are at risk of dropping out [36,82]. This allows administrators to intervene early and provide targeted support.



Figure 4 shows the most commonly used ML models in educational organisations for administration reasons based on our SoK boundaries. The ML models are detailed in the following subsections. In practice, educational administrators often combine classification and regression models to gain comprehensive insights. For instance, a regression model might predict future test scores, while a classification model categorises students based on predicted scores into different intervention groups.



4.2.1. Decision Tree


The Decision Tree (DT) is the second most used DM technique. This is due to its simplicity, interpretability, and effectiveness in classification and regression tasks [119]. A DT is a tree-like graph based on a set of conditions. A set of features is used as input, and class labels are the output of the Decision Tree. A root node is placed on the top which generates a set of different branches. Each branch describes a condition that is further connected with the next node [120]. The DT algorithm can be mathematically represented as follows:


  H  ( S )  = −  ∑  i = 1  c   p i   log 2   (  p i  )   



(1)




where



	
  H ( S )   is the entropy of the dataset S.



	
c is the number of classes.



	
  p i   is the probability of class i in the dataset.






In the data mining literature, there are other splitting measures in Decision Trees such as the Misclassification Error function, which is the most commonly used approach for creating classification trees. It is demonstrated that directly calculating the binary response variable (1 or 0) can significantly enhance the parametric model estimate over a basic binary classification method. When the sample size is large enough, a parametric model provides an obvious advantage: the estimated classification model is less affected by input variable multicollinearity, and the model is easier to interpret [121].



Using both empirical and artificial data, it is demonstrated that the Gini Index is a viable criterion for building classification trees, resulting in more useful trees than the Misclassification Error. Numerical examples are provided to demonstrate the differences in results obtained by utilising the Gini Index vs. Misclassification Error as the splitting criterion when creating categorical variables, which are the most common classification methods in data mining. The choice of criterion is critical to the importance of the results. The objectives of these trees are to classify the input variables into groups that have comparable response variables that are known in each node and then branch out to the other input variables [122,123].



The DT algorithm is used by [57] to interpret the various amounts of data generated by educational organisations, such as LMSs. The DT helps administrators improve the nature of the educational management process and also enhances the effectiveness of digital education construction. The DT algorithm helps save time in managing important aspects of education management, and the complexity of the system is reduced. Additionally, Ref. [43] uses DT with EDM data to improve the administration process in educational organisations within smart cities. It also helps planners and higher departments gain a clear understanding of the future and enhance their infrastructure planning. This proves that the DT algorithm helps improve the management process. The DT model is utilised by [124] to predict students’ performance using their profiles. The DT helps administrators and educators by providing a roadmap to follow while executing complex knowledge projects that involve multiple stages and possibly several iterations. It bases the decision-making process in the educational domain on sound business analysis, thereby providing the best service for their customers, the students. To achieve customer satisfaction, there needs to be high student achievement. The DT algorithm is employed by [44] to predict student performance and identify the features required to enhance overall student outcomes and improve administrative processes.



Hybrid DT models can combine the DT with other algorithms such as gradient boosting or RF to improve prediction accuracy and reduce overfitting, especially when dealing with high-dimensional educational datasets [125]. These techniques are particularly useful for identifying at-risk students early in their academic journey, enabling timely interventions. One emerging application of DTs in EDM is the use of interpretable AI models, where visualisation tools are combined with DT outputs to create transparent, user-friendly models for educators and administrators [126]. This allows nontechnical staff to engage directly with the data insights without needing extensive technical knowledge [39]. However, DTs are susceptible to creating over-complex trees that do not generalise well to unseen data. Pruning methods are often employed to address this challenge, though it remains a limitation in educational settings where data can be sparse or noisy [77].



The DT model is utilised by [40] to analyse students’ factors during a semester to predict their results for the next semester. This helps administrators to provide insight into interventions that enhance students’ performance and organisations’ outcomes. In the study, the accuracy was around 76%. Another study applied DT [93] to identify factors influencing the students’ performance using the previous examination with around 76% accuracy. The DT algorithm is employed by [44] to determine whether sets of variables and factors can be useful for predicting student expulsions. Identifying students at risk of expulsion helps administrators understand real situations and act in advance to improve the educational organisation’s management process. Various factors are analysed for their impact on student expulsion with around 83% accuracy. Additionally, the DT is used by [55] to analyse students’ factors both before admission and during the current semester to predict their semester examination results and choices. This helps administrators and educators better understand students’ needs and reallocate resources accordingly. As a result, the DT improves the educational organisation’s management process.



In short, the DT algorithm has transformed educational administration by streamlining tasks and improving digital education through efficient data analysis. DT models predict student performance and identify key factors, allowing educators, administrators, and stakeholders to tailor interventions for better outcomes. They also provide insights for proactive interventions and infrastructure planning, enhancing student retention and education quality. Overall, DT algorithms optimise resource allocation and improve decision-making, delivering better services to students and increasing operational efficiency.




4.2.2. Random Forest


Random Forest (RF) is an ensemble learning method that constructs multiple Decision Trees. It uses the mode of the classifications or regressions of the individual trees. This method is known for its high accuracy and ability to handle large datasets [127]. However, one limitation of RF is its tendency to become computationally expensive as the size of the dataset increases, particularly in the context of real-time data analysis within educational management systems, where low-latency responses are required [128].



In the field of EDM for administration, RF has been used to predict student performance, identify at-risk students, and analyse educational outcomes. The results show that RF helps organisations enhance both student and organisational performance as well as coordinate resource distribution [127]. The RF algorithm offers valuable insights into students’ performance and helps predict outcomes by identifying key attributes that influence their academic routines. This model not only enhances students’ performance but also improves the efficiency of administrative processes, overall organisational outcomes, and the effectiveness of educational institutions. Additionally, it helps increase educational quality, which is vital for attracting students to stay in school [129]. The RF algorithm is employed to enhance decision-making and improve student performance and institutional efficiency. In [130], RF is used to predict the students’ performance and find what factors influencing their success among academic and family factors. The RF algorithm is utilised in [131] to predict college students’ grades based on their learning behaviour. RF helps analyse achievement and allows teachers and students to arrange and adjust their learning plans reasonably to improve student achievement. This enhances the educational organisation management process by saving resources.



Recent advancements have demonstrated that integrating RF with ensemble techniques such as gradient boosting can further improve accuracy in predicting long-term student outcomes such as graduation rates and job placements [28]. These advancements, however, come at the cost of increased computational complexity, which may pose challenges for institutions with limited infrastructure.



The RF model is utilised in [132] to predict students’ learning outcomes. Key attributes are identified based on students’ interactions with the e-learning management system, such as visit frequency, resource views, assignment submissions, and scores, with the goal of achieving maximum prediction accuracy. The RF model achieves 76.9% accuracy. The RF algorithm is utilised in [133] to identify aspects that influence students before admission to professional courses. This helps administrators in educational organisations understand the market and students’ needs, as well as provide guidelines for investors. RF helps improve the final outcome and increases the chances of students enrolling in their desired courses. In addition, RF algorithms are used to predict students’ performance based on demographic and academic features. The RF model achieves around 93% accuracy [134]. Similarly, another study [2] utilises the RF algorithm to predict ICT users’ satisfaction, highlighting the factors impacting users’ satisfaction. The RF model achieves around 94.90% accuracy in predicting satisfaction. Another study utilises the RF model to predict the students’ satisfaction [54]. They use the RF to predict different levels of student satisfaction and infer the influential factors related to course and instructor. In the study, the RF algorithm achieves more than 81% accuracy. The RF algorithm is used to identify factors influencing the prediction of students’ exam performance. The analysis concludes that the most reliable predictors are students’ performance in previous semesters and their interaction with learning resources [135].



Although RF demonstrates high accuracy in predicting student outcomes, it is often susceptible to overfitting when applied to highly complex datasets, particularly when irrelevant features are included such as the educational data. This is a limitation commonly addressed by dimensionality reduction techniques such as Principal Component Analysis or feature selection methods, which enhance the model’s general applicability [136]. Furthermore, data privacy concerns arise with the increased collection of student data for these predictive models, especially in institutions lacking strong data protection protocols [137].



On the other hand, the RF model is used to predict students’ dropout and grades, showing around 82% accuracy [138]. Another study discusses the use of RF to predict student dropouts using educational big data (BD) in the context of massive open online courses (MOOCs). Their study helps optimise dropout prediction, as mentioned by [72]. Similarly, Ref. [36] uses the RF algorithm to predict early student dropouts. The RF model has proven effective in helping educators and administrators identify at-risk students early, thereby reducing dropout rates and improving educational outcomes. For instance, Ref. [79] used the RF model to predict slow learners at an early stage, allowing administrators to provide targeted support. Similarly, Ref. [39] utilised RF to predict at-risk students and improve their academic achievements by identifying the factors that impact performance. In another study, Ref. [82] applied the RF algorithm to predict students’ academic performance during the semester, enabling administrators to take preemptive actions to prevent course failure. In this case, the RF model achieved an accuracy rate of approximately 89%, significantly enhancing the institution’s ability to support students and streamline administrative processes.



Overall, the application of the RF algorithm in educational organisations enhances organisations’ performance and management efficiency. By providing accurate predictions and analyses of factors affecting the outcomes and the management process, RF aids administrators in making data-driven decisions, optimising resource allocation, and supporting at-risk students. This leads to improved educational quality and a more responsive environment. Additionally, these insights help developers, investors, and stakeholders understand future expectations and needs, ensuring better planning and investment in educational resources and technologies.




4.2.3. k-Nearest Neighbours


The k-Nearest Neighbours (KNN) algorithm is a nonparametric, instance-based learning method used for classification and regression tasks. The basic principle of the algorithm is to classify a data point based on the majority class among its closest k neighbours in the feature space. The algorithm relies on a distance metric, commonly Euclidean distance, to determine the “closeness” between points [139].



In the context of EDM, the KNN algorithm is particularly useful for predicting outcomes, identifying at-risk students, enhancing the educational organisations administration, and tailoring educational resources to individual needs [140]. KNN helps improve management by analysing historical data like student demographics, performance, and satisfaction levels to identify patterns and trends that guide decision-making.



The KNN model is utilised by [44] to mine the large, complex data generated by educational organisations, identifying the smallest subset of features that impact the algorithm’s performance in predicting student outcomes. The KNN algorithm aids in the early prediction of student performance, enabling the identification of low-performing students who may be at risk of failing exams. This allows administrators to intervene and support these students in improving their outcomes [81] with around 85% accuracy. The KNN algorithm is applied by [78] to predict student outcomes using various attributes, including demographic and academic features. This approach allows managers to take proactive measures in supporting students. Their findings indicate that neighbourhood, school, and age are the most influential features affecting student success. Similarly, the KNN algorithm is utilised by [38] to predict students’ performance and classify them as either “passed” or “failed”. Log reports generated by EDM systems are employed for this classification.



In addition, KNN is employed by [82] with around 98.1% accuracy after generating the needed balance in the educational data generated by the educational organisations. Moreover, the KNN algorithm is utilised in [36] to detect students at risk at an early stage, providing valuable insights to administrators, investors, developers, and decision-makers for improving organisational outcomes.



The KNN algorithm assists managers and higher departments in identifying factors influencing resource allocation, enabling more effective redistribution. As demonstrated in [63], KNN aids in understanding the factors impacting resource utilisation. By applying EDM and the KNN algorithm, both resource allocation and the educational administration process are improved.



In addition, the KNN algorithm is used to predict the satisfaction level. For example, in [54], they use KNN to predict students’ satisfaction regarding a course to help educators and managers to provide suitable support at the correct time. Recent developments in kNN for EDM involve its application in personalised learning pathways [141]. For instance, hybrid approaches combining kNN with dimensionality reduction techniques help to mitigate the “curse of dimensionality” that arises in large, feature-rich educational datasets. This allows k-NN to remain computationally efficient while maintaining high prediction accuracy [142]. Moreover, k-NN has been employed in recent studies to cluster students based on their learning behaviour, leading to more personalised interventions and resource allocation strategies [143]. These approaches enhance the overall decision-making process, enabling administrators to deliver targeted support to students in need, improving retention rates and academic performance.



Another study [2] applied the KNN algorithm to predict ICT users’ satisfaction and identify the factors influencing it. The KNN algorithm achieved an accuracy of around 92%. The study concluded that the key factors affecting ICT users’ satisfaction include usability, privacy, security, and IT support.



Overall, the KNN algorithm proves to be a valuable tool in EDM by predicting student performance and identifying at-risk students. Its application across various studies demonstrates high accuracy in analysing complex educational data, aiding in resource allocation, and enhancing decision-making processes. The algorithm supports educational institutions in improving management and providing targeted support to students, ultimately contributing to better educational outcomes.




4.2.4. Support Vector Machine


The Support Vector Machine (SVM) is a supervised ML algorithm used for classification and regression tasks. It is particularly effective in high-dimensional spaces and is known for its robustness in handling linear and nonlinear data. In the domain of EDM, SVM has been utilised for different goals, such as predicting student performance, classifying learning behaviours, and identifying at-risk students [144].



SVM is utilised in several studies to interpret educational data and transform them into valuable information for decision-making. For example, Ref. [45] applied SVM to educational data to aid decision-making processes. In Ref. [82], SVM was used to balance the dataset, achieving an accuracy of around 98.3%. In addition, Ref. [145] employed SVM to predict students’ exam performance and overall personality development, achieving 97.3% accuracy. In Ref. [81], SVM was highlighted for improving student attendance and academic performance.



Another study by [75] applied SVM to predict student performance using data from an educational administration system and an online learning platform, achieving 67% accuracy in early warnings for course performance. Furthermore, Ref. [81] used SVM to predict academic performance with around 96% accuracy based on students’ academic attributes.



SVM was also used by [63] to predict student dropouts, considering factors such as academic performance, social welfare status, and secondary school type, achieving 83% accuracy. In Ref. [72], SVM was applied in MOOCs to optimise dropout prediction and identify at-risk students. Moreover, Ref. [146] used SVM to predict degree completion within three years for STEM community college students, achieving 90.42% accuracy, allowing institutions to take early action to prevent dropouts.



Improvements in SVMs have made this algorithm highly effective for detecting nonlinear patterns in educational data, particularly in multidimensional feature spaces where traditional linear classifiers might struggle. For example, SVMs with radial basis function kernels have been shown to effectively classify students’ learning behaviours [147]. Moreover, tuning the hyperparameters of an SVM is crucial for optimal performance. Automated hyperparameter tuning methods, such as grid search and random search, have been recently applied to educational datasets, reducing the expertise barrier for implementing SVM effectively [148].



In short, the SVM algorithm proves to be a reliable and effective tool in EDM. It is widely used to predict student performance, identify at-risk students, and classify learning behaviours, contributing significantly to early intervention and decision-making in educational settings. The accuracy rates achieved in various studies demonstrate SVM’s strong potential in enhancing educational outcomes and supporting administrative processes. These results highlight the importance of SVM in improving the overall quality of education.




4.2.5. Artificial Neural Network


An Artificial Neural Network (ANN) is a computational model inspired by the way biological neural networks in the human brain process information. It consists of interconnected nodes, or “neurons”, organised in layers that process input data to produce an output [149]. These networks can learn from data by adjusting the weights of connections based on the input–output relationships observed during training.



In the context of EDM, the ANN is utilised to model complex patterns in the big data generated by educational organisations, such as predicting student performance, identifying at-risk students, and optimising administrative processes. By providing insights that inform interventions, resource allocation, and policy development, ANNs significantly enhance decision-making processes within educational organisations [150].



The new versions of deep learning architectures, such as Long Short-Term Memory and Convolutional Neural Networks, have further enhanced the capability of ANNs in EDM. These architectures enable more accurate predictions, particularly in sequential data like student engagement over time or spatial data like student interactions with LMSs [151]. However, a key limitation of ANNs is their lack of interpretability, commonly referred to as the “black box” problem. Researchers are addressing this by exploring Explainable AI techniques that provide insights into how ANN models make predictions, improving their transparency and trust among educational administrators and policy-makers [152].



The ANN model has been widely utilised in various studies to predict at-risk students and improve educational outcomes. For example, Ref. [36] employed the ANN model to predict at-risk students before a course began, achieving approximately 83% accuracy. Similarly, Ref. [49] used the ANN algorithm to predict students’ future grades and study durations based on prior course data, enabling managers to take proactive measures and improve administrative processes.



In another study, a Generative Adversarial Network, an extension of the ANN model, was used by [82] to identify factors affecting student performance, providing administrators with early insights. This model achieved 98% accuracy. In addition, Ref. [87] utilised the ANN model to enhance the efficiency of a student management system, enabling administrators to take proactive steps. The model achieved 88% accuracy, with key factors influencing student success identified as graduate profile, optional courses taken, age at enrolment, admission scores, and the number of failed exams [37].



The ANN model also played a key role in identifying low-performing students in [81], allowing educators and managers to provide early support, improving student performance with 95% accuracy. Similarly, Ref. [79] applied the ANN algorithm to predict slow learners at an early stage, achieving around 75% accuracy, helping administrators to decide on special assistance for these students. Overall, these applications contribute to improving both the administrative processes and outcomes of educational organisations.



Furthermore, educational organisations leverage LMS data, using the ANN algorithm to extract insights that enhance administrative processes. In this context, the ANN algorithm serves as an EDM tool to extract valuable insights from this BD, thereby improving and enhancing the administration process. The ANN algorithm predicts at-risk students, enabling early intervention measures [32]. The ANN model achieved approximately 93% accuracy by utilising a set of uniquely handcrafted features extracted from clickstream data in virtual learning environments. Another example of using the ANN model to explore hidden information in educational BD is demonstrated by [28]. In the study, the ANN algorithm is utilised to predict student performance by leveraging hidden information in LMS data, such as learning behavioural features. This enables managers to reallocate resources effectively and improve the administration process.



In short, the ANN plays an important role in EDM by modelling complex patterns within the BD generated by educational organisations. ANNs are employed to predict student performance, identify at-risk students, and optimise administrative processes, providing actionable insights that enhance decision-making. Studies demonstrate high accuracy rates, with ANNs achieving up to 98% accuracy in various predictive tasks. These models enable early intervention, resource reallocation, and improved management within educational institutions, contributing to the overall efficiency and effectiveness of educational administration.




4.2.6. Logistic Regression


Logistic Regression (LR) is a supervised learning algorithm for binary classification tasks. Unlike linear regression, which predicts continuous values, LR predicts the probability that a given input belongs to a particular class between 0 and 1. The model estimates the parameters of the input features by maximising the likelihood of the observed data, which is performed through a process called maximum likelihood estimation [140].



In the context of EDM, LR is often used to improve the educational organisations’ management process [153]. The LR algorithm is employed to predict and identify key factors affecting student success. One study found that the average number of logins to the LMS was the most significant predictor of student performance [38]. Similarly, Ref. [63] used the LR model to predict student success based on profile information and personal attributes, aiding educators and decision-makers in providing early support and improving educational management.



In addition, Ref. [82] utilised the LR model to predict academic performance over both short and long observation periods, enabling educators and administrators to identify students at risk of failing. The LR model achieved an accuracy of around 99.8% for longer observation periods. In another study by [40], the LR algorithm was used to identify students in need of additional support and interventions to enhance academic performance, contributing to improved outcomes and administrative processes.



Moreover, Ref. [34] applied the LR algorithm to predict school dropout using students’ scores and EDM techniques. The model achieved an accuracy of approximately 74.05% in identifying students at risk of dropping out, guiding managers to take proactive steps to reduce dropout rates and enhance administrative efficiency.



In short, the LR algorithm is a good tool in EDM for binary classification tasks, effectively predicting student outcomes, enhancing the administration of educational organisations, and identifying at-risk individuals. Studies demonstrate its efficacy in pinpointing factors such as LMS login frequency and personal attributes that influence academic performance. With good accuracy rates, the LR model enables educators and administrators to intervene proactively, enhancing student success and educational institutions’ overall management. The algorithm’s applications in predicting risks, such as school dropout, further underscore its value in facilitating informed decision-making and improving organisational processes.




4.2.7. Naive Bayes


The Naive Bayes (NB) algorithm is a family of probabilistic ML algorithms based on Bayes’s theorem, with an assumption of independence among predictors [154]. It calculates the probability of belonging to a specific class. The class that obtains the highest probability is considered as the class of those data [116].



The NB algorithm was utilised by [47] to identify factors affecting the academic success of tertiary students, achieving a prediction accuracy of 92.17%. The study highlights NB’s ability to handle large educational datasets and provide valuable insights for decision-making in educational settings. In addition, Ref. [90] employed the NB model to analyse factors influencing college students’ decisions regarding majors and their overall academic performance. The model was used to predict student behaviours, attitudes, and performance, facilitating the implementation of proactive measures to enhance student achievement.



Moreover, Ref. [89] applied the NB algorithm to develop a mechanism assisting teachers in predicting students’ academic performance and implementing corresponding interventions. This approach enabled early warnings and tailored support for students at different levels. NB was also employed by [155] to analyse learning behaviour patterns using EDM, focusing on identifying key factors not directly related to learning behaviours. Their combined algorithm achieved an accuracy of around 90%, helping to interpret students’ learning habits.



In addition, Ref. [156] used NB to predict academic performance and suggest improvements where needed. The NB algorithm proved effective in making successful decisions that enhance student performance. Furthermore, Ref. [157] developed a flexible and generalisable NB model using a large dataset of student responses, incorporating a broader range of attributes, making NB an effective predictor of student performance.



Overall, the NB algorithm is an effective EDM tool, particularly for predicting student performance and identifying influential academic factors. Its probabilistic nature allows for accurate classification, even with independent predictors. Studies consistently demonstrate NB’s ability to process large educational datasets, providing critical insights for decision-making and proactive interventions. Its versatility across various educational applications underscores its value in enhancing student outcomes and improving institutional processes.





4.3. Administrators’ Views on Impact of EDM


Understanding administrators’ perceptions of EDM is crucial for its successful implementation. As key decision-makers, their attitudes toward EDM influence its adoption and effectiveness. Addressing their concerns and insights can lead to more effective integration of data-driven strategies in educational administration.



Educational administration systems should meet users’ needs, and decision-makers must clearly communicate these requirements to developers. For example, one study discusses user satisfaction with ICT systems that utilise EDM technology for daily administrative tasks [2]. It mentions that many ICT systems are in use, yet users are not highly satisfied. The study also highlights factors affecting user satisfaction, such as privacy, security, and usability [2]. Another study finds that schools and administrators need to focus on performance-based accountability policies, supportive relationships among users, and developing a positive attitude towards EDM. Additionally, improving the accessibility of data systems and enhancing teachers’ data and ICT literacy is crucial [158]. Furthermore, the use of EDM applications in educational administration has not received sufficient attention, as highlighted by [98]. Implementing EDM systems in educational organisations’ administrative processes requires effective collaboration across different organisational levels.



Administrative processes at the primary level often receive less attention compared to higher levels, as noted by [70]. For example, resource allocation and availability in primary schools are frequently overlooked, resulting in increased wastage [70]. The integration of EDM applications can help identify gaps in the educational administration process, providing valuable insights to higher-level departments and administrators. A study by [159] explores the adaptation of Saudi Arabian schools to ICT and EDM systems for administrative purposes, highlighting challenges such as limited infrastructure, staff shortages, inadequate IT support, and resistance from principals.



Similarly, Ref. [160] discusses the influence of school principals on their staff’s use of ICT systems in educational administration. Their findings reveal that when principals actively promote and lead the implementation of ICT systems, usage rates increase significantly. Conversely, a lack of leadership from principals hinders the adoption of these technologies.



EDM technologies, in conjunction with ICT systems, were employed by [161] to identify factors influencing educational staff satisfaction during the COVID-19 pandemic. The study found that principals play a crucial role in promoting ICT systems and ensuring proper training for staff in educational organisations. However, Ref. [69] highlights that principals and managers often lack the time to analyse and interpret the large volumes of big data (BD) generated by educational administration systems. As digital systems become more prevalent, the size of data increases, making it difficult for managers to extract valuable insights from BD.



Moreover, educational managers frequently struggle with the complexity and time-consuming nature of managing various educational administration systems. This challenge is further exacerbated by the need to train staff and communicate effectively with higher departments to address issues, as noted by [112]. In addition, bureaucracy in educational organisations is identified as a key factor that hinders the use of EDM technologies. According to [162], bureaucratic processes demotivate managers and impede the digital adoption of ICT systems, largely due to limited communication with upper-level departments.




4.4. Potential EDM Benefits, Drawbacks, and Challenges


4.4.1. Benefits


EDM empowers educational administrators to make data-driven decisions, enhancing the accuracy and efficiency of administrative processes. For instance, insights derived from data can guide resource allocation, inform course offerings, and streamline organisational assignments, ensuring that decisions are grounded in actual needs and trends rather than intuition or guesswork. Recent studies demonstrate how EDM tools support decision-making by offering actionable insights from student data, resulting in more effective institutional management. Moreover, EDM facilitates the sorting, analysis, and utilisation of data generated by educational management systems, such as ICT platforms. It also aids in predicting and improving educational outcomes, as highlighted in studies such as [81].



EDM enables educational administrators to make data-driven decisions, improving the accuracy and efficiency of administrative processes. For example, data-driven insights can inform resource allocation [63], course offerings [55], and organisations assignments [34], ensuring that decisions are based on actual needs and trends rather than intuition or guesswork [86]. Recent studies demonstrate how EDM tools can support decision-making by providing actionable insights derived from student data, leading to more effective institutional management [41,59]. EDM helps educational organisations to sort, learn, improve, and collect information from data generated by educational management systems such as ICT systems [67]. Additionally, EDM aids in predicting the outcomes of educational organisations and improving their overall performance, as discussed in [81].



EDM can identify patterns in student behaviour [106], such as attendance [81], engagement [92], and academic performance [102], which are predictive of student success or failure [78]. By identifying at-risk students early [140], educational institutions can intervene with targeted support, such as tutoring or counselling, to improve retention and graduation rates. By providing insights into trends and potential future developments, EDM supports long-term strategic planning in educational institutions. For example, forecasting enrolment trends or identifying emerging skill demands can help institutions adjust their curriculum and resources to better meet future challenges. A study conducted by [62] discusses how EDM aids in strategic planning by offering predictive insights that inform the direction of educational policies and practices.



The automation of routine administrative tasks, such as scheduling, enrolment management, and faculty workload distribution, can be greatly enhanced by EDM [68]. EDM can also contribute to resource savings by automating routine tasks, such as monitoring attendance. By integrating EDM technologies, administrative departments can redistribute resources more effectively and reduce the risk of staff burnout [68]. EDM tools can streamline operations by analysing historical data to predict future needs, thus improving the overall efficiency of educational organisations [2]. Using EDM helps prevent potential cyber issues such as privacy and security and can identify sections needing more attention like staff training or infrastructure [112]. EDM helps IT departments and decision-makers to know more about educational administration systems and improve the cybersecurity awareness of the workers and the organisations [163]. For example, during the COVID-19 pandemic, almost all educational organisations shifted to remote learning, which put many of them at risk of cybersecurity problems such as data breaches, unskilled usage, and phishing scams. Using EDM technologies helped reduce the risk and impact of these cybersecurity threats [163].



EDM facilitates the creation of personalised learning experiences by analysing individual student data, such as learning styles, performance metrics, and engagement levels [69]. This allows educators to tailor instruction and resources to meet the unique needs of each student, enhancing their learning experience [72]. One study illustrates how personalisation through EDM leads to more engaged and successful students by aligning educational content with individual learning needs [106].




4.4.2. Drawbacks and Challenges


	
Privacy and security concerns: The extensive collection and analysis of student data raise significant privacy and security concerns. Educational organisations must ensure that they comply with data protection regulations to avoid breaches that could harm students, systems, and the organisation’s reputation [67]. Ensuring data privacy while harnessing the power of EDM is a critical and ongoing challenge for educational organisations [112,159].



	
Operational cost: The implementation of EDM systems can be expensive and resource-intensive. Organisations need to invest in new technologies, upgrade their data infrastructure, and provide training for staff, which can be a significant burden, especially for smaller institutions [112]. For example, in rural areas it is hard to have a consistently reliable internet connection, and this impacts the users’ usage of EDM systems for administration tasks, as mentioned in [164].



	
Resistance to change: Introducing EDM tools often requires a cultural shift within the institution. Faculty and staff may resist these changes, particularly if they perceive them as undermining their professional judgment or increasing their workload. Resistance to change is a major barrier to the successful adoption of EDM technologies in educational settings, as discussed in [159].



	
Data quality and integration: One of the key challenges in implementing EDM is ensuring that the data used are accurate, complete, and integrated from various sources within the institution [165]. Inaccurate or incomplete data can lead to faulty analyses and poor decision-making [53]. Data quality issues are a barrier to the effective use of EDM in educational settings [166].



	
Overfitting and model generalisability: ML models including RFs and ANNs are prone to overfitting when applied to highly specific or complex datasets [167]. This occurs when a model becomes too tailored to the training data, resulting in poor performance on unseen or future data. Educational datasets, which often contain noise or outliers, can exacerbate this issue, leading to unreliable predictions. To mitigate this, institutions can employ techniques such as cross-validation and regularisation, though this requires a level of technical expertise that may not always be available in smaller institutions or those with limited resources [168]. Additionally, ensuring that models generalise well to new data is a significant challenge in the real-world deployment of EDM systems, which could impact the reliability of insights drawn from them [169].



	
Bias in data: Historical biases in educational datasets can significantly affect the performance and fairness of predictive models [170]. For example, if a dataset reflects existing socio-economic inequalities or other demographic imbalances, the model’s predictions may perpetuate these disparities, leading to biased decision-making in areas such as admissions or student support. Techniques such as fairness-aware machine learning and bias detection algorithms are being explored to mitigate this issue, though their implementation is still in its infancy in most educational institutions. It is critical that educational organisations actively monitor for biases and develop strategies to minimise their impact on both the model’s outcomes and the students affected [171].



	
Ethical considerations: The use of EDM raises important ethical questions, particularly regarding consent, transparency, and potential biases in data analysis [172]. Educational organisations must carefully consider the ethical implications of using student data to ensure that their practices are fair and just. This emphasises the importance of addressing ethical issues in EDM to avoid potential harm to students [173].



	
Technical expertise: Successfully implementing EDM requires a certain level of technical expertise, which may not be readily available in all educational organisations [164]. Institutions may need to invest in training or hiring specialists to manage and interpret the data effectively. The need for skilled personnel is highlighted by [112], which discusses the challenges of building technical capacity in educational institutions for EDM implementation and how EDM affects the users’ satisfaction regarding ICT systems.



	
Alignment with educational goals: Ensuring that EDM initiatives align with the institution’s broader educational goals and values can be challenging. There is a risk that the focus on data-driven decision-making could direct the institution from other important aspects of education, such as creativity and critical thinking [138].









5. Conclusions


This SoK highlights the transformative impact of EDM on the administrative functions of educational organisations. The findings reveal that EDM plays an essential role in enhancing decision-making, optimising resource allocation, and elevating overall institutional performance. By employing advanced techniques such as clustering, classification, and regression, EDM provides administrators with powerful tools to make data-driven decisions that lead to more effective management practices.



Notably, the DT and RF emerged as particularly effective techniques for predicting student performance and identifying at-risk students. These methods enable timely interventions, improving student retention rates and academic outcomes. The ability of EDM to process and analyse BD of educational data also allows for more strategic resource allocation, ensuring that efforts are focused where they are most needed for maximum impact.



The ANN, despite its potential, has not yet received sufficient attention as an EDM tool in the studies reviewed. While ANNs are known for their ability to model complex patterns and provide deep insights, their application in educational administration remains under-explored. This gap presents an opportunity for future research to investigate the potential of ANNs in enhancing EDM applications, particularly in areas requiring nuanced data analysis.



Moreover, this review highlights how EDM contributes to improved institutional performance by streamlining administrative processes and fostering data-driven policy development. However, the integration of EDM is not without challenges, particularly concerning data privacy and the need for seamless system integration. These issues point to the ongoing need for research and innovation in this area.



In conclusion, this review demonstrates the significant potential of EDM to revolutionise educational administration. By providing detailed insights into the most effective techniques and their practical applications, this study offers valuable guidance for educational leaders and policy-makers aiming to harness the full power of data to enhance organisational efficiency and student success.




6. Future Work and Limitations


The identified applications of EDM can be utilised for further analysis as a foundation for developing a comprehensive EDM framework for administrative tasks. This will encourage educational organisations to hire EDM programmers that will assist them in achieving their objectives and enhancing the efficiency and effectiveness of their administrative processes.



The findings also set the stage for future research aimed at refining EDM methodologies, exploring the underutilised potential of tools like ANN, and addressing implementation challenges, thereby advancing the field of educational management.



However, the presented SoK has several limitations. The applications of EDM have been identified through qualitative content analysis and based on the authors’ interpretations of the findings, which may introduce bias into this review. Furthermore, our review focuses on the use of EDM for administrative tasks within educational organisations rather than instructional or learning-focused applications. Despite these limitations, this review’s findings highlight the main requirements that educational organisations should consider for the successful implementation of EDM programmers.
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Figure 1. EDM relationships between the fields. 
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Figure 2. SoK methodology stages. 
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Figure 3. Distribution of papers included in this SoK based on EDM techniques. 
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Figure 4. Most ML algorithms applied by educational organisations as part of EDM techniques. 
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Table 1. Summary of ML techniques and models that are applied in EDM included in this SoK paper (2011–2024).
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	Year
	Reference
	Techniques
	Models





	2008
	[9]
	Classification
	RF, ANN, NB, KNN, DT



	2011
	[37]
	Classification, regression
	RF, ANN, NB



	2015
	[79]
	Classification
	ANN, NB, DT, SVM



	2016
	[28]
	Classification, regression
	ANN, NB, DT



	2017
	[61]
	Classification
	OneR, DT



	2017
	[62]
	Classification, regression
	DT



	2017
	[31]
	Classification
	DT



	2018
	[42]
	Clustering, classification
	KNN



	2018
	[43]
	Classification, regression
	RF, ANN, NB



	2018
	[115]
	Classification
	NA



	2019
	[78]
	Classification
	GBM



	2020
	[32]
	Classification, regression
	ANN, LR, SVM



	2020
	[59]
	Regression
	ANN



	2020
	[92]
	Classification, clustering
	KNN, SVM



	2021
	[108]
	Regression
	ANN



	2021
	[95]
	Classification, regression
	DT



	2021
	[44]
	Classification
	DT, KNN, NB, LDA, LB



	2021
	[81]
	Classification, regression
	SVM, NB, KNN, DT, RF, ANN



	2021
	[45]
	Classification
	DT, ANN



	2021
	[85]
	Classification, regression
	NB, RF, DT, LR



	2022
	[38]
	Classification, regression
	FLDA, NB, DT, RF, ANN, LR, KNN



	2022
	[36]
	Classification
	SVM, KNN, ANN



	2022
	[39]
	Regression, classification
	LR, DT, DT, ANN, SVM, NB



	2022
	[117]
	Classification
	ANN, SVM, DT



	2022
	[72]
	Regression, classification
	RF, KNN, SVM, LR, LDA, NB, ANN



	2022
	[75]
	Regression
	DT, RF, ANN, SVM



	2022
	[118]
	Clustering
	DT, RF, ANN, SVM



	2022
	[83]
	Classification
	ANN



	2022
	[84]
	Regression
	ANN



	2022
	[46]
	Classification, regression
	SVM, RF, DT



	2022
	[90]
	Classification, regression
	ANN, SVM, NB



	2023
	[40]
	Classification, regression
	SVM, RF, DT, LR, ANNKNN, NB



	2023
	[49]
	Classification, regression
	ANN, SVM, DT, NB, KNN



	2023
	[52]
	Classification, clustering
	DT



	2023
	[34]
	Regression, clustering, classification
	RF, DT, LR, KNN



	2023
	[50]
	Classification, regression
	DT



	2023
	[58]
	Classification
	ANN, SNM, RF, DT



	2023
	[35]
	Classification
	ANN, RF, KNN



	2023
	[91]
	Classification
	ANN, SVM, RF, DT



	2024
	[55]
	Clustering
	k-means



	2024
	[82]
	Classification, regression
	SVM, KNN, SVM, RF, DT, LR, ANN



	2024
	[87]
	Regression
	KNN
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