
Citation: Imran, M.; Qureshi, S.H.;

Qureshi, A.H.; Almusharraf, N.

Classification of English Words into

Grammatical Notations Using Deep

Learning Technique. Information 2024,

15, 801. https://doi.org/10.3390/

info15120801

Academic Editor: Ismailcem

Budak Arpinar

Received: 6 October 2024

Revised: 21 November 2024

Accepted: 4 December 2024

Published: 11 December 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Classification of English Words into Grammatical Notations
Using Deep Learning Technique
Muhammad Imran 1,2,* , Sajjad Hussain Qureshi 3,* , Abrar Hussain Qureshi 4 and Norah Almusharraf 1

1 Education Research Lab, Prince Sultan University, Riyadh 11586, Saudi Arabia; nmusharraf@psu.edu.sa
2 Department of English Language and Literature, Khazar University, Baku AZ1096, Azerbaijan
3 Department of Information Technology, Islamia University, Bahawalpur 06314, Pakistan
4 Department of English, University of Sahiwal, Sahiwal 57040, Pakistan; abrarqureshi@uosahiwal.edu.pk
* Correspondence: mimran@psu.edu.sa (M.I.); sajjads2002@yahoo.com (S.H.Q.)

Abstract: The impact of artificial intelligence (AI) on English language learning has become the center
of attention in the past few decades. This study, with its potential to transform English language
instruction and offer various instructional approaches, provides valuable insights and knowledge. To
fully grasp the potential advantages of AI, more research is needed to improve, validate, and test AI
algorithms and architectures. Grammatical notations provide a word’s information to the readers. If
a word’s images are properly extracted and categorized using a CNN, it can help non-native English
speakers improve their learning habits. The classification of parts of speech into different grammatical
notations is the major problem that non-native English learners face. This situation stresses the need
to develop a computer-based system using a machine learning algorithm to classify words into proper
grammatical notations. A convolutional neural network (CNN) was applied to classify English words
into nine classes: noun, pronoun, adjective, determiner, verb, adverb, preposition, conjunction, and
interjection. A simulation of the selected model was performed in MATLAB. The model achieved
an overall accuracy of 97.22%. The CNN showed 100% accuracy for pronouns, determiners, verbs,
adverbs, and prepositions; 95% for nouns, adjectives, and conjunctions; and 90% for interjections.
The significant results (p < 0.0001) of the chi-square test supported the use of the CNN by non-native
English learners. The proposed approach is an important source of word classification for non-native
English learners by putting the word image into the model. This not only helps beginners in English
learning but also helps in setting standards for evaluating documents.

Keywords: artificial intelligence; grammatical notations; CNN; deep learning

1. Introduction

Computer software provides learners with access to pertinent information quickly.
Learners are motivated to learn more by using machine-based resources that offer diverse
educational materials in a short time frame. Software alters language learning schema by
allowing students to tailor their education to their interests. Additionally, machine-based
models stimulate the learners’ auditory and visual senses. The literature has also described
the role of WhatsApp applications in English conversation magazines to enhance learn-
ers’ vocabulary [1]. Based on these studies’ findings, this application improved learners’
vocabulary and word choice. The use of wiki technology plays a vital role in enhancing
students’ writing abilities [2]. The deployment of technology in the classroom as a teaching
tool enhances the participation of students in class [3]. Technology-based tools enhance
motivation and accessibility. Machine learning algorithms allow students to change their
learning process and obtain a wealth of knowledge that is not available from their lec-
turers [4]. Regardless of the learner’s background, software is also a source to increase
awareness about computer technology, offering equal knowledge and skills. They make
learners more confident, self-reliant, and goal-oriented. Most of this information is com-
municated in English [5]. The use of this information comes under the domain of Natural
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Language Processing (NLP). NLP has profited enormously from the evolution of deep
neural networks (DNNs) because they require less manual feature engineering. Document
classification, text recognition, grammar checking, and parts of speech identification and
classification come under the umbrella of NLP.

In the field of computer vision, digital document analysis is a longstanding activity
that has gained momentum due to the use of digital cameras and cell phones in everyday
life. Text content extraction from scanned or photographed documents is an essential step
in digitization to allow for simple text searches and indexing [6]. Support vector machine
(SVM) classifiers are thought to be among the best methods for classification problems,
but they do not support large datasets [7]. Various deep learning approaches have been
proposed to cover more difficult problems and yield high-quality results on varied tasks [8].
The primary purpose of the first convolutional neural network (CNN) was to categorize
letters and digits [9]. Ref. [10] focused on document image classification without OCR
results. Convolutions in CNNs are thought of as feature extractors. They can be set up to
match particular features, like edges with shapes, or to reassess their internal weights in
successive iterations in light of a particular context.

Neural network models have immense importance in the field of speech identifica-
tion [11]. Neural network models use word vector representation and utilize this technique
for word classification [12]. Efficient and direct models like linear classifiers are regu-
larly utilized as strong baselines for sentence classification issues [13]. Regardless of their
simplicity, they regularly obtain cutting-edge results if proper features are selected. How-
ever, convolutional or recurrent neural networks have achieved immense importance in
NLP [14–16]. Each model has indicated incredible performance, frequently surpassing the
forecast time and slightly enhancing the accuracy. Deep neural networks have two main
types: convolutional neural networks (CNNs) and recurrent neural networks (RNNs) [17].
The current NLP writing performance does not ensure that the intended goals are met. For
instance, RNNs perform well on documented sentiment characterization [18,19], and it
was demonstrated that gated CNNs perform well using long short-term memory (LSTM)
on language processing assignments, even though LSTM has been viewed as more qual-
ified for quite some time. CNNs (convolutional neural networks) have probably been
the most persuasive advancements in PC vision. This system became the priority when
reference [20] won the ImageNet competition by decreasing the number of classification
mistakes from 26 to 15. CNNs take inspiration from the visual cortex. The visual cortex has
little districts of cells that are definite areas of the visual field. This thought was developed
by an interesting trial by Hubel and Wiesel [21]. They indicated that some individual
neuron cells in the cerebrum reacted uniquely when the edges of a specific direction were
seen. For instance, a few neurons terminated when presented with vertical edges, and
some terminated when presented with flat or corner-to-corner edges. They discovered that
these neurons were arranged in columnar structures and could enable visual discernment.
This proposal of particular segments within a framework having explicit functions is one
that machines also use and is the premise behind CNNs [9,22]. Currently, deep learning
developments in text mining usually concentrate on developing increasingly intricate and
sophisticated neural network-based models to manage large text or text image documents.
The role of CNN-based models for sentence categorization has already been reported in
the literature [23]. The researchers used character-level identification to make their model
more efficient [24–26]. However, it requires more layers and the parameters require more
training, resulting in huge computational costs. Considering the potential of CNNs and the
requirement of the project, this study is performed to develop an architecture to classify
English words and images into different parts of speech using a CNN.

2. Materials and Methods

Newspaper texts have extensively been studied in the past research [27–30]. However,
this present research was conducted to develop the architecture of a neural network model
that took images of English words through scanning and would help classify them into
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different parts of speech (Figure 1). Mostly, word-to-vector techniques are utilized to
classify the words. However, we used image-based techniques for the development of the
architecture. The details of the proposed model are as follows.
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2.1. Dataset Preparation

In text image-based recognition research, appropriate datasets are required from
training to testing stages. Therefore, various techniques can be employed to acquire the
images of the text. The current study collected word images by scanning data relating to
different parts of speech from different sources and labeled them with proper grammatical
notation. Images had different resolutions and sizes. Their dimensions were properly
adjusted by cropping the images and resizing them. Several sized photos in the dataset
resulted from the fusion of the assembled dataset from various pre-existing photos. All
images are reduced to a dimensional size of 224 × 224, as CNNs normally require input
photos of the same size for accurate processing. The normalization process was applied to
all scanned images. It guarantees that the features have a standard size and are centered.
The training and testing datasets are maintained using the same mean and standard
deviation values. Data augmentation was executed to produce more training data from
different angles from the already existing datasets. Every input image can be moved
randomly, rotated, zoomed in or out, flipped vertically or horizontally, and so on.

The CNN will gain knowledge from various training instances in this way. It will
also help to overcome the overfitting problem of the model. Moreover, adding a dropout
layer will play a vital role in regularization, which in turn is a solution to the model
overfitting problem. A non-participatory approach was explored during data collection.
A native English learner categorized the words into different grammatical notations to
label the dataset. More preprocessing was required to ensure that the deep neural network
produced consistent results. Images in the region of interest with the highest resolution are
deemed suitable for inclusion in the dataset. Moreover, image parameters were adjusted to
minimize the model training period.
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2.2. Sample Division

Nine hundred word images (900) were collected. Later, the datasets were divided into
training, validation, and test datasets. Training datasets were used to train the model, while
validation datasets were used to tune hyperparameters. The model’s actual results were
observed through test datasets.

2.3. Convolutional Neural Network

The human brain served as the model for the convolutional neural network (CNN).
Many machine learning features, such as feature maps, subsampling, and shared weights,
are included. These machines have been frequently used in the past for the successful
identification of handwritten materials. However, the introduction of neural networks,
especially CNNs, has also made it possible to identify digits and text within the image.

Typically, a CNN model consists of an input, hidden, and output layer. The proposed
model receives the input image of size 224 × 224 × 3 in the input layer. Hidden layers
perform convolutional operations to minimize the image dimensions and retrieve the most
relevant pattern. Fully connected layers use these patterns to predict the complex classes of
word notations (Figure 2). The input layer acts as a door for the test data to be classified.
The main functions of classification are performed in hidden layers. The model has a
convolutional layer where feature extraction and detection take place. Several feature
maps are produced by convolving the inputs of each convolutional layer with a unique set
of kernels.
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Figure 2. The proposed architecture of the lightweight model.

Activation functions introduce nonlinearity in deep learning models. An activation
function is implemented following each convolutional layer in CNN models. A convolution
layer often follows a pooling layer. This layer is important to identify the area of interest
in the image. It is impossible to correctly identify where each feature is precisely located.
Moreover, it helps to clean irrelevant data from the feature maps. This layer performs
pooling using the mean or max pooling function. Max pooling has emerged as the most
often used pooling function, which includes the maximum value selected from each region
of the featured map (Figure 3). The current model also used the max pooling layer after
each convolutional layer. In CNNs, the last layer comprises fully connected layers. It is
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also considered an output layer. Softmax classifier was used to classify the English words
into different grammatical notations.
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Each unit of this layer is completely connected to the previous layer, like other layers
of CNNs.

The CNN architecture was created using MATLAB to divide the word into nine gram-
matical notations (Table 1). The suggested CNN model has five convolutional and four max
pooling layers. The last layer is a fully connected layer after the last convolutional layer.

Table 1. Summary of the CNN layers.

Layer Size Other Parameters

Input 224 × 224 × 3

Convolution 1 3 × 32 padding = same

Max Pooling 2 stride = 2

Convolution 2 3 × 64 padding = same

Max Pooling 2 stride = 2

Convolution 3 3 × 128 padding = same

Max Pooling 2 stride = 2

Convolution 4 3 × 256 padding = same

Max Pooling 2 stride = 2

Convolution 5 3 × 256 padding = same

Fully Connected + Softmax 9

The input layer received the image of 224 × 224 × 3 size. The ReLU layer was used
as a batch normalization layer between convolutional and nonlinear layers to expedite
neural network training and lessen susceptibility to initialization. The first convolutional
layer contained a kernel size of 3 × 3 with 32 filters. It was followed by a max pooling
layer with a size of 2 × 2. The second convolutional layer contained a kernel size of 3 × 3
with 64 filters. It was followed by a max pooling layer with a size of 2 × 2. The third
convolutional layer contains a kernel size of 3 × 3 with 128 filters. A max pooling layer
with a stride of 2 follows it. The fourth and fifth convolutional layers contained a kernel
size of 3 × 3 with 256 filters. It is followed by a max pooling layer with a size of 2 × 2. After
the last convolutional layer, the OutputSize parameter was set equal to the whole number
of classes in the target data. The output size in this case was 09, which was equivalent
to nine classes. The output of the fully connected layer was normalized by the Softmax
activation function. A stochastic gradient with a learning rate of 0.00001 was used to train
the model. Twelve epochs were selected to adjust the network weight and bias, which
helped to reduce the error between actual and predicted classes.

The function of the proposed classifier is as follows.

1. Input: The input consists of N-word images with K classification labels, which we
refer to as training sets.
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2. Learning: Each precise class membership is described using the training set in this
stage. In essence, this stage is known as learning or training the classifier.

3. Assessment: In this stage, the classifier quality to guess the classification labels of
previously unseen word images. We create a connection between the classifier’s
estimated labels and the actual labels on the word images.

2.4. Training of Model

The model was trained using word images. The model neurons acting on the word
images produced the intended result for the training session. During the training session,
iterations were carried out to minimize the error rate and modify the input weights.

2.5. Validation and Testing of the Model

In order to confirm that the model’s actual outputs match the intended outputs, model
training was continued. A validation process was performed to fine-tune the neuron
weights. The model’s testing was performed to compare model results with actual results.

2.6. Research Quality

In [31], the authors developed statistical measures to judge the accuracy of the model.
These measures were used to assess the prediction of the proposed model. The accuracy of
the model was measured using the following formula:

Accuracy(A) = (Tp + Tn)/(Tp + Tn + Fp + Fn)

3. Results

The conventional method of learning grammatical notation of English for non-native
English learners is the use of manual dictionaries. This study’s objective was to facilitate
learners by using the image of the English words as a source for the model to describe it in
its proper notation. A total of hundred (100) images of each grammatical notation were
taken. A total of 80% of the images were used to train the model, while 20% were used
to test the model’s accuracy. Figure 4a,b provide a graphical depiction of the relationship
between training and validation parameters on word images. Figure 4a,b display the
accuracy and loss measurements during the training and validation of the suggested model,
respectively. The twelve (12) epochs were set to check the training and validation accuracy
of the model. At the start, it was observed that the model training accuracy increased
gradually with an increase in its validation. The training accuracy was 93%, while its
validation accuracy was 90% at epoch 2. The training accuracy and validation accuracy
was 95% at epoch 4. The model continuously increased its learning. Its training accuracy
was 98% at epoch 6, with a validation accuracy of 96%. At epochs 8 to 12, the training and
validation accuracy remained the same (98%) (Figure 4a).

The CNN architecture elaborated in this paper provides more reliable feedback to the
learners in a short time frame. The model’s authenticity was checked through its accuracy.
It was observed that the model showed 95% accuracy for nouns, 100% for pronouns, 95% for
adjectives, 100% for determiners, 100% for verbs, 100% for adverbs, 100% for prepositions,
95% for conjunctions, and 90% for interjection (Table 2). The overall accuracy of the model
was 97.22%. It was further observed that 5% of the nouns were incorrectly judged as verbs,
5% of adjectives were incorrectly judged as verbs, 5% of conjunctions were incorrectly
judged as interjections, and 10% of interjections were incorrectly judged as conjunctions
(Figure 5). Later on, the model was checked using test data. It was observed that the model
correctly identified adjectives, adverbs, nouns, and verbs (Figure 6).
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Table 2. Accuracy of parts of speech into nine classes.

Parts of Speech Total Classification Accuracy (%)

Correctly Incorrectly

Noun 20 19 1 95

Pronoun 20 20 0 100

Adjective 20 19 1 95

Determiner 20 20 0 100

Verb 20 20 0 100

Adverb 20 20 0 100

Preposition 20 20 0 100

Conjunction 20 19 1 95

Interjection 20 18 2 90

Average 97.22

A comparison of the identification of grammatical notations between native English
learners (standard), non-native English learners, and the CNN was performed (Figure 7).
Twenty words of each notation were fed to each category. Native English learners’ answers
are used as a check for all classes of grammatical notations. In the case of nouns, non-native
English learners correctly recognized fifteen (15) words, while the CNN identified nineteen
(19) words. In the case of pronouns, non-native English learners correctly recognized
twelve (12) words, while the CNN identified twenty (20) words. In the case of adjectives,
non-native English learners correctly recognized ten (10) words, while the CNN identified
nineteen (19) words. In the case of determiner, non-native English learners correctly
recognized eight (08) words, while the CNN identified twenty (20) words. Regarding
verbs, non-native English learners correctly recognized sixteen (16) words, while the
CNN identified twenty (20). In the case of adverbs, non-native English learners correctly
recognized twelve (12) words, while the CNN identified twenty (20) words. In the case of
prepositions, non-native English learners correctly recognized eighteen (18) words, while
the CNN identified twenty (20) words. In the case of conjunction, non-native English
learners correctly recognized twelve (12) words, while the CNN identified nineteen (19)
words. Similarly, non-native English learners correctly recognized eleven (11) words, while
the CNN correctly identified eighteen (18) words.
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A chi-square test was also performed to check the significance of differences among the
studied classes (Table 3). A significant difference was exhibited among the classes at p < 0.05.
The test showed 127.59 and 0.0001 for the chi-square test and the p value, respectively.

Table 3. Comparison of native and non-native English learners with CNN.

Class
Words Classification

Chi-Square Value p Value
Correct Incorrect

Native English Learner (check) 180 0

127.59 0.0001 *Non-Native English Learner 114 66

CNN 175 05
CNN = convolutional neural network, * significant at p < 0.05.

4. Discussions

Non-English natives use different AI technologies, like ChatGPT, Perplexity, and
OpenAI, to learn English vocabulary. ChatGPT is a recent innovation that is described
as a massive auto-completion engine. ChatGPT has spurred fresh research on the use of
technology in learning and writing about different aspects of human needs. AI is able
to respond to each learner’s learning style, learning limitations, and strengths through
sophisticated data filtering [32]. Using this information, artificial intelligence can modify
the pace, challenge, and learning materials to meet the needs of each learner better and
increase learning effectiveness. Through this, it will be possible to lessen the possible
detrimental effects of AI on motivation while boosting its beneficial effects. AI-based tools
for language learning offer English language learners individualized feedback, prompt
responses, and detailed interaction [33]. AI is incorporated more deeply into learning
platforms, and there are concerns over how it may affect conventional teaching strategies,
student autonomy, and the validity of learning. The more robust, accurate, and validated
architecture can answer it best. Furthermore, based on the procedure and methodology, the
learners for this investigation were classified as beginners based on their self-reported lack
of prior exposure to formal English education and the absence of standardized proficiency
assessments. While this classification provides a general context, the lack of standardized
measures is acknowledged as a limitation in this comparison.
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The CNN worked well with large datasets, extracted desirable features automatically,
and marked quick predictions. It excelled at identifying basic textual patterns. The mini-
mum numbers of layers were utilized to minimize the computational cost. In the case of
the recurrent neural network (RNN), the process of training a model is challenging and
time-consuming. It frequently takes a long time to find nonlinearities in the data and is
vulnerable to the vanishing gradient issue [34]. Similarly, the long short-term memory
(LSTM) model increases the problem’s dimensionality and complicates the search for the
best solution by employing backpropagation, which adds cost and complexity [35–37].

This study obtained ideas from the works concerning the use of CNNs for document
classification [38,39]. The authors in [40] primarily used CNNs for text classification. They
elaborated that CNN layers have the capability to retain the hierarchical record to obtain
information about undocumented text. This methodology figured out the similarities
among the documents. The authors in [41] described the importance of linear models in
word representation learning. Refs. [42,43] elaborated that these models could be trained
on large datasets in a short time. Their performance is the same as the conventional
method, but the training time is much lower as compared to the state-of-the-art models [38].
The presented RVL-CDIP dataset gives an enormous dataset to record classification and
permits the training of DNN from scratch, providing considerable results over hand-
created options. This study further elaborated that the availability of a sufficient amount of
data and region-specific learning is not necessary. CNN models have consequently been
demonstrated to be successful in natural language processing (NLP) and have accomplished
amazing outcomes in semantic parsing [44] and sentence displaying [45]. The current study
achieved 97.22% accuracy compared to 91.13% achieved by [39]. Our work is insightful,
like [46], who demonstrated that pre-trained neural networks performed more accurately
in image classification than the other models. Picture descriptor algorithms demonstrate
more accurate results, showing more credible outcomes. The difficulties are faced when
there are low inter-class and high intra-class variations [47,48]. Ref. [39] demonstrated
an extraordinary improvement in precision by applying deep models and transferring
learning from the domain of real-world pictures to the domain of documented pictures.
This makes it possible to use DNN architecture with limited numbers of training data. In
short, the CNN produces profoundly effective compact descriptions in the classification
of documents to a great extent, outperforming prior SIFT-based encoding plans [49]. The
significant results from the chi-square test favor using CNNs to improve the knowledge of
non-native learners through machine learning algorithms.

MobileNet engineering [50] is an efficient model improved for versatile and implanted
vision applications. MobileNets are a reaction to the pattern that, as of late, made neural
networks consistently more profound and more muddled to accomplish higher precision.
Ref. [51] explored CNNs and fundamental RNNs to describe their classification pattern.
They reported that CNNs provided more reliable information than RNNs. The RNN pro-
cessed a weighted blend of all words in the sentence while the CNN separated the most
enlightening ngrams for the relation and only considered their subsequent activation [44].
Moreover, Ref. [52] described the importance of CNNs over GRU/LSTM for the classifi-
cation of long sentences. Moreover, Ref. [53] accomplished a better execution of the CNN
than LSTM for answer determination. The authors in [19] further contended that CNNs
could show long-term reliance and achieve new standards for language modeling.

5. Conclusions

The findings of this study help non-native English learners identify the issues they
were facing in classifying English words into grammatical notations. They further elabo-
rated on the difficulty of separating words into their grammatical notations. These problems
increased their learning time due to the need to manually search for the words in a dictio-
nary. This study used the power of a computer to execute a machine-learning algorithm.
It is a tool that learners can utilize because it assists them in resolving their educational
issues and figuring out how to apply what they have learned in practical and significant
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ways. This research also revealed that the use of technology contributes significantly to
language learning at the student’s own pace, aids in self-understanding, does not need
any coaching, and greatly increases motivation for language learning. Future research will
involve more rigorous linguistic proficiency assessments to provide a detailed basis for
comparison and further validate the model’s application across different learner profiles.
Additionally, this study recommends that learners use the power of deep learning to im-
prove their language proficiency since it fosters creativity and offers engaging, enjoyable,
and innovative language learning opportunities. This study not only provides the solution
to the problems of non-native English learners but also provides a direction for deploying
the CNN architecture on mobile phones to achieve more fruitful results.

6. Limitations of This Study

This study has certain limitations that warrant consideration. First, the non-native
English learners involved were classified as beginners based on general observations of
their educational background and rural upbringing without formal proficiency assess-
ments. This lack of standardized linguistic proficiency metrics limits the precision of the
comparison between human learners and the CNN model. Additionally, this study focuses
on a specific context with limited generalizability to more diverse learner profiles or ad-
vanced proficiency levels. Future research should incorporate standardized tests to assess
linguistic proficiency and explore the model’s applicability across varied educational and
cultural settings.
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