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Abstract: Personality represents enduring patterns, providing insights into an individual’s aptitude
and behavior. Integrating these insights with learning tendencies shows promise in enhancing learn-
ing outcomes, optimizing returns on investment, and reducing dropout rates. This interdisciplinary
study integrates techniques in advanced artificial intelligence (AI) with human psychology by ana-
lyzing data from the trades of Technical and Vocational Education and Training (TVET) education, by
combining them with individual personality traits. This research aims to address dropout rates by
providing personalized trade recommendations for TVET, with the goal of optimizing outcome-based
personalized learning. The study leverages advanced AI techniques and data from a nationwide
TVET program, including information on trades, trainees’ records, and the Big Five personality traits,
to develop a Personality-Aware TVET Course Recommendation System (TVET-CRS). The proposed
framework demonstrates an accuracy rate of 91%, and a Cohen’s Kappa score of 0.84, with an NMAE
at 0.04 and an NDCG at 0.96. TVET-CRS can be effectively integrated into various aspects of the
TVET cycle, including dropout prediction, career guidance, on-the-job training assessments, exam
evaluations, and personalized course recommendations.

Keywords: deep learning; personality-aware recommender system; big five-personality model;
TVET systems

1. Introduction

Recommender systems, sophisticated algorithms meticulously crafted to propose
items to users, operate on the bedrock of user preferences, behaviors, or shared character-
istics with other users. Their pivotal role spans diverse domains, underpinned by their
remarkable capacity to individualize experiences, amplify user involvement, and catalyze
commercial success. Personality-aware recommendation systems have garnered mounting
attention among researchers, owing to their heightened precision and their promise to
tackle longstanding issues in recommendation systems, such as data sparsity and cold
start [1]. The amalgamation of individual user personality traits into computing frame-
works has not only opened up novel avenues of inquiry, notably in automatic personality
recognition, but has also accelerated ongoing research trajectories, including recommen-
dation systems [2–4] and investigations into human–robot interaction. Deep learning
techniques have become pivotal in advancing recommender systems, fundamentally re-
shaping the landscape of personalized recommendations [5]. By harnessing sophisticated
neural network architectures, deep learning empowers recommender systems to glean
intricate patterns and representations from vast datasets, facilitating more nuanced and
accurate predictions [6]. The integration of deep learning with recommender systems has
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ushered in unprecedented levels of performance, effectively mitigating challenges, such as
cold starts, sparsity, non-linear interactions, scalability, and the integration of contextual
and multimodal data for improved personalization and recommendation quality [7]. Un-
derstanding human personality enables us to establish correlations between personality
traits, learning objectives, skills, and career paths [8]. Incorporating personality traits into
deep learning recommender systems represents a compelling avenue [9] for augmenting
the personalization and efficacy of recommendations.

TVET encompasses technical skills training programs designed to prepare individuals
with practical skills, knowledge, and competencies tailored to specific occupations or in-
dustries. Recognized by various names globally, such as Vocational Education and Training
(VET), Career and Technical Education (CTE), apprenticeship programs, and polytechnic
education, TVET programs primarily aim to prepare individuals for careers across diverse
technical, vocational, and skilled trades sectors. These sectors span disciplines such as
engineering, information technology, healthcare, construction, hospitality, and agriculture.
Undoubtedly, TVET assumes a critical role in bridging skills gaps, catalyzing economic
development, and enhancing workforce productivity across numerous nations. In the
context of Industry 5.0, which emphasizes the integration of human-centric approaches
with advanced technologies to promote smart and sustainable industrial systems, the
importance of TVET is further highlighted. This industrial paradigm [10] seamlessly in-
tegrates human prejudice and acumen with the efficiency, artificial intelligence (AI), and
precision of machines in manufacturing environments. Consequently, the demand for
human–computer interaction (HCI) within industrial products and services has surged,
driven by the rapid technological advancements characterizing Industry 5.0. As industries
increasingly rely on technologies, such as artificial intelligence (AI), robotics, and the In-
ternet of Things (IoT), the need for skilled professionals who can effectively interact with
these innovations has never been more urgent. Research [11] underscores the critical role of
TVET institutions in bridging the skills gap by equipping learners with the competencies
required to leverage these transformative technologies. This aligns directly with several of
the UNESCO Sustainable Development Goals (SDGs), namely, No. 4 (Quality Education),
No. 5 (Gender Equality), No. 8 (Decent Work and Economic Growth), and No. 17 (Part-
nerships for the Goals) [12] all of which highlight TVET’s central role in fostering global
development and sustainable growth by 2030. However, despite its pivotal role, the TVET
sector in Pakistan is facing significant digital infrastructure challenges [13]. As global
trends accelerate the shift toward digital and tech-driven economies, Pakistan’s TVET
educational framework lags in adopting the tools necessary to meet these demands. The
adoption of digital methodologies, such as recommender systems, becomes not only a
solution but also an imperative for enhancing the accessibility, relevance, and quality of
TVET education in Pakistan. With the rapid pace of technological change, failing to address
these infrastructure gaps could leave Pakistan at a disadvantage in preparing its workforce
for the challenges and opportunities of Industry 5.0, underscoring the immediate need for
strategic investment in digital education platforms [14].

The motivation behind this research stems from the persistent challenge faced by
Pakistan despite substantial investments and the provision of free technical and voca-
tional education for its youth. Despite these initiatives, Pakistan continues to grapple
with low employability rates among graduates of TVET programs, leading to delays in
critical infrastructure projects due to a dearth of skilled labor. Notably, Pakistan boasts a
youthful population, with approximately 63% comprising individuals aged between 15 and
30 years [15]. Over the past five years, the Government of Pakistan, alongside provincial
governments and international funding agencies, such as USAID, DFID, JICA, the British
Council, and the World Bank, has implemented numerous skills development programs
aimed at enhancing the TVET sector. However, despite these concerted efforts, the em-
ployability rate within Pakistan’s TVET sector remains at a mere 38% [16], exacerbating
the nation’s ongoing skill shortage predicament. This scarcity of skilled labor is a signifi-
cant contributor to the delayed implementation of infrastructural projects, including those
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under the China-Pakistan Economic Corridor (CPEC) [17]. To ascertain the underlying
causes of this issue, a survey [18] was conducted to investigate the mechanisms through
which trainees gain admission to TVET courses. The findings of this survey reveal a con-
cerning trend, with 49% of trainees gaining admission without any prior knowledge, 25%
based on perceived relevance, and 10% through informal channels such as word of mouth.
Notably, no provision for personality tests, academic assessments, career counseling, or
guidance exists before admission, underscoring the need for a comprehensive examination
of the admission processes within the TVET sector. This research endeavors to uncover
the systemic deficiencies in the current admission procedures of TVET courses, aiming to
propose evidence-based strategies for enhancing the alignment between training programs
and industry demands. By elucidating the root causes of the employability crisis in the
TVET sector, this study seeks to catalyze transformative reforms that will not only bolster
workforce readiness but also accelerate socio-economic development initiatives nationwide.

This study proposes a TVET Course Recommender System (TVET-CRS) using
personality-aware traits as an additional input to a deep learning algorithm. Prior to
proposing TVET-CRS, we analyzed the correlation and predictive accuracy between BFI
personality traits and TVET trades. Utilizing an ensemble approach that incorporated
BFI personality traits, age, and gender, we achieved a prediction accuracy of 83.95% for
TVET trades [9]. Additionally, our Chi-Square (χ2) analysis revealed a positive correlation
between the BFI personality traits of Openness and Extraversion and TVET trades [19].
Subsequently, we developed a deep learning-based, personality-aware recommender sys-
tem model for TVET trade predictions based on BFI personality traits, age, and gender.
This sequential model featured multiple hidden layers with a high number of neurons,
embeddings for categorical variables to enhance the understanding of relationships, and
dropout layers to prevent overfitting. This model achieved an accuracy of 58%. To further
enhance the accuracy of the recommender system model, we customized the deep learning-
based recommender system using a hyperparameter tuner with Bayesian optimization,
along with batch normalization, early stopping, learning rate reduction, L2 regulariza-
tion, callback functions, and an attention mechanism. Hyperparameter tuning is essential
for optimizing the performance and generalization of machine learning models [20]. To
stabilize training and prevent overfitting, we employed batch normalization and L2 reg-
ularization. Additionally, we implemented callback functions to halt training when the
validation loss stops improving and learning rate reduction to fine-tune the learning rate
dynamically. These techniques collectively enhance deep learning models by improving
training stability and preventing overfitting [21–23]. We also incorporated early stopping to
monitor validation loss, terminating training when the loss ceases to improve and applying
the attention mechanism to enable the model to focus on the most relevant parts of the
input. Early stopping prevents overfitting by halting training when validation performance
degrades [24], while attention mechanisms enhance model performance by allowing focus
on key input features [25]. These customizations to the TVET recommender system model
not only enhance the accuracy of TVET course predictions to 91% but also introduce a
novel approach to improving the effectiveness of personality mapping with learning skills.

The subsequent sections of this article are structured as follows: Section 2 discusses an
in-depth review of related work. Section 3 details the methodology for data collection and
preprocessing. Section 4 elucidates the experimental setup used to validate the proposed
approach. Section 5 presents the results and subsequent discussion. Section 6 offers a
comprehensive evaluation summary and comparative analysis. Section 7 explores global
applications of TVET-CRS. Finally, Section 8 encapsulates the conclusions and future work
of the study.

2. Related Work

Initially, we examined various aspects of personality theories, assessment tools, mea-
surement techniques, and matching studies pertinent to our research objectives. Then,
we discussed the personality-aware recommender system and the existing personality-
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aware recommender system. We identified and analyzed several relevant case studies
on personality-aware course recommendation systems, which provided valuable insights
into effective methodologies and frameworks. By synthesizing these diverse strands of
literature, we compiled a comprehensive assessment of the current state of knowledge
in this field. In summary, our literature review clarifies the existing research landscape,
identifies gaps in knowledge, and lays the groundwork for advancing personality-aware
recommendation systems within the TVET sector.

Personality computing represents a burgeoning field that amalgamates personality
psychology with computing systems. The surge in its usage across multiple domains can
be attributed to its capacity to address commonly encountered inquiries [26]. Within this
realm, personality computing facilitates the extraction of personality data from diverse
sources, including gaming behaviors, written texts, speech patterns, and smartphone usage
patterns. By harnessing the power of personality computing, recommendation systems can
discern user preferences from novel perspectives [27]. A comprehensive understanding
of personality traits necessitates the utilization of major personality theories to obtain
insights from human behavior and individual differences. These theories include the Big
Five Inventory (BFI), the Myers-Briggs Type Indicator (MBTI), NEO Personality Inventory-
Revised (NEO-PI-R) and HEXACO (honesty-humility (H), emotionality (E), extraversion
(X), agreeableness (A), conscientiousness (C), and openness to experience (O)). Among
these theories, the Big Five model stands out for its holistic approach to personality assess-
ment, delineating traits across five dimensions: openness, conscientiousness, extraversion,
agreeableness, and neuroticism [28–30]. Personality measurement constitutes a crucial
phase in the development of personality-based recommender systems, as misidentification
of user personality can significantly affect predictive accuracy. Generally, two types of
personality measurement methods are distinguished: Automatic Personality Recognition
(APR) and Questionnaire-Based (QB) methods [30]. APR entails the extraction of personal-
ity insights from text-based data such as social media posts, multimedia content like images
and videos, and behavioral cues related to personality traits [31]. Conversely, QB methods
involve the collection of personality data through self-report questionnaires. QB personality
measurement is generally regarded as more popular and accurate [32,33]. Therefore, we
have used the BFI personality trait 50-item questionnaire in this research for the TVET
trainee’s personality assessment.

Personality-aware recommendation systems have demonstrated superiority over tra-
ditional recommender systems, particularly in addressing issues such as cold start and data
sparsity [1]. Through an examination of data amalgamated from various studies [33], it
becomes evident that personality traits wield significant influence over personalized learn-
ing. The efficacy of personality-aware recommender systems extends to aiding engineering
students in career counseling [34], guiding academic choices [35], and offering book recom-
mendations [36]. Similarly, the utilization of personality-aware recommendation systems
leveraging NLP and Twitter (now X) data has been documented [37]. In the hospitality
domain, the development of adaptive recommendation systems in tourism [38] utilizes
deep learning techniques to provide personalized services. By processing vast amounts of
big data, these systems tailor services based on user information and usage patterns. The
proposed system incorporates three layers to categorize and recommend tourism options
based on user personality traits, thereby enhancing efficiency and scalability.

The literature review also examines personality-aware recommender systems within
the context of TVET. In our preliminary study [39], we investigated a matrix-factorization-
based personality-aware recommendation system, which achieved over 80% accuracy
in predicting TVET courses using various classifiers, including Random Forest, Support
Vector Machines (SVM), K-Nearest Neighbors (KNN), and Naïve Bayes. In addition to
our initial findings, we expanded our literature review upon discovering a lack of existing
personality-aware TVET recommender systems. Consequently, we incorporated a broader
range of deep learning-based personality-aware academic course recommender systems in
the literature review. Identifying systems such as Personalized Career-Path Recommender
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System for Engineering Students (PCRS) [34], Improving Socially Aware Recommendation
Accuracy Through Personality (PerSAR) [40], Hybrid Attribute and Personality-based Rec-
ommender System for Book Recommendation (MSV-MSL) [36], Socially-Aware Conference
Participant Recommendation with Personality Traits (SPARP) [41], and Recommender
System Framework for Academic Choices Personality Based Recommendation Engine
(PERFECT) [35]. Upon reviewing the PCRS, PerSAR, MSV-MSL, SPARP, and PERFECT
recommender systems, it is evident that these models have been developed primarily for
applications in school education, higher education, book recommendations, and conference
participant recommendations. These systems utilize not only personality data but also
a combination of other data types, including user profiles, academic features, and social
networking information. The models employ fuzzy logic and hybrid recommendation
techniques. In contrast, TVET differs significantly from traditional school and higher
education. TVET programs typically integrate theoretical instruction with practical curricu-
lum, focusing on skill development tailored to specific roles such as plumbing, mechanics,
dressmaking, machining, electrical work, auto mechanics, and computer operations. Upon
review of PCRS, PerSAR, MSV-MSL, SPARP, and PERFECT recommender systems models
it is found that these models have been built in school education, higher education, book
recommendations, and conference participant recommendations. Along with personal-
ity data, the combination of other data like user profiles, academic features, and social
networking data are used. These models have employed fuzzy logic and hybrid recom-
mendation techniques for recommendation. Comparatively TVET education is different
from school education and higher education. In TVET education, one subject is taught with
a combination of theory and practical curriculum. The main objectives are to provide skills
that are required by a specific role like Plumbing, Mechanic, Dress Making, Machinist, Elec-
trician, Auto Electrician, Motorcycle Mechanic Computer Operator, etc. TVET programs
have distinct challenges such as aligning training with industry needs, addressing diverse
learner backgrounds, and improving engagement and retention. Our research addresses
these specific challenges by leveraging personality traits to enhance the relevance and
effectiveness of recommendations using deep learning.

In conclusion, it is evident from the literature review that existing personality-aware
recommender systems leverage user personality traits across various domains such as
higher education academic choices, career counseling, conference participation recommen-
dations, and social media analysis. Similarly, deep learning-based recommender systems
utilize personality traits for tasks such as personality detection from textual documents,
user-based recommendations in tourism, and personality identification from short videos
and images. The effectiveness, widespread usage, and acceptance of the Big Five person-
ality traits underscore their application in this research. Notably, this study represents
the inaugural endeavor in applying deep learning to personality-aware recommendation
systems within the TVET sector.

3. Materials and Methods
3.1. Data Collection and Preprocessing

Data collection for this research was conducted at a Vocational Training Council
(VTC) [42] which oversees the implementation of more than a hundred vocational courses
across its training institutes across culturally diverse regions. This study encompassed
the collection, annotation, and examination of data spanning more than four years from
eleven Vocational Training Institutes (VTIs), encompassing eighteen distinct trades. Figure 1
presents the TVET Trade Wise number of trainee’s data collection synopsis of dataset “D”,
encapsulating the study’s scope and findings.

A total of 1356 trainee records were collected, of which 1075 TVET trainees were
utilized for the development of the TVET-CRS model, while 281 trainees were used to
evaluate the proof of concept.
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Figure 1. Trade Wise data collection.

The initial data collection included trainee profiles, institute profiles, trade information,
and BFI personality traits. A web-based application was employed for data collection from
participants. This application was developed using VB.NET and hosted on a Windows
Server 2018 cloud-based server, with Microsoft SQL Server 2016 serving as the backend
database. For data analysis, we utilized an Intel® Core i7 processor (HP brand equipment
was sources in Lahore, Pakistan) at 1.8 GHz, 32 GB of RAM, and a 1 TB SSD, operating on
Windows 10. Figure 2 presents data collection VTI’s. In the data preprocessing phase of
the dataset “D”, several key steps were undertaken, including data cleaning, integration,
transformation, and reduction. During the data cleaning process, unclear, ambiguous, and
inconsistent records, as well as those with missing information, were removed. Conse-
quently, out of a total of 1075 records, 111 were discarded to enhance data quality. This
resulted in 964 cleaned entries that were utilized for developing the deep learning-based
personality-aware TVET-CRS model. In the stages of data transformation and reduction,
all personal information of the trainees was anonymized, and a unique profile code was as-
signed to each trainee to ensure the privacy and security of personal data. The transformed
data were then compiled into a Microsoft Excel file for subsequent analysis using Python
3.11.4. We employed Jupyter Notebook 6.5.4 for both data analysis and model development.
Table 1 presents a data dictionary of the final processed dataset, detailing the field names,
value explanations, and comprehensive descriptions corresponding to each field.

Table 1. Preprocess data dictionary.

S # Field Name Value Description

01 Profile Code Numeric Values Trainee unique identification code
02 Trade Trade Name Name of the Trade in which the Trainee is studying
03 Gender Male/Female Gender of the Trainee
04 Age Numeric Value Age of the Trainee
05 Marks Numeric Value Trainees Exam Marks
06 Score_O BFI Openness Trainee BFI personality Openness to Experience Score
07 Score_C BFI Conscientiousness Trainee BFI personality Conscientiousness Score
08 Score_E BFI Extroversion Trainee BFI personality Extroversion Score
09 Score_A BFI Agreeableness Trainee BFI personality Agreeableness Score
10 Score_N BFI Neuroticism Trainee BFI personality Neuroticism Score
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We visualized the BFI OCEAN scores in Figure 3, depicting boxplot results for each
personality dimension among trainees in dataset “D”. Each OCEAN score ranges from
0 to 40. Figure 3 presents the boxplot results for the BFI personality Openness quartile
score, ranging from 23 to 25, with a median of 27.02. The Conscientiousness score ranges
from 28 to 36, with a median of 31.65. Extroversion ranges from 18 to 25, with a median
of 21.47. Similarly, Agreeableness falls between 26 and 33, with a median of 29.53, and
Neuroticism ranges from 13 to 24, with a median of 18.81. Outliers for all BFI dimensions
are also highlighted. Overall, a noticeable disparity exists across all five BFI personality
dimensions in terms of quartile scores (Q1 and Q3), median values, and the range between
minimum and maximum scores. Notably, the majority of trainees score between seven to
eleven on most BFI OCEAN dimensions. This visualization underscores the distribution
and variability of OCEAN personality scores among the trainees in dataset “D”.
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3.2. Model Architecture

Figure 4 illustrates the architecture of the TVET-CRS, which employs advanced neu-
ral networks and incorporates several key techniques: hyperparameter tuning, Bayesian
optimization, L2 regularization, callback features, and an attention mechanism. Hyperpa-
rameter tuning is essential for optimizing model performance and convergence speed [43].
Bayesian optimization provides a more efficient method for identifying optimal hyperpa-
rameters compared to traditional approaches [44]. L2 regularization mitigates overfitting
by penalizing large weights, and promoting generalization [45]. Callback features enhance
training efficiency by enabling adaptive strategies like early stopping [46]. The attention
mechanism improves interpretability and performance by allowing the model to focus
on relevant input data [47]. The model comprises multiple hidden layers with varying
neuron configurations to capture intricate data patterns. The TVET-CRS model initiates
with a function definition, build_model(hp), tailored to construct a neural network using
customizable hyperparameters through the Keras Tuner framework. This function takes
hp as its parameter, encapsulating the hyperparameters for optimization. The model con-
struction begins by specifying input, hidden, and output layers. The input layer serves
as the entry point for raw or preprocessed dataset features, receiving and distributing
initial information to subsequent layers. Hidden layers, positioned between input and
output layers, perform the bulk of computation. The output layer synthesizes processed
representations to generate final predictions.
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Figure 4. TVET-CRS Model.

As shown in Figure 4 of the TVET-CRS architecture, the input layer includes eight
features: ‘ProfileCode’, ‘Gender’, ‘Age’, and psychological trait scores (‘Score_E’, ‘Score_A’,
‘Score_C’, ‘Score_N’, ‘Score_O’). The categorical feature ‘Gender’ undergoes embedding
via Embedding Layers (EL) to enhance the model’s ability to extract meaningful insights.
Subsequently, the embedding layer and seven other feature layers connect to a Connection
Layer (CL). This connection layer is further linked to Fully Connected Layers (FCL) within
hidden input layers. FCL integrates Batch Normalization (BN) and Dropout Layers (DL)
to stabilize training and prevent overfitting. After several iterative adjustments, a final
Fully Connected Layer (FCL) is connected to an Attention Layer (AL). AL incorporates
an attention mechanism, allowing the model to focus on pertinent aspects of the input
data. Finally, AL connects to the output layer, which recommends courses to TVET trainees
based on the model’s predictions. Figure 4 displays the utility of advanced neural network
techniques in enhancing the TVET-CRS model’s predictive capabilities. By integrating
features such as hyperparameter optimization and an attention mechanism, the architecture
not only improves accuracy but also ensures relevance in recommending courses to TVET



Information 2024, 15, 803 9 of 19

trainees. This approach underscores the model’s ability to adapt to diverse datasets and
complex patterns, making it a valuable tool in educational and vocational training settings.

The recommendation process for TVET-CRS model is shown in Figure 5. As shown,
the new trainee will provide his/her demographic information of age and gender and then
go through the BFI personality test. The BFI personality test is a 50-item questionnaire.
After capturing all 50 questions, the BFI OCEAN score will be calculated. Both age and
gender and BFI OCEAN score will be stored in the database with a unique ID. Data are
captured using web-based applications and is also captured through mobile applications.
An interface of mobile applications for reference is shown in Figure 5. These three parame-
ters will be stored in a database and passed on to the TVET-CRS recommendation engine.
Based on matching BFI personality, age, and gender similarities calculations, three TVET
courses will be recommended to the new user.
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Evaluating deep learning models is a critical aspect of building robust and effective
machine learning systems. Deep learning model evaluation entails measuring the perfor-
mance of the trained model on new, unseen data. This process typically includes various
metrics and techniques tailored to the specific task and dataset. We evaluated four dimen-
sions: predictions and accuracy evaluation, error reduction evaluation, inter-rater reliability
evaluation, and ranking evaluation through twelve metrics to thoroughly examine the
accuracy and performance of the TVET-CRS model.

4. Experimental Setup

The experimental workflow of TVET-CRS is shown in Figure 6. Initially, Python
libraries and functions are imported, followed by the removal of the existing Tuner direc-
tory project to facilitate the saving of the new model. Subsequently, the process proceeds
through feature engineering, data transformation, normalization, and data splitting. The
training data are then passed to the TVET-CRS model. Central to this workflow is the func-
tion build_model(hp), crucial for constructing a versatile neural network model optimized
for hyperparameter tuning using Keras Tuner. The function initiates by defining input
layers for various features such as ‘ProfileCode’, ‘Gender’, ‘Age’, and psychological trait
scores (‘Score_E’, ‘Score_A’, ‘Score_C’, ‘Score_N’, ‘Score_O’). Notably, an embedding layer
is specifically applied to the categorical feature ‘Gender’ to extract meaningful insights.
The function consolidates all input layers into a unified tensor for subsequent processing.
The model architecture integrates fully connected layers enhanced with dropout regulariza-
tion and batch normalization to bolster robustness and mitigate overfitting. An attention
mechanism is incorporated using dense layers and softmax activation to dynamically
weigh feature importance across layers. For multi-class classification tasks, the output layer
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employs softmax activation, and the model is compiled using the Adam optimizer and
categorical cross-entropy loss function. This comprehensive setup facilitates efficient hyper-
parameter tuning, ensuring that the model’s adaptability and performance optimization is
tailored to specific dataset characteristics and task requirements.
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Next, Bayesian optimization is employed for hyperparameter tuning. The tuner is
setup using build_model to optimize validation accuracy across 20 trials, each with three ex-
ecutions. Logs and outcomes from each trial are saved in the ‘keras_tuner_dir’ directory
under the project name ‘tvet_course_recommender’. By setting overwrite = True, existing
project records can be updated as needed, ensuring a streamlined optimization process
without redundancies. This structured approach enables methodical exploration and the
enhancement of model performance, utilizing Bayesian optimization to effectively refine
hyperparameters for the TVET course recommender system. Then, the data preparation
step is carried out, which organizes the training and test datasets into dictionaries suit-
able for feeding into the neural network model. In the next step, there is a search for
the best model with 100 epochs, and a 20% validation split is carried out. Additionally,
an EarlyStopping callback is employed to monitor validation loss (monitor = ‘val_loss’),
halting training if no improvement is observed after 10 epochs (patience = 10) and restoring
the best weights (restore_best_weights = True). This systematic approach facilitates the
identification of hyperparameter settings that optimize model performance, enhancing the
neural network’s effectiveness in predicting outcomes for the TVET course recommender
system. This model is then assigned to the variable best_model, enabling further evaluation,
prediction, or deployment in applications requiring optimal performance from the TVET
course recommender system. This step consolidates the iterative tuning process, ensuring
that the final model configuration maximizes predictive accuracy based on the dataset and
evaluation criteria established earlier. The best model is saved as ‘best_model.h5’.

In the next step of loading the best model, the best-saved model is loaded and the
optimizer is recreated with the ‘adam’ optimizer, loss of ’categorical_crossentropy’, and
accuracy metrics. Then, the model is fine-tuned via early stopping and a learning rate
reduction to optimize model training. Utilizing EarlyStopping with a monitoring criterion
of validation loss, patience of 10 epochs, and restore_best_weights = True, ensures training
halts if validation loss does not improve beyond 10 epochs, reverting to the best weights
observed. Meanwhile, learning rate reduction via ReduceLROnPlateau dynamically adjusts
the learning rate if validation loss plateaus, with a reduction factor of 0.2 after 5 epochs
and a minimum learning rate of 0.001. These strategies collectively refine the model’s
performance and generalization capabilities during training. Finally, predictions are made
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on the unseen test data, and the predicted labels are decoded for result interpretation and
evaluation against the actual labels and saved in a Microsoft Excel file.

5. Results and Discussion

The evaluation of TVET-CRS performance is evaluated in different educational con-
texts and underscores their applicability in enhancing predictive accuracy within TVET
programs. The results of TVET-CRS are presented across four dimensions: predictions
and accuracy evaluation, error reduction evaluation, inter-rater reliability evaluation, and
ranking evaluation. The Predictions and Accuracy Evaluation dimension assesses the
model’s predictive capabilities and accuracy using metrics such as Accuracy, F1 Score,
Precision, Recall, Receiver Operating Characteristic Area Under the Curve (ROC AUC),
and Matthews Correlation Coefficient (MCC) [48–50]. Accuracy measures the proportion
of correct predictions among all instances, serving as an indicator of the model’s overall
performance. The F1 Score combines precision and recall into a single metric, offering a
balanced perspective, particularly useful when dealing with imbalanced classes. Precision
focuses on the correctness of positive predictions, while Recall assesses the model’s effec-
tiveness in capturing actual positives. The Receiver Operating Characteristic Area Under
the Curve (ROC AUC) evaluates how well the model can differentiate between classes, with
values ranging from 0 to 1. Finally, the Matthews Correlation Coefficient (MCC) provides a
comprehensive assessment of binary classification quality by factoring in true and false
positives and negatives, delivering a balanced evaluation even when class distributions
are uneven.

TVET-CRS Error Reduction Evaluation measures the model’s ability to reduce pre-
diction errors using metrics including Mean Absolute Error (MAE), Normalized Mean
Absolute Error (NMAE), and Root Mean Squared Error (RMSE) [51–53]. Mean Absolute
Error (MAE) quantifies prediction accuracy by averaging the absolute differences between
predicted and actual values, offering a clear and interpretable measure. Normalized Mean
Absolute Error (NMAE) enhances MAE by scaling it relative to the range or mean of the
actual values, facilitating comparisons across different datasets and scales. Root Mean
Squared Error (RMSE) provides a measure of model performance by taking the square
root of the average of squared differences, which emphasizes larger errors more than
smaller ones, making it particularly sensitive to outliers. Together, these metrics offer a
comprehensive view of prediction accuracy and model performance. TVET-CRS Inter-Rate
Reliability Evaluation gauges the consistency and agreement among different raters using
Cohen’s Kappa coefficient [54,55]. Cohen’s Kappa is a valuable metric in recommender
systems for assessing the agreement between model predictions and user preferences or
expert annotations. It quantifies how closely the recommendations correspond to actual
user ratings while accounting for the likelihood of random agreement, providing a clearer
picture of the model’s effectiveness in reflecting user sentiment.

Finally, the Ranking Evaluation assesses the effectiveness of the model in ranking pre-
dictions using metrics such as Mean Reciprocal Rank (MRR) and Normalized Discounted
Cumulative Gain (NDCG) [56]. Mean Reciprocal Rank (MRR) is a performance metric
for information retrieval systems that calculates the average of the reciprocal ranks of
the first relevant result for a series of queries, highlighting how efficiently users can find
pertinent information. Normalized Discounted Cumulative Gain (NDCG) evaluates the
quality of ranked lists by taking into account both the relevance of items and their positions,
placing greater emphasis on relevant items that appear earlier. Together, these metrics pro-
vide valuable insights into the effectiveness of search and recommendation systems, aiding
in their optimization. By examining TVET-CRS results through these four dimensions and
associated metrics, a comprehensive evaluation of its performance and effectiveness can
be achieved.

Table 2 shows TVET-CRS performance and accuracy results. As demonstrated in
Table 2, the TVET-CRS has achieved an accuracy of 91%. Accuracy, or Classification
Accuracy, serves as a comprehensive measure of the correctness of recommendations. In
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terms of precision performance, TVET-CRS has exhibited an impressive 93% precision
accuracy. Precision, also referred to as positive predictive value, signifies the proportion
of true positive cases identified correctly among the total cases identified. In terms of
ROC-AUC, the TVET-CRS has achieved a remarkable ROC-AUC score of 98%. ROC AUC
serves as a common performance metric used to assess the predictive capability of binary
classification models, quantifying their ability to distinguish between positive and negative
classes across various threshold settings. The F1 Score offers an alternative approach to
evaluating machine learning models, emphasizing their predictive performance across
different classes rather than solely focusing on overall accuracy. This score amalgamates
two contrasting measures—Precision and Recall—to provide a holistic assessment of a
model’s performance. In the case of the F1 Score, the TVET-CRS achieved 90% in the F1
evaluation. A Recall score of 91% was observed for TVET-CRS evaluation. Recall assesses
the frequency with which a machine learning algorithm accurately identifies positive
instances (true positives) among all the genuine positive examples in the dataset. In the
MCC performance metrics of TVET-CRS, a score of 85% was observed. MCC, or Matthews
Correlation Coefficient, is a widely used performance metric for evaluating the quality of
binary classification models, especially in scenarios involving imbalanced datasets. It takes
into consideration true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN) to offer a balanced assessment of classification performance.

Table 2. TVET-CRS performance and accuracy Results.

Evaluation Metrics Result Evaluation Metrics Result

Accuracy 0.91 F1 Score 0.90
Precision 0.93 Recall 0.91

ROC AUC 0.98 MCC 0.85
MAE 0.08 Cohen’s Kappa 0.84
RMSE 0.29 MRR 0.34
NMAE 0.04 NDCG 0.96

A performance evaluation of error reduction metrics, namely MAE, NMAE, and
RMSE, has been conducted for TVET-CRS. Generally, a value closer to zero indicates
higher accuracy of the model. In terms of MAE, TVET-CRS was 0.08. MAE serves as a
metric utilized to gauge the average magnitude of errors between predicted values and
actual values. In the assessment of NMAE, the performance metrics of TVET-CRS was
0.04. NMAE is a variant of MAE that scales the MAE by dividing it by the range of the
target variable, providing a normalized measure of error that facilitates interpretation
and comparison across different datasets. In the evaluation of RMSE metrics for TVET-
CRS, a 0.29 score was achieved. MAE, NMAE, RMSE, and RMSE are crucial metrics in
evaluating the accuracy of predictive models. They provide quantitative measures of
how well a model’s predictions align with actual observations, offering insights into the
model’s performance across different scales and helping to identify areas for improvement
in predictive accuracy and reliability.

The Inter-Rater Reliability metric proves especially valuable in scenarios involving
the assessment of more than two categories and where chance agreement between raters
is a possibility. Cohen’s Kappa, an evaluation metric commonly utilized in the field of
psychology [57], serves to gauge the inter-rater reliability or agreement between two
annotators or raters when categorizing items into multiple predefined categories. Before
delving into Cohen’s Kappa result for TVET-CRS, let us first examine its interpretation [58]
as outlined in Table 3. Cohen’s Kappa values range from 0 to 1, where a value of 0 signifies
no agreement between the two variables, and a value of 1 represents perfect agreement. The
performance of TVET-CRS Cohen’s Kappa was 0.84. Comparing this score with Cohen’s
Kappa interpretation presented in Table 3, it can be inferred that a “Near Perfect Agreement”
exists between the predictions and actual values of TVET trade courses. Furthermore, we
conducted an evaluation involving 281 trainees to test the TVET-CRS model’s predictions
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against the actual trainee enrollment data. The findings revealed that TVET-CRS accurately
predicted enrollment for 84% of the trainees.

Table 3. Cohen’s Kappa interpretation table.

Cohen’s Kappa Interoperation

0 No Agreement
0.10–0.20 Slight Agreement
0.21–0.40 Fair Agreement
0.41–0.60 Moderate Agreement
0.61–0.80 Substantial Agreement
0.81–0.99 Near Perfect Agreement

1 Perfect Agreement

Ranking metrics offer valuable insights into the performance of recommender systems
by assessing their capability to prioritize relevant items higher for users. TVET-CRS
underwent evaluation for MRR and NDCG ranking metrics, with the results presented in
Table 4. Generally, a ranking metric score approaching one signifies perfect effectiveness
in ranking, while a score near zero indicates average effectiveness. MRR measures the
average rank of the first relevant recommendation. In the case of MRR, TVET-CRS achieved
a 0.34 score. Regarding NDCG, the TVET-CRS attained a 0.96 score. In conclusion, the
ranking metrics of TVET-CRS NDCG outperformed MRR metrics.

Table 4. TVET-CRS summary and comparison with the literature.

Evaluation Metrics TVET-CRS Literature Comparison

Accuracy 0.91 0.86 [59], 0.73 [60], 0.75 [61], 0.75 [62]
F1 Score 0.90 0.75 [59], 0.60 [62]
Precision 0.93 0.72 [59], 0.79 [63], 0.84 [64]

Recall 0.91 0.74 [59], 0.76 [63], 0.81 [64]
ROC AUC 0.98 0.96 [65], 0.81 [66]

MCC 0.85 --
Cohen’s Kappa 0.84 0.23 [34]

MAE 0.08 0.95 [41], 0.24 [40], 0.30 [64]
NMAE 0.04 0.24 [41], 0.94 [40]
RMSE 0.29 0.32 [64]
MRR 0.34 2.52 [63]

NDCG 0.96 0.64 [67], 0.82 [64]

6. Evaluation Summary and Comparison with Literature

The comprehensive evaluation of TVET-CRS offers valuable insights into its perfor-
mance across various metrics, illuminating its effectiveness in recommending pertinent
educational pathways to users. These findings highlight TVET-CRS’s proficiency in aiding
users to navigate the intricate landscape of vocational education, directing them towards
personalized and impactful learning experiences through personality-aware recommen-
dations. A summary of TVET-CRS evaluation metrics, along with comparisons with the
existing literature, is presented in Table 4. Some metric comparisons were unable to find
similar literature for comparison; hence, they were left blank. The literature available for
personality-aware recommendation systems was dated between 2016 and 2020, which
is old for a literature comparison for this study. Therefore, we broadened the canvas of
the comparison and selected the Course Recommender System published during the year
2023 until June 2024.

According to Table 4, TVET-CRS demonstrates outstanding accuracy, achieving a
notable score of 0.91, which is 19.78% higher than the maximum observed in other studies.
In terms of other performance metrics, TVET-CRS excels with a 16.67% higher F1 Score com-
pared to the literature. In Precision, TVET-CRS consistently outperforms existing studies
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by margins ranging from 9% to 22%, while in Recall, it achieves superior performance with
improvements ranging from 11% to 18%. Regarding ROC AUC performance, TVET-CRS
shows a slight edge, being 2% higher than the literature study. Notably, there is no available
evaluation for MCC comparison in the literature for Course Recommender Systems. TVET-
CRS also demonstrates substantial Inter-Rater Reliability, measured by Cohen’s Kappa,
achieving a score of 0.84, which is notably higher than the 0.23 observed in comparable
studies an improvement of 72% in performance. Additionally, TVET-CRS exhibits lower
errors in MAE, RMSE, and NMSE compared to similar literature. In NDCG, TVET-CRS
shows superior performance, ranging from 14% to 33% higher than the literature.

TVET-CRS was evaluated alongside similar deep learning-based course recommenda-
tion systems to assess its performance. Following a detailed analysis, three studies with
available datasets on GitHub were selected for comparison. While previous models have
demonstrated commendable accuracies and predictive abilities, our model consistently
exhibits superior outcomes. In a deep learning-based recommender system [66], which
predicts student success from 817 records, the model achieved an AUC score of 81.10%.
When evaluated with the same dataset, TVET-CRS excelled with an impressive AUC of
98.1%, marking a significant 17.33% performance improvement over the baseline model.
Another study focused on Recurrent Neural Network (RNN)-based personalized course
recommendations [62] achieved 75.23% accuracy and a 60.24% F1 score. This model’s
evaluation utilized AUC and F1 Score metrics. Comparatively, TVET-CRS achieved 89%
accuracy and an 87% F1 Score using the same dataset. Overall, TVET-CRS improved accu-
racy by 15.47% and F1 score by 30.76%. Lastly, in the evaluation of the online recommender
system BrightFit [68], which suggests courses based on a user’s job profile and desired
skills, ranking metrics such as NDCG were used. BrightFit achieved an NDCG score of
0.844. Applying TVET-CRS to the same dataset, TVET-CRS achieved an NDCG ranking
score of 0.92, demonstrating an 8.26% improvement over BrightFit.

In conclusion, TVET-CRS demonstrates notable strengths in accuracy and performance
metrics compared to existing studies on Course Recommender Systems (CRS). With an
impressive accuracy score of 0.91, TVET-CRS outperforms comparable studies which range
between 0.73 and 0.86. Moreover, TVET-CRS shows significant advancements in F1 Score,
Precision, and Recall, surpassing literature benchmarks by substantial margins. The ROC
AUC performance indicates a slight advantage over existing studies, and the Inter-Rater
Reliability, measured by Cohen’s Kappa, reveals Near Perfect Agreement, marking a 72%
improvement over comparable studies. Despite higher RMSE and lower MRR scores,
TVET-CRS demonstrates superior performance in MAE. RMSE and NMSE, highlighting
its effectiveness in reducing prediction errors. Additionally, its performance in NDCG
surpasses literature benchmarks by 14% to 33%. Overall, these findings underscore TVET-
CRS as a robust and effective model in the field of TVET Course Recommender Systems,
achieving significant advancements in accuracy, reliability, and error reduction compared
to current literature.

7. Global Application of TVET-CRS

In the future, the adoption of a deep learning personality-aware recommendation
system in TVET skills learning will have several practical implications for various stake-
holders. TVET-CRS can be integrated with platforms for personalization, improved user
experience, and seamless personalized recommendations. This customization can enhance
user satisfaction and retention rates. Developers can enhance platforms with advanced AI
capabilities, content creators can produce more relevant and effective learning materials,
marketers can optimize outreach strategies, and end-users can enjoy a more personalized
and effective learning journey. This integration not only improves educational outcomes
but also boosts user satisfaction and engagement across the board. This study can assist
content creators in targeted content creation; with insights from personality-aware recom-
mendations, creators can tailor content to specific learning styles and preferences, thereby
increasing content relevance and engagement. The study can further explore how users
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interact with content and provide guidance for creators in refining their materials. This
feedback loop ensures continuous improvement in content quality and effectiveness. Hu-
man resource departments can leverage personality data to segment their resources more
accurately. This targeted approach can optimize the continuous growth of resources. Most
importantly, it can enhance the learning experience, as learners benefit from personalized
recommendations that match their learning styles and preferences, thereby improving
their overall learning experience by providing more relevant and engaging content. In
summary, stakeholders in TVET skills learning stand to gain significantly from the im-
plementation of a deep learning personality-aware recommendation system. While the
TVET-CRS model is rooted in psychological traits, trainee demographics, and examination
performance, applying the same data across different regions enhances its generality and
global adaptability.

The TVET-CRS system, originally developed using data from institutes in Pakistan,
offers significant potential for global expansion. By adapting the system to different cultural,
educational, and economic contexts, its effectiveness can be greatly enhanced worldwide.
Culturally, TVET-CRS can be customized to align with regional norms, skill demands,
language preferences, and career pathways. Collaborating with local TVET institutions
will ensure that recommendations are tailored to the specific needs of each workforce.
Additionally, the system can be aligned with local industries by emphasizing skills needed
in emerging sectors like technology, healthcare, and renewable energy, while continuously
updating course content based on evolving labor market trends. Multi-language support is
essential for broad accessibility, particularly in non-English-speaking regions, and online
platforms will help ensure global reach. To address diverse educational infrastructures, the
system must be scalable and flexible, offering offline functionality in areas with limited
digital resources and seamless integration with existing Learning Management Systems
(LMS) in more advanced settings. The long-term advantages of deploying TVET-CRS
internationally include improved global employability by equipping learners with the
skills most in demand by employers, thereby bridging the gap between education and
the job market. By tailoring vocational training programs to the specific needs of various
industries, TVET-CRS can help cultivate a skilled, adaptable workforce, enhancing learners’
prospects for securing relevant employment both locally and internationally.

The long-term implementation of TVET-CRS across diverse settings offers significant
benefits for global employability, career advancement, and economic development. By
tailoring vocational training to meet the specific needs of various industries, TVET-CRS
effectively bridges the gap between education and the job market, fostering a skilled and
adaptable workforce essential for navigating the demands of the rapidly evolving global
economy. Through personalized recommendations, the system guides learners in select-
ing courses aligned with career aspirations and industry requirements, enhancing their
prospects for relevant employment both locally and internationally. Additionally, TVET-
CRS supports continuous professional development by offering pathways for advanced
training and upskilling, ensuring workers remain competitive in response to changing
industry demands. The system also addresses critical skill shortages by aligning training
with the evolving needs of global industries, contributing to sustainable economic growth.
Furthermore, TVET-CRS promotes social mobility and inclusivity by providing marginal-
ized groups, such as women and economically disadvantaged individuals, with tailored
learning opportunities that improve employability and support poverty alleviation. From
an economic standpoint, the system offers a strong return on investment for governments
and educational institutions by cultivating a qualified workforce that meets market de-
mands, while employers benefit from access to skilled labor that drives productivity and
innovation. Finally, the global expansion of TVET-CRS fosters international collaboration,
facilitating the exchange of best practices, curriculum standards, and technological advance-
ments, thus enhancing the quality and accessibility of vocational education worldwide and
contributing to the development of a dynamic, skilled global workforce.
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8. Conclusions and Future Work

Personality-aware deep learning recommender systems effectively address traditional
challenges in recommender systems, including cold starts, data sparsity, non-linear interac-
tions, and scalability, while also enhancing personalized recommendation quality through
the integration of personality traits. By establishing a clear correlation between personality
traits, learning objectives, and career paths, these systems significantly improve the effec-
tiveness of TVET programs. Furthermore, personalized TVET course recommendations
can boost the employability of graduates, alleviate the skills shortage, and optimize returns
on investment. This study proposes a deep learning-based recommendation system that
recommends courses for personalized technical and vocational training programs. The
personality data integrated with other historical preferences and performance records data
improves the efficacy of the recommender system in TVET. The proposed recommender
system TVET-CRS based on deep learning achieves a notable 91% accuracy, surpassing
benchmarks established in existing literature, giving a Cohen’s Kappa score of 0.84, indi-
cating substantial agreement between predicted and actual trades. Its lowest error rate of
NMAE is 0.04, and the highest ranking of NDCG is 0.96. This personalized approach boosts
engagement while accelerating the comprehension and retention of essential technical skills.
Through adaptive learning pathways and real-time feedback, deep learning algorithms
adjust recommendations based on performance, ensuring content is both relevant and
tailored to learners’ cognitive strengths and weaknesses.

This research and its findings are based on data collected from young boys and girls
attending vocational training institutes in Punjab, Pakistan. Although the TVET-CRS model
is grounded in psychological traits, trainee demographics, and examination performance,
incorporating the same data from any region makes the model both generic and adaptable
globally. Incorporating additional factors, such as cultural implications, social norms,
values, educational systems, access to technology, economic conditions, and institutional
infrastructure across countries, could further enhance its effectiveness. We emphasize the
need for further research in diverse settings to validate, refine, and adapt the approach for
broader applications across various cultural and socio-economic contexts. Additionally,
integrating dynamic factors, such as real-time learner data and environmental changes,
could help personalize and optimize recommendations, improving the system’s overall
effectiveness. Future research should focus on monitoring the real-world outcomes of the
system, particularly its impact on learners’ career progression and employability. This
would provide a more comprehensive evaluation of the model’s effectiveness, offering
valuable insights into its practical applicability and long-term benefits for trainees in
diverse contexts.

Finally, this study harnesses data-driven insights, and empowers various stakeholders,
including TVET providers, policymakers, trainees, funding agencies, government authori-
ties, and international employers, enabling them to make informed decisions. Beyond mere
improvements in dropout rates, internal assessments, and course success, the findings have
the potential to enhance employability and human resource development.
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