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Abstract: This paper proposes using a web crawler to organize website content as a dialogue tree
in some domains. We build an intelligent customer service agent based on this dialogue tree for
general usage. The encoder‑decoder architecture Seq2Seq is used to understand natural language
and then modified as a bi‑directional LSTM to increase the accuracy of the polysemy cases. The
attention mechanism is added in the decoder to improve the problem of accuracy decreasing as
the sentence grows in length. We conducted four experiments. The first is an ablation experiment
demonstrating that the Seq2Seq + Bi‑directional LSTM + Attention mechanism is superior to LSTM,
Seq2Seq, Seq2Seq + Attentionmechanism in natural language processing. Using an open‑source Chi‑
nese corpus for testing, the accuracy was 82.1%, 63.4%, 69.2%, and 76.1%, respectively. The second
experiment uses knowledge of the target domain to ask questions. Five thousand data from Taiwan
Water Supply Companywere used as the target training data, and a thousand questions that differed
from the training data but related to water were used for testing. The accuracy of RasaNLU and this
study were 86.4% and 87.1%, respectively. The third experiment uses knowledge from non‑target
domains to ask questions and compares answers from RasaNLU with the proposed neural network
model. Five thousand questions were extracted as the training data, including chat databases from
eight public sources such as Weibo, Tieba, Douban, and other well‑known social networking sites in
mainland China and PTT in Taiwan. Then, 1000 questions from the same corpus that differed from
the training data for testing were extracted. The accuracy of this study was 83.2%, which is far better
than RasaNLU. It is confirmed that the proposed model is more accurate in the general field. The
last experiment compares this study with voice assistants like Xiao Ai, Google Assistant, Siri, and
Samsung Bixby. Although this study cannot answer vague questions accurately, it is more accurate
in the trained application fields.

Keywords: natural language processing; intelligent customer service agent; website crawler; deep
learning; LSTM; Seq2Seq

1. Introduction
In our daily life, many questions always need to be answered. At this time, we usually

ask others for advice, look up books, or search for answers on the Internet. In the 21st cen‑
tury, looking for answers online has become the most common way. With the changes of
the times, in addition to basic food, clothing, housing, and transportation, human beings
have become increasingly diverse and complex in medical care, entertainment, finance,
and logistics. The resulting problems have also gradually increased. Traditional human
customer service is slow or unable to answer these questions accurately. They are progres‑
sively unable to keep upwith the fast pace of modern life regarding their responses’ speed,
quality, or professionalism. Coupled with the continuous improvement of computer hard‑
ware technology, artificial intelligence, which was initially impossible to achieve, began to
flourish. Hence the emergence of intelligent customer service agents.
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Intelligent customer service agent is a question‑answering system based on much
knowledge. Currently, most provide services in the target knowledge domain, using tech‑
nologies such as natural language understanding (NLU), big data (Big Data), and knowl‑
edge management. And because the system is built on servers, it’s not like people need
breaks or shifts. It can provide 24‑h professional answers and services.

At the end of the last century, many scholars have already been researching intelligent
customer service development. In 1950, Turing [1] proposed the famous Turing test [2]
in his paper “Computing Machinery and Intelligence” as in Figure 1. This standard is
the ultimate goal of every natural language research. In 1966, Weizenbaum [3] published
the world’s first chatbot, ELIZA, to imitate a psychologist’s interaction with a patient. Al‑
though it only used simple keyword matching and replying to rules, the bot still exceeded
the development team’s expectations. In 1988, the University of California, Berkeley, de‑
veloped “UC” to help users learn to use the UNIX system. An intelligent customer service
agent can now analyze the input language, understand the user’s intention, and select
the appropriate dialogue content to answer the user. In 1995, Wallace [4] developed the
ALICE system, and the AIML language was released along with ALICE. With the high
development of AI technology, intelligent customer service has flourished in recent years.
Companies such as Google, Amazon, andMicrosoft have successively invested in research
in this field.
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In addition to the rapid technological advancement, commercial demands have sig‑
nificantly increased the demand for intelligent customer service. With the development of
the Internet, the way people communicate constantly evolves from traditional phone calls
and faxes to e‑mail, 3/4/5G communication, and current communication software such as
Line and Skype. People’s communication patterns are getting faster and faster. Therefore,
traditional customer service has gradually failed to keep upwith the times and has become
a service that needs to be transformed.

Twomain problems need to be solved while developing intelligent customer services.
One is the enormous internet resources and almost all products or services have multiple
websites. However, current usage of these websites mostly requires users to browse and
click on their own. Therefore, when the content and structure of the website are slightly
larger, users often need to spend a lot of time to find the answer. The other is to create a gen‑
eral natural language processing agent. Most current intelligent customer service agents
are developed for general usage rather than specific fields. However, different fields may
require corresponding training on brilliant customer service before being used. For exam‑
ple, the intelligent customer service agent of a bank needs to be trained using financial‑
related data, and the intelligent customer service agent of the Center for Disease Control
and Prevention needs to be trained using disease‑related data. Whenever a field is crossed,
it must be retrained, and the service agent cannot be universal.

Therefore, our main contributions are to solve the above two problems: the first is
to deploy a web crawler fetching web pages and using the knowledge on that website to
build a knowledge base as a dialogue tree for intelligent customer service. The other is
to adopt the Seq2seq model consists of Bi‑LSTM layers with attention mechanism intro‑
duced to create an intelligent customer service agent. In the proposed model, the training
mechanism is changed from the field’s knowledge base to the grammar of that language.
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This improves the versatility of the service. The ultimate goal is to target similar web ser‑
vices without training. As long as the relevant websites in this field are made into a dia‑
logue tree (knowledge base), the knowledge of the intelligent customer service agent can
be rapidly expanded.

This research is divided into five sections. The first is the introduction, which ex‑
plains the motivation and goal of the study. The second section is divided into two parts.
The first part introduces the current standardmethods of natural language understanding,
including rule‑based, traditional machine learning, Recurrent Neural Networks (RNN),
Long Short‑Term Memory Networks (LSTM), and Encoder‑Decoder framework‑related
papers. The second part introduces several practices of using crawlers to build knowledge
bases. The third section discusses the details of the implementation of this research. Use
the Seq2seqmodel and introduce the concept of the attentionmechanism and bidirectional
LSTM. Combined with a crawler and dialogue tree, the knowledge base can be rapidly ex‑
panded. Therefore, realize a cross‑domain intelligent customer service. The fourth section
discusses the system’s functional testing and experimental results. The last section is the
conclusion, which presents this study’s contributions, achievements, and prospects.

2. Related Works
According to the assessment of the maturity of intelligent software web agents [3],

there are four basic functions for an intelligent software agent: autonomy, reactivity, proac‑
tiveness, and social ability. Here, this study satisfies autonomy and reactivity by using a
web crawler to adapt to environmental changes. The pursuit of proactive goal‑directed
behavior and social ability is fulfilled by natural language processing.

2.1. Natural Language Processing Techniques
The use of natural language processing (NLP) in customer service [4] is growing

quickly. It allows users to communicate with models using different languages through
text or speech, and themodel will provide answers to the users. To improve the interaction
between humans andmachines, natural language processing is implemented [5] to handle
the understanding and generation of the chatting language. The system consists of natural
language processing, multi‑agent, user interface, and knowledge base. However, Huang’s
system [5] could only deal with text documents.

2.1.1. Rule‑Based
The commonly used natural language processing method in simpler environments is

rule‑based [6,7]. This method is based onmanymanual rules to establish a response mech‑
anism quickly. However, when the system becomes more and more complex, this method
will result in a tremendous amount of data that is difficult to maintain. Therefore, it is only
suitable for use in small projects. From the 1960s to the 1980s, most of themore famous nat‑
ural language processing systems used thismethod, such as the SHRDLU system [6] devel‑
oped by Winograd and the ELIZA [7] designed by Weizenbaum. In the 1970s, researchers
began to use real‑world information for processing and make it into data that computers
can understand. Examples [8] include MARGIE, SAM, PAM, TaleSpin, QUALM, Politics,
and Plot Unit.

2.1.2. Machine Learning
In the late 1980s, natural language processing entered the era ofmachine learning, and

the most significant cause was the gradual increase in computer’s computing power. The
earliest used machine learning algorithms, such as decision trees, were systems composed
of if‑else, similar to the rule‑based method mentioned earlier. Later, the function of part‑
of‑speech tagging was introduced into NLP by adding the HiddenMarkovModel (HMM).
Research has also gradually developed into probability‑based statistical models that align
with the concept of human language.
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After machine learning became a mainstream research field, machine translation was
first developed, andmore complex statistical models were gradually developed. However,
as time progresses, machine learning has gradually encountered bottlenecks. With the in‑
crease in domains, data becomes too dispersed to be accurately classified, leading to a shift
towards domain knowledge in application scenarios. The drawback is that it requires cre‑
ating and training a custom corpus for different contexts. This process is time‑consuming
and is a major limiting factor for machine learning [9].

Rasa NLU [10] is an open‑source natural language processing framework and one
of the best machine learning solutions that can be achieved. Its backend supports many
pipelines, such as spaCy, MITIE, tensor flow, etc. These pipelines have different charac‑
teristics. For example, Sklearn has a better intent classification, MITIE installation, faster
training speed, and better feature vector and keyword recognition results. In this study,
we use the Sklearn + Jieba + MITIE as the experimental framework for the control group.
RasaNLU divides the user’s input sentences into three parts: Intent, Entity, and Context.
Intent represents the user’s intention, Entity refers to the keywords in the sentence, and
Context indicates the state, representing the current stage of the conversation, such as be‑
ginning, questioning, answering, or ending.

2.1.3. Recurrent Neural Network
Recurrent Neural Network (RNN) can be traced back to a paper by Jeffrey Elman in

1990 [11]. This paper mainly proposes how to find specific patterns and structures from
time series, which is the original concept of RNN. Later, because of the characteristics of
RNN taking time into account, it began to be used for research in fields such as machine
translation and natural language processing. Language usually has contextual relevance,
which makes general neural networks less suitable for language processing because of the
problemof being out of context. That is to say, if the context can be considered, the accuracy
rate will be significantly improved.

RNNandvariousmodels derived from it are themost commonly used neural network
models in natural language processing research. RNN would consider the relationship
between the current word and the previous text and make changes to the current state.
Assuming Xt is the input at a particular time point t, the result (ht) is given after passing
through the RNN, and the result (ht) is continuously passed to the next layer (ht + Xt+1) as
a subsequent judgment basis.

The shortcomings of RNN can also be seen in this model. Even as the sentence (time)
gets longer, the influence of the words in front will be diluted or even forgotten during
transmission. This phenomenon is known as the vanishing gradient. Some scholars have
proposed the Long Short‑Term Memory (LSTM) to solve this problem.

2.1.4. Long Short‑Term Memory
Hochreiter and Schmidhuber proposed the LSTM [12] in 1997 to solve the problems

RNNs face through the memory function. LSTM adds three new gates to implement the
memory function and decide which memories need to be retained and which are not. The
three valves that solve the memory problem are the forget, input, and output gates. The
forget valve, denoted as ft, is usually a sigmoid function. A binary classification function
determines whether past words should be retained. This valve will filter out the last sen‑
tence if the current sentence is a new topic or the opposite of the previous sentence. Other‑
wise, it will continue to be retained in memory. To judge whether the last word is related
to the current word, all words will be converted into vectors first, and then the similarity
of the two vectors will be calculated. If it is close to 1, the meanings of the two words are
similar. On the other hand, if it is close to 0, the two words have opposite meanings.

The input valve, denoted by It, determineswhether the current inputword is added to
the Long‑TermMemory. The purpose is to filter out preliminary predictions. Ignore recent,
less relevant results before they influence future forecasts. The output valve refers to the
word reserved in the past and the current word to determine whether the current word is
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added to the output. This valve also uses the sigmoid function to indicate whether to join.
Then, whether Long‑Term memory is added to the output, the tanh function is usually
used; the value will fall between [−1, 1], and −1 means to remove long‑term memory.

2.1.5. Encoder‑Decoder Framework
In the LSTMmodel, we dealwith the problemof the input and output sequences being

of equal length. However, many input and output sequences, such as machine translation,
speech recognition, and question‑answering systems, have different lengths. At this time,
we need to design an RNN structure that can convert sentences of indefinite lengths to each
other, which is the Encoder‑Decoder framework. The Encoder‑Decoder framework [13] is
a product of themachine translationmodel, first proposed in 2014 in the Seq2Seq recurrent
neural network.

In the translationmodel, the training steps can be divided intomany steps, such as pre‑
processing, word alignment, phrase alignment, phrase feature extraction, language model
training, and feature weight learning. The basic idea of the Seq2Seq model is straightfor‑
ward. It is to use a recurrent neural network to read the input sentence and compress the
information of the entire sentence into a fixed‑dimensional code; then, use another recur‑
rent neural network to read the code and decompress it into a sentence in the target lan‑
guage. These two recurrent neural networks are called encoder and decoder, respectively,
which is the origin of the encoder‑decoder framework.

2.1.6. Transformer
The Transformer model [14] has revolutionized natural language processing (NLP)

by introducing a novel architecture that relies on self‑attention mechanisms rather than
recurrent or convolutional layers. This allows the model to process entire sentences si‑
multaneously, capturing long‑range dependencies more effectively. Transformers excel
in tasks such as translation, summarization, and question answering due to their ability
to handle large datasets and learn contextual relationships between words. The architec‑
ture’s scalability and parallelization capabilities have led to the development of powerful
models like BERT [15] andGPT [16], which have set new benchmarks in variousNLP tasks.
Overall, the Transformermodel has significantly advanced the field ofNLP, enablingmore
accurate and efficient language understanding and generation.

Transformers, while powerful, have several disadvantages [17]. The first is high com‑
putational demand. Training and running Transformer models require substantial com‑
putational resources, which can be costly and time‑consuming. The second is data sensitiv‑
ity. The performance of Transformers is highly dependent on the quality and quantity of
training data. Limited or biased data can adversely affect model performance. The last is
training time. The training process for Transformers can be lengthy, hindering quick exper‑
imentation and development. These challenges highlight the need for ongoing research to
optimize and make Transformer models more accessible and efficient. For our application
which applies natural language processing to get user intent and entities, the Transformer
model is not deployed to save lots of data collection and training time. Seq2Seqmodels are
indeed simpler and more interpretable compared to Transformers. They have been quite
effective for various NLP tasks such as machine translation, text summarization, andmore.
One of their key advantages is that they require less computational power to train, making
them accessible for a wider range of applications.

2.2. Create a Knowledge Base Using Website Crawlers
In the development of data science, because of the explosive growth of the Internet,

there is a trend of collecting exciting data from the Internet, so there are web crawlers. Pre‑
vious research has mainly focused on the algorithms of web crawlers to improve efficiency
and collect as many relevant web pages as possible. Most of these studies are based on
a single crawler. Therefore, Rungsawang and Angkawattanawit [18] proposed an algo‑
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rithm to learn to gain experience in the process of multiple crawling, thereby increasing
the accuracy of the knowledge base. Their method consists of the following three steps:

Step 1: Analyze the relevance of the hyperlinked content to the target topic. By hyperlink‑
ing the relevant HTML tags, the spatial vector of this information is analyzed to determine
the target direction of the crawler after the second pass. Baeza‑Yates and Ribeiro‑Neto [19]
used the spatial method to sort words into different vectors based on their relatedness.
Assuming the two web pages are related, the vectors point in the same direction.
Step 2: Decide whether these pages are sufficiently professional to be relevant to the target
topic. Kleinberg [20] proposed using a hyperlink‑induced topic search (HITS) algorithm
to rank these pages according to their authority.
Step 3: Use the above information to make the final web crawler direction. Many methods
can be used, and the one used is the open directory project (ODP).

In building a knowledge base with crawlers, because the information on the Inter‑
net is too much and too complicated, Berners‑Lee [21] proposed the semantic web con‑
cept. The idea is to establish a unified standard. According to this standard, computer‑
understandable semantics (tags) are added to HTML files on all websites. In this way, the
vast amount of data on the Internet becomes a set of rules that can be followed. Various
functions can also be derived faster.

The concept of semantic web has not been popularized on the internet. However, this
concept can still be used in a personal knowledge base to understand better and apply the
knowledge base of computers. Kim andHa [22] refer to formal languages such as RDF [23]
and OWL [24] to make the internet more accessible for computers to analyze. Their goal
was to build a small business knowledge base. Offer a helpful marketing strategy for small
businesses or provide a dynamic QA system. When crawling the data on the internet,
they divided the data into static data and dynamic data. Static data is data on the general
internet. After climbing down these data, analysis and semantic annotation actions are
performed, and a knowledge base is built. Another data source is dynamic data, which is
users’ feedback. So, dynamic data changes over time. The service can be closer to the user’s
needs over time by building a knowledge base through real‑time dynamic data acquisition.

Over the years, several chatbots have been created, but each has its limitations and dif‑
ficulty. Choudhary and Chauhan [25] suggested a method to upgrade the performance of
the chatbots so that they can respond to the user query with better accuracy. The proposed
model is based on Long Short‑Term Memory (LSTM) with attention mechanism, Bag of
Words (BOW), and beam search decoding. The sequence‑to‑sequence (Seq2Seq) architec‑
turewith anLSTMencoder anddecoder has been implemented. TheDialogDataset is used
to train and test themodel, and the Bleu‑N algorithm is used to evaluate the chatbot’s accu‑
racy. However, unidirectional LSTM may not be enough to deal with complex sentences.

Budaev [26] proposed an intelligent analysis of customer feedback based on the use
of a modified seq2seq deep learning model. Since the basic seq2seq model has a signifi‑
cant disadvantage “the inability to concentrate on the main parts of the input sequence,
the results of machine learningmay give an inadequate assessment of customer feedback”.
This disadvantage is eliminated using amodel with an “attentionmechanism”. Themodel
formed the basis for the development of a web application that solves the problem of flex‑
ible interaction with customers by parsing new reviews, analyzing them, and generating
a response to a review using a neural network. However, the GRU‑based neural network
structure usually works no better than LSTM.

Jiang et al. [27] proposed four novel Automatic Text Summarization models with a
Sequence‑to‑Sequence (Seq2Seq) structure, utilizing an attention‑based bidirectional Long
Short‑Term Memory (LSTM), with added enhancements for increasing the correlation be‑
tween the generated text summary and the source text, and solving the problem of out‑of‑
vocabulary words, suppressing the repeated words, and preventing the spread of cumula‑
tive errors in generated text summaries. Though the neural network model is of the same
structure as ours, the applications are different. Xie et al. [28] proposed using the same
deep‑learning model for image captioning endeavors.
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From the above surveyed NLP techniques [18,21,22,25–28], we adopt the typical state‑
of‑the‑art Seq2seq as themodel, introduce the concept of the attentionmechanism, and use
bi‑directional LSTM as the layers. In Seq2Seq, after the user asks a question, the question
is input to the first encoder model, which converts the input sentence into context vectors.
These are then fed into the second decoder model to extract words most likely to be the
intent and entities. In terms of natural language processing, the advantage of our study
is that no special training is required for the target domain because the method adopted
is to analyze the grammar to find the keywords. Combined with a crawler and dialogue
tree, the knowledge base can be rapidly expanded. Ultimately, realize a cross‑domain
intelligent customer service. As we know, this study is the first proposed web service by
integrating web crawler and Seq2seq. Overall, Seq2Seq models remain a valuable tool in
the NLP toolkit, particularly for tasks where the simplicity and interpretability of RNN‑
based architectures are beneficial.

3. Proposed Methodology
3.1. System Architecture

This research is mainly divided into two parts: The first one is natural language pro‑
cessing. Using the Seq2Seq framework, adding attention mechanism and bi‑directional
LSTM to improve the existing shortcomings of Seq2Seq. The input is a question, and the
output is the intent and entities of the question. The second one is the knowledge base,
which uses a web crawler to extract the structure and content of the target web page. After
adjustment, it is made into a dialogue tree. Import the intent and entities output from the
first part of natural language processing and perform a tree search, as shown in Figure 2.
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3.2. Nature Language Processing
Seq2seq, as in Figure 3a, consists of Encoder and Decoder. xn is the input sentence

sequence; the encoder will convert the input sentence (xn) into a fixed unit vector (c), and
then the decoder will convert it into the sentence or word (yn) we want. This study will
use a decoder to generate intent and entities.
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3.2.1. Seq2Seq
In Seq2Seq, the decoder is usually a simpler RNN/LSTM [29], which is used to parse

the context vector generated by the encoder, as shown in Figure 3a. A context vector
contains the information input by the user, which is the last hidden state of the encoder.
Seq2Seq solves the problem of LSTM input and output remaining at the same length. How‑
ever, the encoder’s mechanism of compressing the input sentence into a fixed‑length con‑
text vector also creates another problem. The fixed‑length context vector will not work
well if the input sentence is very long. There is no way to express the meaning of each
word in a sentence well. The attention mechanism [30] proposed by Luong et al. in 2015
solves this problem.

3.2.2. Attention Mechanism
The attention mechanism [30], as shown in Figure 3b, was initially proposed to ad‑

dress the problem of significant performance degradation in machine translation as sen‑
tence length increases. The paper’s authors treat machine translation as an encoding‑
decoding problem, encoding sentences into vectors and decoding them into the content to
be translated. However, in the Seq2Seq model, the encoder compresses the entire sentence
into a fixed‑length vector, which makes it challenging to save enough semantic informa‑
tion when the sentence is long. The role of the attention mechanism is to create a context
vector for each word or word of the input sentence rather than just making a single con‑
text vector for the input sentence. The advantage of doing this is that the context vector
generated by each word can be decoded more accurately.

There are similar properties in natural language processing. In early natural language
processing, splitting sentences into many small words and processing them individually
was common practice. Then, by building a large neural network model, it learns words in
related fields and gives the results. The results from this approach can only be applied to
that target domain. There is no such limitation when using the attention mechanism. This
study significantly improves the accuracy of extracting intent and entity.

The encoder with the attention mechanism is no different from the encoder concept
in Seq2Seq. The same is to generate [ h1, h2, h3 … hn] from the input sentence [X1, X2, X3
… Xn]. The difference is in how the context vector is calculated. Here, we first assume that
the context vector is Ci.

The context vector (Ci) in Equation (1) is the sequential weighted sum of the input
multiplied by the Attention score (α). Attention score is an essential concept proposed in
the attention mechanism. It can measure the degree of importance each word in the input
sentence brings to each word in the target sentence from Equation (2); the Attention score
(αij) is calculated by score (eij). So, let’s explain what score (eij) is.
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ci =
Tx

∑
j=1

αijhj (1)

Attention score αij = eeij/∑Tx
k=1 eeik (2)

score eij = a
(
si−1, hj

)
(3)

In Equation (3), a is an Alignment model that assigns a score eij to the pair of input
at position j and output at position i, based on how well they fit. ei,j are weights defining
howmuch of RNN/LSTM decoder hidden state si‑1 and the j‑th annotation hj of the source
sentence should be considered for each output. With score (eij), the Attention score can be
calculated by softmax, and then the context vector Ci can be calculated. List the Attention
score as a matrix, showing the correspondence between the input and output text.

As the name suggests, the decoder uses the attention mechanism to simulate human
attention. There are two standard attentionmechanisms: the soft attentionmechanism and
the hard attention mechanism. When the soft attention mechanism calculates the proba‑
bility of attention, it will calculate its probability for any word input by the encoder. The
advantage is that the weight of each word can be known more accurately, but it is also
inefficient because of this. The hard attention mechanism matches the input word with
the expected word. Words below the set threshold will directly set their probability to 0.
This method has good effect and speed in image processing, but the subsequent accuracy
would be significantly reduced in word processing.

Finally, this study uses the static attention mechanism, an extension of the soft at‑
tention mechanism. The difference from the soft attention mechanism is that the static
attention mechanism will only calculate a single attention probability value for the entire
sentence input by the encoder—no need to calculate every word like the soft attention
mechanism. Although the accuracy rate will drop slightly, this study uses the static atten‑
tion mechanism under the performance consideration. We adopted Luong Attention [30],
as shown in Figure 4, to implement tensor flow. The calculation process is ht > at > ct > ht.
The calculation method of the attention score is as shown in Equation (4), where ht is the
state of the hidden layer of all target words, hs is the hidden layer state of the source word,
and t is the attention weight.

at(s) = align
(

ht, hs

)
=

exp
(

score
(

ht, hs

))
∑s exp

(
score

(
ht, hs

)) (4)
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3.2.3. Bidirectional LSTM with Luong Attention Mechanism
The problem with unidirectional RNN/LSTMs is that they can only make predictions

from information before the current time t. But in practice, a sentence sometimes needs to
use future information to make predictions. Its mode of operation is that a hidden layer
can be left to right or right to left. With a bidirectional RNN/LSTM, we can make better
predictions about words. For example, “I want to buy aMac” and “I love apples”. In these
two sentences, if you only read “I want to buy an Apple computer”, you may not know
whether Apple refers to fruit or mobile phone. But if you can get the message from the
latter sentence, the answer is obvious. Figure 5a,b show the improved RNN and LSTM,
respectively, bidirectional RNN [31] and LSTM [32].
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Figure 5. Bi‑directional (a) RNN and (b) LSTM framework.

As the name suggests, bidirectional LSTM splits the LSTM into two directions, as
shown in Figure 5b. The one from the front to the back would use the said words as a
reference to adjust themodel. The back‑to‑front LSTMadjusts themodel concerning future
words. The bidirectional LSTM would generate three variables: Output, State_FW, and
State_BW. Output represents the final output, and State_FW and State_BW calculate its
value. The training process is divided into three parts: the first step is calculating State_FW
from front to back, State_BW fromback to front, andOutput. The second step calculates the
forward gradient from the back to the front and then calculates the reverse gradient from
the front to the back. The last step updates the model parameters based on the gradient
values from the previous step.

This study uses the encoder‑decoder architecture (Seq2Seq) for natural language pro‑
cessing. Bi‑directional LSTM is used in the encoder to increase the accuracy of sentences
in the case of polysemy. The Luong Attention Mechanism [30] is added to the decoder, as
shown in Figure 6 [32], which improves the accuracy problem decreasing as the sentence
length increases.
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3.3. Knowledge Representation
3.3.1. Implementation of the Web Crawler

Beautiful Soup is a Python library module whose functions include parsing HTML or
XML files and repairing files with errors such as unclosed tags (often called tag soup). This
software package can build a tree structure to parse the page to access the data. It allows
developers to quickly and easily parse web pages, find out the information that users are
interested in, reduce the development threshold of web crawler programs, and speed up
program development.

The crawler is divided into three steps. The first step is to analyze the structure of the
web page. Use the request.get() function to crawl the HTML tags of the target web page
and use beautifulSoup to convert the removed HTML into text files, perform structural
analysis, and find out the rules. The purpose of the second step is to extract the target text.
According to the rules, use the find() function to query tags such as class, id, HTML tag,
etc., extract the target text, and store it in the Dialogue Tree. The last step is to use the
Depth‑First Search algorithm to explore the web page deeply and store all the target texts
in the Dialogue Tree.

3.3.2. Depth‑First Search
There are two standard methods of web crawling: Breadth‑First Search (BFD) and

Depth‑First Search (DFS) [33]. BFS will first crawl pages with a shallow directory structure
and then enter a deeper level to crawl. This approach is suitable for crawling complete
web content. More complete web page information can be saved at the same time. DFS
algorithm traverses a tree or graph structure starting from the tree’s root (or a point in
the graph). First, explore an unvisited vertex or node on the edge and search as deep as
possible. Until all the nodes on the edges of the nodes have been visited, backtrack to the
previous node. Repeatedly explore unsearched nodes until the destination node is found
or all nodes have been visited.

DFS accesses the web links of the next layer in descending order of depth until it can
no longer go deeper. Thismethod ismore suitable for this study because theDialogue Tree
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can be built only with nodes consisting of keywords. So, using DFS can make a complete
Dialogue Tree faster. This study uses this algorithm to perform a comprehensive scan
of the target web page, then convert it into a tree structure and store it according to the
scanned structure.

3.3.3. Dialogue Tree
The concept of the Dialogue Tree [34] has flourished since the advent of computer

games. But Dialogue Tree existed long before computer games. The earliest known Dia‑
logue Tree appears in Jorge Luis Borges’ 1941 short story “The Garden of Forking Paths”,
ref. [35] which allows branching routes from events to enter other branches or the main
story via specified conditions. The story starts over as it progresses (since the possible
outcomes will be close to n × m, where n is the number of options and m is the depth
of the tree). Players advance the story by speaking to a non‑player character and select‑
ing a pre‑written line from the menu. The non‑player would respond accordingly to the
player’s choice and guide the player to the specified plot. This cycle continues until the
goal is achieved. When the player chooses to leave the game, the dialogue ends, and the
current state is remembered. Usually, there will not be only one set of tree diagrams in the
game, and there will be a switch among different tree diagrams according to the player’s
choices. In addition to the essential Dialogue Tree, some games may be designed with a
unique score system. Adjust the score according to different decisions, predict the player’s
likely thoughts, and change the plot direction to match the player’s expectations.

The mechanics described above allow players to talk to each other with non‑player
characters. This study uses this dialogue mode to construct a knowledge‑based Dialogue
Tree. Replace players with users and replace non‑player characters with a knowledge tree
system based on aweb crawler. Of course, there can bemore than one knowledge tree, and
they can be connected in series so that users can get a better experience. A set of statistical
formulas can be further established to predict what users are interested in and push them
to users.

Taking the TaiwanWaterCompany [36] as an example, thewebpagemust be analyzed
first. After analysis, it was found that most of the catalogs of the company are marked in
the <ul> and <li> tags, as in Figure 7, and there are apparent tags such as class=“child”. So,
find all the hyperlinks <a href> for these rules and use the DFS algorithm to crawl down
layer by layer. In this way, a preliminary tree can be generated. After manual trimming,
the final dialogue tree can be produced, as in Figure 8.
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4. Experimental Results
The experiments in this study were divided into four parts. The first part aims to

demonstrate that the neural network model adopted in this study outperforms traditional
neural network models in natural language processing. The second part is questions and
answers with knowledge of the target domain to test RasaNLU [37] and the proposed
model in this study. The purpose is to verify whether the accuracy of the neural network
model proposed in this study is better than the popular Rasa open‑source conversational
AI platform in the target domain. The third part of the experiments aims to question and
answer knowledge in non‑target domains and test RasaNLU and the proposed model in
this study. The purpose is to verify whether the generality of the adopted neural network
model is better than the RasaNLUmachine learningmethod in cross‑domain. The last part
of the experiments compares this study with Xiao Ai, Google Assistant, Siri, and Samsung
Bixby on the market to verify the gap between this study and some commercial products.

4.1. Public Dataset
The experiment uses the data compiled by codemayq [38] for the open‑source Chinese

chat data; some examples are shown in Figure 9, including from Chatterbot, Douban, PPT,
Qingyun, TV drama dialogue, Tieba forum, Weibo, Xiaohuangji and other websites con‑
taining various dialogue materials. Many of these sentences have familiar Martian texts,
such asㄏㄏ, QQ, etc., that must be filtered and pre‑processed.
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Figure 9. Chinese chat corpus.

4.2. Experimental Environment and the Tested Models
The same computer is used for training and testing, equipped with an Intel i5 8600K

processor, Nvidia GeForce GTX 1080 Ti 11G, and 3584 CUDA cores. The batch size is set
to 32, and each training group takes an average of 2 days.

4.2.1. RasaNLU
In this experiment, the Sklearn + Jieba +MITIEpackages are used to train theRasaNLU,

which has some advantages. First of all, the source data must be marked. This study takes
the Taiwan Water Company as an example. Text is the input sentence, the intent is the
purpose, and the entity is the keyword of the input sentence, as shown in Figure 10.
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We used MITIE, which is an unsupervised training model that requires a lot of Chi‑
nese data. We use the Chinese version of Wikipedia as the data source. The total_word_
feature_extractor_zh.dat in Figure 11 is the file trained by MITIE. After the training, you
can import the data and the Jieba tool into the RasaNLU model to start training. Test vali‑
dation is required after training is completed. After enabling RasaNLU, curl will be used
to verify the result. If you see that the intent and the entity can be correctly identified and
the results of each direction would be scored as in Figure 12, the experiment is successful.
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Figure 12. A test example of the trained RasaNLU (read from left to right) for water fare query.

Because LSTM is unlike the other three Encoder‑Decoder models, it can convert the
input sentence into a unit vector and then extract the Intent and Entities by the Decoder.
Therefore, when training, the sentences are first segmented, and the training is performed
according to each word. This study’s LSTM and deep learning experiments deploy the
TFLearn API. TFLearn is an API based on Tensor Flow, which can set each neural layer
and activation function and filter more intuitively and quickly.

4.2.2. LSTM
Thedata needs to be pre‑processed before training. After the sentences are segmented,

the features, such as part of speech of each word, are converted into vectors that the model
can understand. Taking Figure 13a as an example, the feature is a two‑dimensional vector.
The first‑dimension vector is the part of speech, and each part of speech is numbered: noun
is 0, verb is 1, and so on. The second‑dimension vector divides each word into Intent and
Entity according to its properties. After the data is pre‑processed and basic actions such as
batch data generation and parameter setting are processed, the LSTMmodel can be trained
as in Figure 13b.
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4.2.3. Seq2Seq
We adopt Google’s open‑source Seq2Seq model [39] as base. To make a correct com‑

parison with other neural network models, some improved methods in the example are
removed first, and only the part of Seq2Seq is retained. The training is divided into three
parts: first, collecting the data, then setting the model parameters, and finally, training the
model. The trained model has an accuracy of nearly 70%, as shown in Figure 14.
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4.3. Ablation Test of the Proposed Neural Network Model
The first experiment tested four groups of neural network models. The four groups

of neural networks were LSTM, Seq2Seq, Seq2Seq + Attention, Seq2Seq + Bi‑directional
LSTM + Attention. Using the open‑source Chinese corpus [38], 5000 questions were ex‑
tracted from it as training data, and 1000 questions different from the dataset were ex‑
tracted from the same corpus as test data. If the output is the expected Intent and Entities,
it is judged to be the correct result. Otherwise, it is not. Finally, the number of correct
questions/1000 × 100% becomes the accuracy rate. The results are in the order of LSTM,
Seq2Seq, Seq2Seq +Attention, Seq2Seq + Bi‑directional LSTM+Attention, and the accuracy
rates are 63.4%, 69.2%, 76.1%, and 82.1%, respectively. It can be observed in Table 1 that
using Seq2Seq and adding the Attention and bidirectional LSTM can indeed significantly
improve the accuracy rate.

Table 1. Ablation test of the proposed neural network model.

Neural Network Models Accuracy

LSTM 63.4%

Seq2Seq 69.2%

Seq2Seq + Attention 76.1%

Seq2Seq + Bi‑LSTM + Attention 82.1%

4.4. Test in the Target Domain and Non‑Target Domain
Using 5000 Taiwan Water Company data [37] as the training data and 1000 water‑

related questions that differ from the training data for testing, the Accuracy rates of
RasaNLU and this study are 86.4% and 87.1%, respectively. It can be seen from Table 2
that the results of RasaNLU and this study in the target domain are not much different,
and the accuracy rates are near.

Table 2. Compare RasaNLU and ours in general.

Accuracy RasaNLU Ours

Target Domain 86.4% 87.1%

Non‑Target Domain 46.3% 83.2%

Five thousand questions from chat databases [38] from 8 public sources, including
Weibo, Tieba, Douban, and other well‑known social websites in mainland China and the
PTT gossip version in Taiwan, were extracted as training data. And extract 1000 questions
from the same corpus that differ from the training data for testing. The correct rates of
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RasaNLU and this study are 46.3% and 83.2%, respectively. Because of the different train‑
ing mechanisms, this study can still identify the correct Intent and Entities in areas the
system is not targeted. It can be seen from Table 2 that RasaNLU and this study are in
non‑target areas, and RasaNLU would have misjudged.

4.5. Comparisons with Chatbots on the Market
Verify the difference between this research and commercial products in the profes‑

sional field. Because the products on the market cannot extract intent and entities for ex‑
perimentation, we use Trip.com, Taipei MRT, Taiwan Water Company, Wikipedia, and
other websites with more standardized answers as test data sources. The dataset for this
study is the Chinese corpus [38]. Five thousand questions were extracted from it as train‑
ing data, and the test data were 500 groups of questions randomly selected from the above
websites. Questions have only one answer like: Who founded Microsoft? Answer: Bill
Gates. The accuracy rate is shown in Table 3. This experiment indicates that this com‑
mercial product has higher accuracy of comprehension for Wikipedia only, which hinted
already optimized on it. However, our study has advantages over these products in other
application fields.

Table 3. Accuracy comparison of this study with some commercial products in selected applica‑
tion fields.

Items This Study Xiao Ai
Classmate

Google
Assistant Siri Samsung

Bixby y

Trip. co m 73.4 42.5 40.2 32.6 39.2

Taipei MRT 82.1 48.2 41.3 49.2 42.3

Taiwan Water Company 78.3 32.5 40.2 34.2 32.1

Wikipedia 81.2 82.3 83.4 81.7 87.9

5. Conclusions and Remarks
5.1. Conclusions

From previous surveyed related works, Refs. [25–28] are the most recently published
works that are closely related to our adopted Bi‑LSTM model with the Luong attention
mechanism. However, the adopted dataset and target domains are different. So, we could
not make a direct comparison. Here, the proposed innovative Bi‑LSTMmodel works as an
intelligent agent and is integrated with a web crawler for web service.

It can be seen from the above experimental results that there is much difference be‑
tween this study and RasaNLU in the target field. Our advantages are that when applying
the proposed Seq2seq based on the Bi‑LSTM model to other similar websites, only the
knowledge bases (Dialogue Tree) need to be expanded and don’t need to re‑train the pro‑
posed model. The difference is evident in the general field. RasaNLU, it is obvious that if
there is no relevant information in the field during training, the trained model will be un‑
able to find the correct answer. The system proposed in this studymakes judgments based
on grammar, such as part of speech and sentence structure, so the accuracy is much higher
than that of RasaNLU. In the experiment, compared with the products on the market, this
research can provide better answers than the products on the market if the dialogue tree is
appropriately designed in the application field. However, when the answer to the question
is more general, it is less likely to give an acceptable answer, as a human would.

As to the contribution, the first one is to demonstrate the function brought by the
memory module of LSTM. It makes the computer read sentences no longer only to un‑
derstand the words it has learned but to evolve to be more human‑like. Grammatically
determine which words in the sentence are necessary. This concept is similar to when hu‑
mans read foreign languages; there may be some words in an article that we do not know.
But with the context, we can still read this article. By adding the AttentionMechanism and
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bidirectional LSTM, some of the shortcomings of Seq2Seq are also improved and provide
higher accuracy.

The second is using web crawlers to build a knowledge base (Dialogue Tree). After
experiments, most websites have not optimized this. Therefore, if some websites use a
database‑like table listing method or embed many pictures and PDF files in the website,
it will increase the difficulty of Dialogue Tree formation. Instead, more staffing must be
used to make corrections. Therefore, subsequent systems should make statistics on these
exceptions and overcome them individually.

5.2. Future Works
At present, this system has two shortcomings. The first is that the speed is not fast

enough. After a question is asked, it often takes about five or six seconds to respond. This
part can be improved in the subsequent Dialogue Tree algorithm improvement and opti‑
mization of neural network parameters. Another disadvantage is that the accuracy rate in
the general environment is about 80%. It should be optimized through more experimenta‑
tion. In addition, other various Attention Mechanisms, like self‑attention and multi‑head
attention [40], not only proposed a parallelization method but also improved some of the
defects of the current Attention Mechanism. Transformer is such a model and is worth
trying and studying.
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