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Abstract: Distinguishing whether some code portions were implemented by humans or generated
by a tool based on artificial intelligence has become hard. However, such a classification would
be important as it could point developers towards some further validation for the produced code.
Additionally, it holds significant importance in security, legal contexts, and educational settings,
where upholding academic integrity is of utmost importance. We present EX-CODE, a novel and
explainable model that leverages the probability of the occurrence of some tokens, within a code
snippet, estimated according to a language model, to distinguish human-written from AI-generated
code. EX-CODE has been evaluated on a heterogeneous real-world dataset and stands out for its
ability to provide human-understandable explanations of its outcomes. It achieves this by uncovering
the features that for a snippet of code make it classified as human-written code (or AI-generated code).

Keywords: ChatGPT; code classification; CodeBERT; explainability; XAI

1. Introduction

The last few years have witnessed a significant increase in the use of artificial intelli-
gence (AI) to assist software developers. Large language models (LLMs) have shown to be
very effective in generating code snippets, resulting in a growing interest in the integration
of AI-based tools in development environments [1]. However, recent studies have unveiled
some limits for AI-generated code and highlighted the need for prudence in employing AI
tools in the development process [2,3], e.g., AI-generated code was shown to have more
vulnerabilities than human-produced code [4].

Identifying AI-generated code snippets can help prioritise code reviews to ensure code
quality. For this, an automatic solution determining the origin of code snippets becomes
a priority. For assisting the detection of AI-generated code, the proposed approach has
been specifically devised to use standard transformer architectures for supervised text
classification. Although detectors for AI-generated text exist, such approaches exhibit
low performance on code-related tasks compared to natural language processing [5–9].
Moreover, while some previous app assessed the probability that a text (or code) was
AI-generated, they cannot explain the outcome, hence making it hard for the user to
interpret the result and therefore diminishing the confidence of the user in the provided
assessment [10–12].

Providing explanations for the outcomes of AI-based systems is a desirable property [13].
Explanations help users understand the system’s model, maintain it, and use it effectively.
They also assist users in debugging the model to prevent and rectify incorrect conclusions [14].
Furthermore, explainable models have been shown to increase user trust and situation
awareness [15]. In contrast, many machine learning (ML) systems are black-box models that
do not reveal the reason for some results, making them difficult for humans to understand
and assess. This is due to a trade-off between the model’s performance and its explainabil-
ity [16]. Previous studies have primarily focused on improving system performance, often
neglecting transparency [10,17].
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In light of these considerations, we present the Explainable Code Detection (EX-CODE)
system, an innovative model that leverages the inherent statistical properties of code to
distinguish between human-written and AI-generated snippets. EX-CODE leverages token
probabilities originated from CodeBert [18], a pre-trained language model specifically
designed for code analysis, to extract meaningful features. Such features capture key
characteristics of source code, including variable naming conventions, code control flow
structures, and function usage patterns. The extracted features are then aggregated and
used to train a logistic regression model for classifying code snippets either as human-
written or AI-generated. To test our approach, we introduce the CodeMix dataset, a novel
resource consisting of 518 real-world Java code snippets paired with their corresponding
AI-generated versions. CodeMix aims to bridge the gap between existing datasets and
real-world scenarios, fostering the development of more robust and generalisable AI code-
classification models.

EX-CODE’s strength lies in its ability to adhere to the principles of explainable artificial
intelligence (XAI) by providing insights into its classification process. Besides classifying
code snippets as AI-generated or human-written, it highlights the most influential factors
for the provided classification outcome. This breakdown helps users understand the
specific code constructs that impact the model’s reasoning, driving trust and user adoption.

The main contribution of this paper can be summarised as follows.

• We present EX-CODE, a novel model that leverages inherent statistical code properties
for accurately distinguishing between human-written and AI-generated code snippets.

• EX-CODE adheres to XAI principles, providing insights into its classification process.
It can categorise code snippets and underline the most influential factors for each
provided classification result, fostering trust and user adoption.

• To advance AI-generated code detection research, we introduce the CodeMix dataset,
which consists of 518 pairs of real-world Java code snippets and corresponding AI-
generated versions. CodeMix aims to address existing resource limitations by incor-
porating real-world scenarios and advancing research into robust and generalisable
AI-generated code detection models.

The paper is organised as follows. Section 2 provides an overview of the current
state-of-the-art methods for AI-generated code detection, highlighting the advantages and
limitations of existing approaches. Section 3 details our EX-CODE model, explaining its
components and functionalities. Section 4 introduces the novel CodeMix dataset specifically
designed for AI-generated code detection research. Section 5 presents the experimental
setting and EX-CODE model results, and shows the assessment of the impact of each
feature and the explainability of the model. Section 6 discusses key findings from the
previous sections, exploring the significance of the model’s outcomes and providing useful
insights. Section 7 draws our conclusions.

2. Related Works

AI-generated content has become increasingly popular arousing widespread interest
across several domains in the scientific community. Notably, AI-generated content detection
has been tackled by numerous researchers. However, detecting AI-generated code remains
an ongoing challenge with relatively little work in this area. This task is considered more
challenging than the task of detecting AI-generated text due to the inherent complexity of
code syntax. Unlike a natural language, which can exhibit a degree of variability while
maintaining coherence, code must adhere strictly to syntactic rules [19].

One such effort, GPTSniffer [10], introduced an ML-based approach to distinguish
whether a portion of code was generated by ChatGPT. The approach consisted of the
fine-tuning of CodeBERT [18], a BERT model pre-trained on code snippets, for this specific
task, by using a hybrid dataset of AI and human-generated code. Although the results indi-
cated high accuracy on code snippets from the same training source, the model exhibited
diminished accuracy when confronted with code from other sources.
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This highlights that the model tends to overfit the training set, showing limited
generalisability. Furthermore, the lack of transparency in the classification process, as an
outcome is made solely by CodeBERT without elucidating contributing factors, underscores
the need for improved explainability. Conversely, our approach aims at expressing the
reasons for the given outcome, hence highlighting the code portion that most significantly
influences the outcome.

DetectCodeGPT [17] is a zero-shot method to detect AI-generated code. Such a model
used stylistic tokens, such as white spaces or newline characters, automatically inserted
into the source code, to distinguish between human and AI patterns. The analysis of
such patterns allowed the model to effectively reveal whether a code fragment was AI-
generated. This model showed higher accuracy than GPTSniffer; however, it can take as
the input a maximum length of 512 tokens per analysed code, significantly reducing its
applicability on different domains. Additionally, the outcomes lack explanations, provid-
ing users with a black-box decision process. Similarly, DetectGPT4Code [20] explores a
training-free method for identifying code generated by large language models, such as
GPT-4 and GPT-3.5. Traditional text detection methods fail on code because of its unique
statistical patterns. Although these approaches emphasize performance improvements in
distinguishing between human-written code and AI-generated code, they lack mechanisms
for providing insight into the basis of their detections. In contrast, our method offers a
comprehensive report that highlights the specific code segments most influential in the
detection process, thereby enhancing explainability and transparency.

Other strategies used watermarking techniques: the embedding of unique markers
into the code [19,21,22]. By detecting these markers, machine-generated code can be identi-
fied; however, marker embedding requires changing the generation model, which is not
always possible. Therefore, such approaches are mostly useful to address concerns related
to code licensing and plagiarism. Additionally, watermarking may not be compatible
with all programming languages, potentially causing syntax errors. The effectiveness
of detection is further compromised if markers can be easily altered or removed during
code optimisation or refactoring. Lastly, watermarking can introduce performance over-
head, which may be undesirable in production environments, leading to a preference for
alternative detection strategies.

A straightforward application of machine-generated text detection to code was inves-
tigated by Pan et al. [9], who conducted an empirical study to evaluate the performance
of text AI-detectors on source code snippets. The observed disparities between natural
language and programming language led to a diminished detection rate, highlighting the
necessity for specialised models tailored to detect machine-generated code.

One of the leading text AI-detectors is GPTZero [5], a tool that checks whether a
document was written by an LLM. Similarly, some approaches use perturbation techniques
with a zero-shot method [6,7,23] to alter the text by randomly masking some of its portions
and then recover it using a different LLM. Nevertheless, the perturbation procedure is both
time- and resource-expensive.

Several training-based methods were proposed [8,24,25] to detect machine-generated
text by accurately training models to this specific task, showing good performances in
in-distribution scenarios. Nonetheless, these approaches often suffer from limited generali-
sation capabilities, requiring access to the training data of the target model, which are not
always available.

In [26], the authors proposed the Distribution-Aligned LLMs Detection framework
to improve the detection of AI-generated text in black-box settings, where internal model
details are unavailable. Yang et al. [27] introduced a training-free method for identifying
GPT-generated text. The approach, called Divergent N-Gram Analysis (DNA-GPT), takes
advantage of the differences in how humans and machines produce text.
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In general, the approaches for natural language text discussed above show poor
performance in machine-generated code detection [9,10]. This may stem from the fact that
these models were trained on natural language texts, which are significantly different from
programming language data, which follow strict rules and conventions. Consequently,
these models may struggle to adapt to the distinct linguistic patterns inherent in code. Wang
et al. [28] endeavoured to address this limitation by fine-tuning some of these models within
specific code domains, achieving a significant improvement in performance. However,
their findings also revealed a propensity for low generalisation when tested on data outside
their training distribution, a challenge shared by GPTSniffer.

3. Proposed Approach

Our approach relies on the ability of LLMs to estimate the likelihood of a token occur-
rence based on contextual information from a specific training corpus. Generative models
leverage this ability to generate content token by token, sampling each one according to the
model’s probability estimation, conditioned to the previous sequence of tokens. Drawing
from this, we estimate the probability of a fragment of text by aggregating the probabilities
assigned to its individual tokens. Hence, a model trained on human-written code would
tend to assign higher probabilities to tokens corresponding to code implemented by a
human compared to an AI-generated code. In contrast, an AI-model generating code
follows a training process that includes a careful selection of sources and subsequent tuning
steps, e.g., Reinforcement Learning from Human Feedback (RLHF) [29]. As a result, the
probabilities of a sequence of tokens estimated by a model trained on human-written code
tend to diverge when applied to AI-generated code.

Figure 1 shows the overall architecture of our classifier. It takes as input a code snippet
and returns the probability that this snippet was created by AI or human. The three
main parts are (1) probability estimation, (2) feature extraction, and (3) logistic regression.
We discuss the first part in Section 3.1, outlining a strategy for using CodeBERT [18],
a BERT-based model fine-tuned for code, to estimate the probability of each token in
the analysed code snippet. Section 3.2 reports the second part of our architecture, where
probabilities computed in the first part are separated into four groups, representing different
aspects of code structure and composition. The last part of our architecture, detailed in
Section 3.3, employs logistic regression on the previously extracted features to perform
a binary classification task (AI vs. human). Logistic regression models the probability
distribution of the output classes by applying a logistic function to a linear combination
of the input features. The outcome of logistic regression is inherently explainable since its
dependence on the input features is naturally described by the sign and magnitude of the
learned coefficients.

3.1. Probability Estimation

Language models estimate the probability of a sequence of tokens by multiplying the
conditional probabilities of each token given the previous ones in the sequence. This is a
key aspect of how transformer decoders work (e.g., GPT [30]), which are based on unidi-
rectional self-attention. However, popular medium-size language models that are capable
of handling code are based on bidirectional encoder architectures, such as BERT [31]. We
exclude more sophisticated and opaque LLMs (e.g., LLama2, Mistral and GPT-3.5) [32–34]
since we do not have control over their training methodology [35], and likely their gen-
eration process diverges from the human one due to sophisticated input data selection
strategies and other fine-tuning steps, e.g., RLHF. As a result, such models cannot be
directly used for the task of estimating the probability of token sequences, as they are not
designed for unidirectional, autoregressive generation.
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Figure 1. The proposed classifier, when a code fragment is given as input, follows a three-stage
process: (1) token probability estimation, (2) feature extraction, and (3) logistic regression. Then, it
determines whether the code was human-written or AI-generated.

We adopted CodeBERT, a BERT-based model [31], pre-trained on the CodeSearch-
Net dataset [36], that encompasses both natural language and programming languages.
More specifically, we employed the Masked Language Modeling (MLM) technique and
trained CodeBERT (https://huggingface.co/microsoft/codebert-base-mlm, accessed on
4 November 2024) using an MLM objective where certain tokens in the input sequence
were substituted by gaps (special “<mask>” tokens), and the goal was to determine the
original tokens based on the surrounding context. We employed this model for token prob-
ability estimation by adopting a unidirectional approach that replaces one token at a time
by <mask> and considered the probability distribution estimated on the corresponding
token [37]. Our probability computation was performed sequentially. We processed a token
of the input code snippet at a time and extracted the probability returned by the model
for that token, indicating the likelihood of the specified token being in that exact position
considering the context of the code.

Algorithm 1 outlines all the steps involved in the generative unidirectional approach.
A snippet of code is the input of the procedure. The first step is to apply the tokeniser to the
code and initialise the sequence list that will be passed to the model and the probs list that
will contain all the probabilities extracted from each token. Next, for each token derived
from the tokeniser applied to the input code, the following procedure is executed: firstly,
the size of the sequence is checked since CodeBERT takes as input a maximum number of
512 tokens. When the sequence exceeds this limit, we shift the whole sequence to the left to
remove older tokens and make room for new tokens. Secondly, the <mask> token is added
to the sequence, which is then passed as input to the run_model function. This function
executes the model and returns the probability of the actual token t passed as a second
parameter, which is added to the probs list. Finally, the <mask> token in the sequence is
replaced with the actual token to prepare the sequence for the next step.

https://huggingface.co/microsoft/codebert-base-mlm
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Algorithm 1 Generative unidirectional probability estimation

Require: code ̸= null
tokens← tokenizer(code)
sequence← [ ]
probs← [ ]
for t in tokens do

if sequence.size ≥ 512 then
sequence← shi f t_to_le f t(sequence)

end if
prob← run_model(sequence + <mask>, t)
probs.append(prob)
sequence.append(t)

end for

3.2. Feature Extraction

The source code inherently carries a wealth of information aimed at controlling the
execution of specific tasks, while also aiding humans comprehend its behaviour and
structure. This information encompasses all the parts that constitute source code, including
indentation [38], naming conventions [39], comments [40] and instructions [41]. Such
parts, while making the source code unique, also highlight the style and the experience of
its developer.

To systematically characterise source code based on its structure and content, we
group tokens into four distinct sets. We defineN as the set of Names, Σ as the set of Special
Tokens, Γ as the set of Comments, and P as the set of all remaining tokens (Others), each
having the following meaning.

• N contains all the tokens that are identifiers used in the input code for classes, methods
and variables. Such names were extracted beforehand using a parser, which was
Javaparser [42] in our case, as it provides support to inspect the source code and collect
relevant data.

• Σ represents all tokens associated with indentation, including spaces, new lines, tabs,
and curly brackets. Such data can increase the comprehension of the program and
define the programming style of the code.

• Γ contains all the tokens that are comments found in the source code, both single-
line and multi-line ones, e.g., we have selected all the strings located after the “//”
symbol or enclosed within “/* */” symbols, since the analysed code is in Java pro-
gramming language.

• P collects all the remaining tokens inside the source code, such as Java language
keywords (i.e., if, for, while, etc.), numbers, strings, the names of types provided in
the standard Java library, round and square brackets, and punctuation.

Once the four sets of tokens in the source code were passed to the model to determine
the probability for each token in the set, an aggregation function was applied to each set to
consolidate all the probabilities for the tokens belonging to the same set into a single feature.

We have used three different aggregation functions: sum, avg, scaled_sum, defined
as follows.

sum(S) = ∑
t∈S

p(t) (1)

avg(S) = ∑t∈S p(t)
n

(2)

scaled_sum(S) = ∑t∈S p(t)√
n

(3)

where p(t) is the probability associated with token t, and S is one among the previously
defined set of tokens N , Σ, Γ or P.
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Each function above gives a score. The obtained scores represent three single features
of the source code, and they are applied to each of the four token sets. This results in a
total of twelve scores, each representing a different facet of the code’s composition and
semantics in relation to the CodeBERT model. These scores collectively identify the code as
unique based on its characteristics.

3.3. Logistic Regression

The classification task was performed through logistic regression (LR), a statistical
method commonly used for binary classification. LR leverages a set of predictor variables to
predict the presence or absence of a particular outcome or characteristic [43]. Unlike linear
regression, it is more suitable for models where the dependent variable is dichotomous [44].
The logistic function was defined as:

P(Y = 1|X) =
1

1 + e−(β0+β1X1+β2X2+...+βnXn)

where P(Y = 1|X) is the probability of the dependent variable being labelled as 1 given the
values of the independent variables; thus, β0, β1, . . . , βn are the coefficients of the model
and X1, X2, . . . , Xn are the values of the independent variables.

In our model, the dependent variable distinguishes between “human” and “AI”,
indicating which category the classified code snippet most likely belongs to, where 1 is AI
and 0 is human. The independent variables consist of the twelve features extracted by the
previous step (Section 3.2).

An empty Comment (Γ) set, which would result when the analysed code has no
comments, could significantly impact analyses, leading to biased estimates of the inves-
tigated associations [45]. To address this issue, we have replaced all missing values with
the average value of the respective class, e.g., a human-written code without comments
would have the average value of comments features assigned. Assigning the average value
allows us to mitigate the impact of missing values while maintaining balanced values of
the features for the code with comments. Since this approach standardises the feature
according to the same class distribution, we add a binary feature called “Comment”, which
is set to 0 if the source code does not present any comments, and 1 otherwise. This prevents
the risk that the LR treats the code snippets without comments in the same manner as those
with comments.

The coefficients β were estimated using maximum likelihood estimation, typically
by minimising the negative log-likelihood function. Once the coefficients were estimated,
the model could be used to predict the probability of the outcome for new data. These
coefficients represent the weight that each independent variable, i.e., the feature, contributes
to the final prediction. Analysing these coefficients provides insights into which features
have a major impact on the classification, e.g., higher coefficients related to comments
highlight substantial differences between human and AI-generated code. Therefore, the
analysis of these coefficients offers a deeper understanding of the reasons behind each
outcome, showing the distinctions between the two classes.

We train the LR algorithm with the liblinear solver, the L2 regularisation, 10,000 maximum
number of iterations to facilitate convergence, the inverse of regularisation strength (‘C’ value)
equals to 1.0, the tolerance for stopping criteria (tol) equals to 1 × 10−4 (default value) and the
class_weight set to None, meaning that all classes are weighted equally.

3.4. Model Variants

To better convey the effectiveness of our EX-CODE approach, we explored the impact
of different classification strategies on performance. We examined three variations imple-
mented in our framework: unidirectional (PAD), unidirectional (MASK), and bidirectional
strategies. The unidirectional (PAD) strategy progressively masks tokens starting from the
beginning and moving toward the end of the code (see Section 3.1), and remove (padding)
downstream tokens. This sequential masking simulates the generation performed by many
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AI models, where tokens are produced one by one [37] based on previous content. By
replacing the current token with <mask> and removing downstream tokens, the model is
forced to infer the probability distribution for the <mask> token from the upstream context.
The remaining tokens of the input are filled with the special <pad> token, a standard
technique called padding which is interpreted by the encoder as if the <mask> token is the
last of the sequence.

The unidirectional (MASK) strategy is similar to the previous one; however, it fills the
remaining tokens with other <mask> tokens. This multi-masking approach compels the
model to consider that the sequence has remaining tokens and to grasp the overall context
length which might help for an accurate prediction.

The bidirectional strategy leverages the strengths of BERT’s bidirectional pre-training.
It employs the close task concept, intermittently masking tokens and providing the entire
context to the model [31]. This approach relies on BERT’s ability to understand the relation-
ships between words regardless of their order. As the model predicts each masked token,
it gains additional information from the surrounding context, enhancing its accuracy in
estimating the probability distribution of single tokens.

4. CodeMix Dataset

We have assembled a new dataset consisting of code snippets gathered from GitHub
Gists (https://gist.github.com/discover, accessed on 4 November 2024). Within GitHub, a
Gist allows users to share snippets of code quickly and easily, without the need to create
a full repository. Gists are often used for different purposes, e.g., education and learning,
software development and open-source contribution, among others. We chose these for
two main reasons: firstly, the platform is used by both novices and experienced developers.
This guarantees a wider spectrum of programming styles, topics covered, and fields of
applications. The presence of a heterogeneous dataset helps our model to better generalise
with code from different domains, thereby reducing the risk of overfitting the training data.
Secondly, since CodeBert was trained on the CodeSearchNet dataset [36], we ensured that
the code used in our experiments had not been used for training CodeBert, making the
experimental evaluation reliable.

We have collected 518 code snippets written in Java. To generate the respective AI
versions, we have queried ChatGPT with two different sessions. In the first session, we set
the context of the model by providing the following prompt: “You are a software engineer
skilled in describing code functionality without using class, method, and variable names.
Please provide a description of the following code’s behaviour in simple terms”. For each
code snippet, we then asked: “Can you please describe what this code does without using
class, method, and variable names?”. The output of ChatGPT is a brief description of the
code’s functionalities. Since names are used as features in our model, we instruct ChatGPT
to omit them to preserve the generality of the descriptions. In the second session, we set
the ChatGPT’s context with the following prompt: “You are a software engineer skilled
in writing Java source code from functionalities’ description”. For each description of a
snippet of code, we then asked “Can you please generate a Java code according to this
description?”. ChatGPT returned a code snippet implementing the functionalities described
in the text passed as input.

By employing two distinct sessions, we ensure that ChatGPT referred to the code
passed as input for the description, and then it separately had just the description available
to generate the corresponding code. As a result, we obtained a balanced dataset consisting
of 1036 snippets of code, evenly split between those generated by an AI and those written
by a human. This dataset forms the basis of our experiments.

5. Evaluation

We evaluated the effectiveness of the EX-CODE model by testing it both on the CodeMix
dataset (see Section 4) and on Nguyen et al. dataset [10], which included 1484 code snippets,
divided into human-written (i.e., 738) and machine-generated (i.e., 746) code snippets.

https://gist.github.com/discover
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The Nguyen et al. dataset is structured into unpaired and paired snippet categories,
delineated by two distinct data collection methodologies. The unpaired category includes
code generated by ChatGPT, prompted with queries spanning a broad spectrum of program-
ming tasks (i.e., 137 snippets), alongside human-written snippets sourced from GitHub
Gist (i.e., 137 snippets). These snippets have no direct correlation, mirroring real-world
scenarios. In contrast, paired snippets exhibit a coupled structure, juxtaposing human-
written (i.e., 601 snippets) and AI-generated code (i.e., 609 snippets). Here, each code
snippet sourced from a Java programming book’s solution repository was associated with
code generated by ChatGPT, which leverages the task descriptions provided in the book
and aligns them with human-authored scripts. The real-world examples for the dataset
in [10] represent just 18% of the total number of snippets, while the remaining 82% are the
snippets from the Java programming book. This significant disproportion underscores the
predominantly quantity of code which is human-written. Conversely, the CodeMix dataset
contains 1036 snippets from Github gists, which introduce greater heterogeneity in the data.
This variety brings CodeMix data closer to the distribution of real-world data.

Our evaluation strategy takes a multi-faceted approach, considering both overall
model performance and the effectiveness of different methodological approaches. We
also conduct an in-depth analysis to enhance the model’s interpretability and reliability.
Specifically, Section 5.1 evaluates the EX-CODE model’s ability to discriminate between
machine-generated and human-written code. Section 5.2 shows the performance of different
methodological strategies (crf. Section 3.4) to identify the most effective approach for the
EX-CODE model. Section 5.3 presents an in-depth analysis to unveil the key factors
influencing EX-CODE’s classification decisions. This enhances the model’s interpretability
and reliability, aligning with the principles of XAI [14].

5.1. Overall Performance

To evaluate the performance of the EX-CODE approach in distinguishing between
human-written and AI-generated code, we assessed the model both on the Nguyen et al. [10]
and CodeMix datasets.

Table 1 presents the overall performance of EX-CODE using the Nguyen et al. dataset,
in terms of precision, recall, and F1-score. EX-CODE is effective at distinguishing between
AI-generated and human-written code, with balanced precision, recall, and F1-scores across
both categories. There is a slightly higher precision for AI-generated code (0.83) compared
to human-written code (0.76), and a higher recall for human-written code (0.86) compared
to AI-generated code (0.72). Finally, the macro and weighted averages being identical (0.80
for precision, 0.79 for recall and F1-score) depends on the fact that the two classes (AI and
human) are well balanced in the dataset.

Table 1. EX-CODE performance in discriminating between AI-generated and human-written code.
“Macro average” represents the arithmetic average, while in “Weighted average”, the values are
weighted by support. The model was trained and tested on the dataset in [10].

Label Precision Recall F1-Score Support

AI 0.83 0.72 0.77 138
Human 0.76 0.86 0.81 146

Macro average 0.80 0.79 0.79 284
Weighted average 0.80 0.79 0.79 284

Table 2 presents the overall performance of EX-CODE when using the CodeMix dataset
in terms of precision, recall, and F1-score. EX-CODE shows a strong ability to identify AI-
generated code, with a high recall (0.87), suggesting that the model is effective at detecting
AI-generated samples. There is a higher precision for human-written code (0.82) compared
to AI-generated code (0.75). Conversely, the higher recall for AI-generated code (0.87)
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compared to human-written code (0.67) suggests that the model has a slight bias towards
predicting AI-generated code.

Table 2. EX-CODE performance in distinguishing AI-generated from human-written code. The
model was trained and tested on our CodeMix dataset.

Label Precision Recall F1-Score Support

AI 0.75 0.87 0.81 111
Human 0.82 0.67 0.74 97

Macro average 0.79 0.77 0.77 208
Weighted average 0.78 0.79 0.77 208

In summary, the model is effective on both datasets, with balanced precision, recall,
and F1-scores. The macro and weighted averages are consistent, indicating stable per-
formance. These results highlight the models’ robustness and effectiveness in different
contexts, while also pointing to areas for potential improvement, particularly in balancing
precision and recall for both AI-generated and human-written code.

5.2. Probability Estimation Strategies

To assess the influence of the different probability estimation approaches detailed in
Section 3.4, we trained three distinct variants of EX-CODE, each incorporating a different
strategy: unidirectional (PAD), unidirectional (MASK), and bidirectional. The unidirec-
tional (PAD) approach replaces one token at a time with <mask> and removes downstream
tokens, reproducing the generative models’ step-by-step text generation process. In ad-
dition, the unidirectional (MASK) strategy sets <mask> as the downstream tokens. The
bidirectional approach, leveraging BERT’s bidirectional nature, replaces the <mask> one
token at a time and leaves all surrounding code unchanged.

Table 3 presents a comprehensive evaluation of these strategies in terms of weighted
precision, recall and F1-score. We trained and tested each variant on the Nguyen et al.
dataset to provide a thorough analysis of their performance. The unidirectional (PAD)
model demonstrates the highest precision, recall, and F1-score among the three variants.
This suggests that masking tokens individually and reproducing the generative models’
step-by-step text generation process is highly effective for identifying AI-generated code.
The high precision indicates that the model is effective at correctly identifying AI-generated
code without many false positives. The high recall shows that it can identify most of
the AI-generated code instances. The unidirectional (MASK) model performs the worst
among the three variants. This approach, which hides multiple tokens simultaneously but
reveals them sequentially, seems to struggle with accurately identifying AI-generated code.
The poor performance may be due to the model’s difficulty in predicting all downstream
tokens, which could adversely affect the estimation of the first <mask> token probability
distribution. The bidirectional model, leveraging BERT’s bidirectional nature, performs
better than the unidirectional (MASK) model but not as well as the unidirectional (PAD)
model. This approach, which replaces with <mask> only one token at a time while leaving
the code context unmasked, shows a balanced performance. The precision and recall are
relatively high, indicating that this model can effectively identify AI-generated code with
fewer errors compared to the unidirectional (MASK) model.

Table 3. Evaluation of the EX-CODE probability estimation strategies in terms of weighted precision,
recall, and F1-score. We train and test each strategy on the dataset in [10].

Model Precision Recall F1-Score

Unidirectional (PAD) 0.80 0.79 0.79
Unidirectional (MASK) 0.64 0.61 0.58

Bidirectional 0.73 0.70 0.69
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In summary, the unidirectional (PAD) approach appears to be the most effective strat-
egy for this task, likely because it closely mimics the generative process of AI-generated
code, allowing the model to better understand and predict the patterns. The unidirectional
(MASK) approach may be less effective due to the complexity introduced by masking
multiple tokens simultaneously, which might confuse the model and lead to less accurate
predictions. The bidirectional approach benefits from BERT’s ability to consider the con-
text from both directions, making it a stronger performer, though not as effective as the
unidirectional (PAD) approach in this specific task. These observations suggest that for
tasks involving the identification of AI-generated code, methods that closely replicate the
generative process (like unidirectional (PAD)) may offer superior performance. Based on
this evaluation, we select the unidirectional (PAD) strategy as a primary choice for our
EX-CODE approach.

5.3. Features Analysis

This section describes and evaluates the explainable aspect of the proposed EX-CODE
model. As previously discussed in Section 3.2, the model extracts four different features
from the code: (i) comments, single and multi-line; (ii) names of classes, methods and
variables; (iii) Special Tokens, as indentation elements (i.e., spaces, newlines, tabs, curly
brackets); (iv) other, instruction identifiers, numbers, strings, types, brackets, punctuation.
Each feature characterises the code, which may exhibit different traits depending on
whether it was generated by an AI model or written by a human. By analysing these
features, the model distinguishes between human-written and AI-generated code.

The logistic regression step (see Section 3.3) assigns a coefficient β f to each feature
f , which represents the contribution that the feature has to the final prediction. Given a
prediction, we are able to define the score of each feature ( f ) as:

score( f ) = (β f × value f ) + (β0/12) (4)

where β f represents the weight assigned by the logistic regressor to the feature, value f is
the actual value of the aggregated feature (see Section 3.2) and β0 is the intercept computed
by the logistic regressor. We distributed the intercept across our 12 features so that the
regressor falls on the decision boundary when all scores are zero.

We computed twelve scores, one for each aggregated feature (i.e., sum, average, and
scaled_sum for each of the four features), which were then combined to yield four final
scores corresponding to ‘Other’, ‘Special Tokens’, ‘Names’, and ‘Comments’. Finally, the
relative contribution of each score was computed as a percentage of the total. For every
prediction made by the model, we generated a plot showing the distribution of each feature
relative to the final prediction, distinguishing contributions in favour of AI-generated from
contributions in favour of human-written. Positive values indicate features associated with
human traits, while negative values indicate features associated with AI traits. Additionally,
the plot displays the model’s probability for both AI and human-written code.

Figure 2 illustrates the plot for the code provided in Listing 1. This AI-generated code
was correctly classified as such, with a probability of 81.45%. The key features influencing
this classification were ‘Names’ and ‘Comments’, both of which have notable negative
(towards AI-generated) contributions to the overall prediction, with scores of −0.32 and
−0.35, respectively. Upon closer inspection of Listing 1, we see that the only comment in
the code is “Getters and setters”. This comment was identified as AI-generated, which
is consistent with how LLMs typically produce comments. In this case, the comment
seems to serve only as an introduction to the functions, without providing any meaningful
detail. Interestingly, while the ‘Names’ and ‘Comments’ features strongly indicate AI
characteristics, the ‘Special Tokens’ feature lean toward more human-like traits. This is
likely due to how the AI handles spaces and indentation. The patterns of spacing, tabbing,
and overall formatting in this case resemble code written by a human developer, suggesting
that although the content reflects AI generation, the structural formatting mimics human
coding practices.
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Figure 2. Contribution of each feature for the prediction of an AI-generated code (where ST represents
Special Tokens). The analysed file is shown in Listing 1. The estimated probability that the code is
AI-generated is 81.45%, whereas the probability that the code is written by human is 18.55%.

Listing 1. An extract of the AI-generated code that the model has correctly classified as AI.

public PersonData(int id, String name , String email) {
this.id = id;
this.name = name;
this.email = email;

}

// Getters and setters
public int getId() {

return id;
}

Figure 3 shows the plot for the code in Listing 2, which was written by a human. The
model correctly classified the code as human-written, with a high probability (96.39%).
The most influential feature in this prediction is the ‘Special Tokens’ (ST) feature, with a
positive contribution of 0.66, indicating that the patterns of spaces, newlines, and other
formatting elements are characteristic of human-written code. The only feature with a
negative score is ‘Names’, though its contribution is minor, having a value of −0.13. Upon
examining the code in Listing 2, the formatting and indentation reflect a human coding
style, as human-written code tends to be more compact, with consistent use of indentation
and less reliance on excessive whitespace between lines. Instead, AI models often insert
more whitespace to make the code visually cleaner, following a more rigid, template-like
structure. Human developers, however, frequently follow conventions that are shaped
by practical experience and efficiency, leading to code that may appear more condensed.
Additionally, the use of parentheses and indentation within the code suggests a more
organic and intuitive structure, which is typical of human-written code. This differs from
AI-generated code, where indentation is often applied in a more formulaic manner. Another
key difference is the nature of the comments. In human-written code, comments are often
more nuanced and context-dependent. As observed in Listing 2, the comments require
a deeper understanding of the code’s purpose and context to fully grasp its meaning.
In contrast, AI-generated comments are usually more straightforward and functional,
often describing the code at a surface level without providing deeper insights. Instead,
human developers often write comments that assume a certain level of familiarity with the
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surrounding code or the broader project, making them less explicit but more integrated
into the development process.

Figure 3. The weight of each feature for the prediction of human-written code (where ST represents
Special Tokens). The analysed file is listed in Listing 2. The probability that the code is written by
human is 96.39%, whereas the probability that the code is generated by an AI model is 3.61%.

Listing 2. An extract of the human-written code that the model has correctly classified as human.

static void dangerous(List <String >... stringLists) {
List <Integer > intList = List.of(42);
Object [] objects = stringLists;
objects [0] = intList; // Heap pollution occurs
String s = stringLists [0]. get(0); // ClassCastException

}

6. Discussion

EX-CODE interpretability goes beyond simple feature analysis, extending to iden-
tifying key factors that drive predictions during inference. The model categorises code
elements, highlights the most significant ones, and transparently attributes them to AI or
human origin. This process enhances explainability, enabling users to gain a deeper grasp
of the model’s rationale behind its predictions.

In our analysis, we scrutinise the factors that influence EX-CODE’s decision-making,
focusing on four primary categories: Comments, Names, Special Tokens, and Others.
Among these, comments stand out as the most telling feature for distinguishing human-
written from AI-generated code. This distinction points to a notable divergence in how
comments are handled by humans versus AI systems. Through qualitative analysis, we
found that human-written comments tend to be more comprehensive, providing structured,
detailed explanations in natural language. These comments often serve as guides, explain-
ing the purpose of the code, assumptions made, and other critical details. In contrast,
AI-generated comments frequently serve as placeholders. They often provide only surface-
level descriptions, summarising what the code does without offering deeper insights into
the logic or design choices. The result is that AI-written code, while functional, may lack
the contextual richness found in human-authored comments.

Additionally, the way the model interprets naming conventions reveals interesting
patterns. AI systems generally prefer simple, unambiguous names that prioritise clarity,
avoiding any creative or domain-specific nuances that human developers might employ.
Humans, by contrast, often choose more personalised or contextual names that reflect
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their understanding of the problem domain. This highlights a subtle difference: while AI
seeks clarity and directness, human developers balance functional clarity with creativity,
potentially drawing on domain knowledge or personal coding habits.

EX-CODE’s interpretability not only reveals the key features behind its predictions but
also highlights broader patterns in the nature of AI versus human-written code, particularly
in the use of comments and naming conventions. This depth of analysis fosters a deeper
understanding of how different coding approaches influence model outcomes, reinforcing
the explainability of EX-CODE.

Validity Treats

This work introduces a robust and explainable model to distinguish between human-
written and AI-generated code. However, several considerations must be addressed to
ensure the approach’s effectiveness.

Firstly, the dataset labelling is inherently accurate since we know its origin beforehand.
For code hosted on GitHub, there is a possibility that ChatGPT may have encountered
it before. Nevertheless, this does not necessarily bias our study, as ChatGPT generates
code rather than retrieving specific snippets, incorporating its unique and recognisable
elements such as imports, formatting, and other code-style features. Additionally, we
experimented with various prompts, both with and without prior context, to generate code
that resembles what a novice programmer might produce. Despite these efforts, there
may still be more sophisticated methods to circumvent the proposed approach behind
EX-CODE. For example, advanced prompt engineering or the use of different AI models
could potentially bypass the detection mechanisms we have in place.

Secondly, the findings of this paper may apply only to the datasets used. We diversified
the data by collecting them from different sources to simulate real-world scenarios. This
included code from various repositories and different types of projects to ensure a broad
representation. In our evaluation, we focused on method definitions rather than entire
software projects, which allowed us to isolate specific coding styles and patterns. Although
CodeBERT imposes a limit of 500 tokens, this limit did not impact the size of the code
snippet given as input, as we focused on methods, and additionally, we employed a sliding
window. With proper training, EX-CODE can be adapted to function at the project level,
analysing entire codebases for AI-generated content. By employing a sliding window
having a size of 500 tokens on the code, we can input significantly longer code to the
model without altering our methodology. Moreover, we could employ the above approach
for each method, then aggregate the scores collected and give a final result for the whole
code. Finally, to avoid introducing additional variables, we focused on Java code. Other
programming languages could be investigated as CodeBERT supports several of them. In
this case, while the whole approach remains unchanged, a specific parser for each language
would be needed.

Lastly, in this study, the LLM behind AI-generated code was ChatGPT. A direction for
future research would be to test EX-CODE with code generated by other LLMs. This would
involve analysing whether the findings of this study apply to code produced by different
LLMs. By doing so, we could assess the generalisability and robustness of EX-CODE across
various AI-generated code sources, potentially uncovering new insights and enhancing the
model’s effectiveness in diverse coding environments.

7. Conclusions

This work introduced EX-CODE, a robust and explainable model for detecting AI-
generated code. EX-CODE leverages the probabilities that CodeBERT provides for a
missing token in a given context to identify patterns that distinguish human-written from
AI-generated code. Therefore, EX-CODE relies on the statistical properties of text (and
programming code) to accurately classify code snippets. By adhering to the principles of
explainable AI, EX-CODE provides accurate classifications for a given snippet and offers
transparency in its classification goal, as it tells which feature has contributed more to the
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outcome. This transparency is crucial for fostering its adoption among users in various
critical domains.

Our comprehensive assessment of EX-CODE, using the novel CodeMix dataset,
demonstrated its effectiveness and robustness. The insights gained from this research
contribute to the broader field of AI code detection, highlighting the importance of explain-
ability and the need for reliable datasets that reflect real-world scenarios.
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