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Abstract: To address the limitations of existing methods of short‑text entity disambiguation, specif‑
ically in terms of their insufficient feature extraction and reliance on massive training samples, we
propose an entity disambiguation model called COLBERT, which fuses LDA‑based topic features
and BERT‑based semantic features, as well as using contrastive learning, to enhance the disambigua‑
tion process. Experiments on a publicly available Chinese short‑text entity disambiguation dataset
show that the proposed model achieves an F1‑score of 84.0%, which outperforms the benchmark
method by 0.6%. Moreover, our model achieves an F1‑score of 74.5% with a limited number of train‑
ing samples, which is 2.8% higher than the benchmark method. These results demonstrate that our
model achieves better effectiveness and robustness and can reduce the burden of data annotation as
well as training costs.

Keywords: short text; entity disambiguation; topic model; pre‑trained model; feature fusion;
contrastive learning

1. Introduction
Entity disambiguation is a prominent task in the field of Natural Language Processing

(NLP), operating at the lexical semantic level. Its objective is to identify key entities within
unstructured texts and determine their accurate meanings based on contextual cues; for
example, the term “apple” can refer to a company or a fruit in different contexts. Entity
disambiguation plays a crucial supporting role in higher‑level NLP tasks such as sentiment
analysis [1], event extraction [2], and knowledge graph construction [3].

In recent years, the rapid growth of the Internet, along with the emergence of social
and online platforms, has empowered individuals to produce online content anywhere,
anytime. This has resulted in an exponential surge in online texts, particularly short (fewer
than 100 words) and non‑standard texts, such as “the apple press conference is about to
be held”, prevalent on platforms like Twitter and Weibo. These short texts have become
a vehicle for diverse information and viewpoints that are rapidly disseminated across the
Internet.

The proliferation of short texts on the Internet presents significant challenges for the
entity disambiguation task. Existing entity disambiguation methods primarily focus on
medium or long texts that contain enough information to easily distinguish entity men‑
tions [4–9], making it more challenging to extract semantic information from short texts
due to the reduced number of words and an increase in colloquial expressions. Conse‑
quently, these methods struggle to effectively capture text features in short‑text scenarios,
resulting in a substantial decline in disambiguation performance. Additionally, current en‑
tity disambiguation approaches, especially for short‑text disambiguation [10,11], heavily
rely on a large volume of training samples to ensuremodel generalization and disambigua‑
tion effectiveness. However, acquiring sufficient data and conducting model training for
various tasks can be costly in real‑world applications. Therefore, it is imperative to address
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the pressing issues of extracting better text representations, reducing the reliance of entity
disambiguation models on training samples, and enhancing model robustness to improve
short‑text disambiguation in scenarios with limited training data.

To address the aforementioned challenges, we propose COLBERT, which stands for
combining Contrastive Learning with LDA and BERT for short‑text entity disambiguation.
COLBERT leverages the prevalent entity‑linking‑based disambiguation approach, where
mentions of ambiguous entities are mapped to referent entities in an external knowledge
base by matching algorithms [12]. The proposed method involves transforming the en‑
tity disambiguation task into a classification task by combining short texts with descrip‑
tions of referent entities from the knowledge base. Topic features and semantic features
are extracted by the LDA and BERT models, respectively, and are fused to obtain com‑
prehensive text representations. Furthermore, to further enhance the model’s robustness
and performance with limited samples, contrastive learning is introduced to improve the
quality of text representations during training. The resulting text representations are then
input into the classification layer for the matching decision, thereby completing the entity
disambiguation task.

Experimental results on a publicly available Chinese dataset for short‑text entity dis‑
ambiguation demonstrate the effectiveness of the proposed method. The contributions of
this paper are as follows:
(1) An end‑to‑end entity disambiguation training framework is proposed that combines

topic and semantic features to address the issue of insufficient information extraction
in short‑text entity disambiguation tasks;

(2) Contrastive learning methods are introduced to the entity disambiguation task to
further enhance text representation quality, improve performance in scenarios with
limited training samples, and reduce the annotation workload and training costs;

(3) The model proposed in this paper demonstrates superior performance, with a 0.6%
improvement in the F1‑score on a full training set, and robustness, with a 2.8% im‑
provement on a small training set, compared to the benchmark method, offering a
novel approach to addressing short‑text entity disambiguation tasks.

2. Related Work
The existing entity disambiguation methods are generally divided into three types:

unsupervised‑learning‑based, supervised‑learning‑based, and graph‑based collaborative
disambiguation methods.

Unsupervised‑learning‑based entity disambiguation methods often employ vector
space models (VSMs) [4], which represent text as a bag of words and establish context
models for entity mentions and candidate entities. These models utilize vector representa‑
tions of words, concepts, categories, etc., to measure similarity and select the most suitable
entity to accomplish the goal of entity disambiguation. Fleischman et al. [5] utilized the
maximumentropymodel to calculate the probability ofmapping twomentions to the same
entity and then employed a bottom‑up hierarchical clustering algorithm to disambiguate
entity mentions. Pedersen et al. [6] constructed a co‑occurrence matrix of entities, applied
singular value decomposition to reduce dimensionality, and used repeated dichotomy to
disambiguate entities.

Supervised learning methods for entity disambiguation typically frame the task as a
classification task in which the input samples for the entity disambiguation model consist
of an entity mention and its corresponding entities. These samples are then trained using
machine learning or deep learning models to address entity ambiguity. Pilz et al. [7] em‑
ployed the LDA topic model to extract the topic distribution of the entity mentions and the
reference entities, calculating the distance between their topic distributions, then utilized
the SVM model to construct a binary classifier. He et al. [8] proposed a deep neural net‑
work method for entity disambiguation that accomplishes the task by stacking automatic
noise reduction encoders. Sun et al. [9] developed a Convolutional Neural Network (CNN)
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to encode the context of the entity mention and the candidate entities and then applied an
additional position vector as auxiliary information.

The graph‑based collaborative disambiguation methods apply graph models to cap‑
ture dependencies among multiple entity mentions in texts [13], transforming the disam‑
biguation task into a graph optimization problem, where nodes represent combinations
of entity mentions and corresponding entities, and edges represent relationships between
entities. The distance between two entities is calculated by some specific algorithms to de‑
termine themost suitable candidate entity. Minkov et al. [14] constructed an email network
incorporating text content and a social network and then employed a re‑sorting algorithm
based on the graphwalk similarity to accomplish the disambiguation task. Zhang et al. [15]
proposed an entity disambiguation method that leverages link information from a collab‑
orative network to aid the disambiguation process through candidate entity correlations.
To address the sparsity issue in entity relation graphs, Phan et al. [16] iteratively selected
pairs of entities with the highest confidence to discriminate between them at each step and
used the weight of the minimum spanning tree to measure the consistency between the
two entities.

Moreover, the development of extensive knowledge repositories such as Wikipedia
andWordNet presents novel prospects for knowledge‑driven approaches to solving entity
disambiguation tasks with the help of their extensive semantic information. Han et al. [17]
introduced a knowledge‑based method named Structural Semantic Relatedness (SSR),
which enhances the named entity disambiguation process by capturing and leveraging
the structural semantic knowledge presented in multiple knowledge sources. Bouarroudj
et al. [18] proposedWeLink, an entity recognitionmethod based onWordNet for Question‑
Answering Systems that identifies distinct entities along with their types and contexts.
Lommatzsch et al. [19] conducted an evaluation of various similarity measures and algo‑
rithms for extracting data to perform named entity disambiguation based on both German
and English document corpora.

In recent years, scholars have also made extensive efforts to facilitate the task of short‑
text entity disambiguation. Zhang et al. [10] utilized features similar to those of twin net‑
works to deeply analyze semantic relationships in texts and fully utilized the feature in‑
formation of the texts to be disambiguated. Shi et al. [11] combined multiple embedding
representations for entity linking in Chinese short texts to improve the performance of
entity linking.

Existing entity disambiguation methods exhibit distinct characteristics and advan‑
tages in addressing entity disambiguation tasks, leading to significant contributions. How‑
ever, these methods either are poor in fully extracting features from texts or heavily rely
on extensive training data, so they have poor robustness. Consequently, their performance
diminishes when confronted with short‑text disambiguation tasks or insufficient training
samples. Therefore, the development of a robust short‑text entity disambiguation model
has emerged as a crucial objective.

3. Method
To address the issues of inadequate feature extraction and poor robustness in short‑

text entity disambiguation, we propose a model based on feature fusion and contrastive
learning called COLBERT. Our approach tackles the entity disambiguation task through
entity linking. The task can be defined as follows: given a set of short texts, denoted by
T, containing ambiguous entity mentions, and an external knowledge base, denoted by K,
comprising a vast number of entity descriptions, our objective is to accurately link all entity
mentions in T to their corresponding entity descriptions in K, thus completing the entity
disambiguation task, as shown in Figure 1.
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Figure 1. The format of entity linking, using “apple” as an example.

The proposedmodel is depicted in Figure 2. Initially, we combine the short texts with
the corresponding candidate entity descriptions from the knowledge base to create a binary
classification task. For example, we can combine the short text “Li Hua bought a delicious
apple yesterday”with the target entity description “Apple: a fruit of the apple genus in the
Rosaceae family” to build a positive sample, and with another entity description, “Apple:
Apple Inc. an electronic technology company in the United States”, to build a negative
sample. The input to the model consists of Context_m(A), which represents the m‑th short
text to be disambiguated with entity mention A, and EntiDes_M(A), which denotes the
M‑th description for entity A. Our model comprises five modules: the LDA model for
topic feature extraction, the BERT model for semantic feature extraction, feature fusion,
contrastive learning during training, and the classification layer.
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The objective of the model is to determine whether the entity mention in the input
short text matches the referent entity description, thereby linking the entity mention to the
corresponding entity and completing the entity disambiguation task.

In the LDA_BERT module, each {short text, entity description} combination sample
undergoes separate processing by the LDA model and BERT model to obtain vectors of
topic features and semantic features, respectively. The two vectors are then mapped to the
same dimension through a fully connected layer and summed together, resulting in a text
representation that incorporates both topic and semantic information. The fusion vector
is obtained by element‑wise product of the text representations of the short text and the
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entity description. The classification layer, named Class, determines the disambiguation
result based on this fusion vector.

Meanwhile, our model incorporates contrastive learning during the training process.
We construct a contrastive loss based on the sample labels (i.e., match or not) andweigh the
contrastive loss and classification loss to form a joint loss. The contrastive learning training
process and the classification task learning process are carried out in coordination, facili‑
tating parameter updates for the pre‑trained BERT model and other layers. This means
our model implements a complete “End‑to‑End” training process.

3.1. Feature Extraction
Feature extraction involves transforming an original text or document into a low‑

dimensional vector representation through which we can obtain fixed‑length feature vec‑
tors by extracting features from entity descriptions and short texts. The task of entity dis‑
ambiguation is then accomplished by calculating the similarity of these two vectors using
a specific similarity algorithm. However, in practical applications, the effectiveness of fea‑
ture extraction can be influenced by various factors, such as the feature extraction model
and the semantic distribution of the corpus. In the context of short‑text entity disambigua‑
tion, a single‑feature extraction method often fails to yield satisfactory results.

To address this limitation and extract text information more comprehensively, we
leverage both the LDAmodel and BERTmodel to extract topic and semantic features from
texts, respectively. The fusion of these two feature extraction approaches enhances the ef‑
fectiveness of short‑text entity disambiguation. By combining the strengths of these mod‑
els, we can capture information within the text more comprehensively, thereby improving
the performance of the entity disambiguation task.

3.1.1. Topic Feature Extraction
The LDA (Latent Dirichlet Allocation) model [20] is a well‑established and influential

topic model in Natural Language Processing (NLP). It operates as a generative Bayesian
probability model with a hierarchical structure encompassing words, topics, and the cor‑
pus. Researchers can train the LDA model on a specific corpus and utilize it to obtain
the probability distribution of a new text across various topics, thereby representing the
document or sentence as a topic vector.

In addition to the LDAmodel, other renowned topicmodels, such as theNon‑Negative
Matrix Factorization (NMF) model, have gained prominence. The LDA model, being ex‑
tensively applied in various natural language tasks [21], particularly in short‑text tasks [22],
holds significance inNLP. Additionally, numerous studies have employed the LDAmodel
for entity disambiguation tasks [23,24]. Hence, in this paper, we employ the LDA model
not only due to its proven effectiveness in extracting topic features in numerous studies but
also for the convenience of comparing it with existing methods for entity disambiguation.

Upon analyzing the nature of the entity disambiguation task, we observe that differ‑
ent interpretations of ambiguous entities often exhibit distinct topic distributions. Con‑
sequently, we employ the LDA model to extract topic features from the texts, aiming to
enhance the quality of text representations.

Considering that we accomplish the entity disambiguation task through entity link‑
ing, the external knowledge base K assumes a critical role in determining the precise in‑
terpretation of entities within short texts. Therefore, to ensure the model’s scalability in
practical applications, we employed the entity description texts from the external knowl‑
edge base K as the training corpus for the LDA model. We trained the LDA model on the
corpus after performing word segmentation and removing stop words. Subsequently, we
utilized this model to obtain the topic feature vectors for both the entity descriptions and
the short texts requiring disambiguation, as depicted in Figure 3. This approach allows us
to fully leverage the information within the external knowledge base, thereby enhancing
the model’s performance and applicability.
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represent the topic vectors of the entity description texts from K, and the red ones represent the
topic vectors of the short texts from T.

3.1.2. Semantic Feature Extraction
The BERT (Bidirectional Encoder Representation from Transformers) model [25] is a

renowned pre‑trained model built on the transformer architecture [26]. It has introduced
the pre‑training + fine‑tuning paradigm, which has become a prominent approach in NLP.
Through pre‑training tasks like Masked Language Modeling (MLM) and Next Sentence
Prediction (NSP) on extensive corpora, BERT demonstrates exceptional semantic under‑
standing capabilities. Consequently, it can be effectively applied in downstream tasks to
obtain high‑quality semantic feature representations of texts.

In our study, we employed the BERT‑base‑Chinese (https://huggingface.co/bert‑base‑
chinese, accessed on 1 October 2023) model to extract semantic features from both short
texts and entity descriptions in the knowledge base, as depicted in Figure 4. To comprehen‑
sively capture the semantic information within the texts, we pool the embedded vectors
of all tokens from the output of the final layer of the BERT model. This process generates
feature vectors capable of representing the global semantic information of the texts. This
method effectively captures the overall semantic representations of the texts.
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number of words and informal language usage; meanwhile, they also contain extraneous
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information and unrelatedwords, which further complicates the task of entity disambigua‑
tion. These issues make it challenging for a single‑feature extraction method to capture
sufficient information to accomplish the task effectively.

Previous studies have shown that the fusion of topic features and semantic features
can improve the performance of NLP models, such as text classification models [27]. To
enhance the performance of entity disambiguation in short texts, we apply the integra‑
tion of the topic feature and semantic feature. By fusing these two features, we obtain
the final feature representations for both the short‑text disambiguation and the referent
entity description. This fusion process improves the quality of text representations. Sub‑
sequently, based on this feature vector, we determine whether the entity mentioned in the
text matches the referent entity. Experimental results demonstrate that this feature fusion
method effectively enhances the performance of the model.

Figure 5 illustrates the extraction of a topic feature vector (t_vector) and a semantic
feature vector (s_vector) using the LDA model and the BERT model, respectively. The
two vectors then undergo two linear layer transformations to ensure they share the same
dimension and are added together after these transformations, resulting in the final fusion
feature vector (m_vector) with a manually set dimension (m).
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Figure 5. Feature fusion.

Meanwhile, we have formulated the task of entity disambiguation as a binary classi‑
fication problem. The objective of our model is to determine whether the entity mention
requiring disambiguation should be linked to a specific referent entity description. To
achieve this, we constructed a positive sample by combining one short text with its target
entity description and several negative samples by combining it with other referent entity
descriptions. This transformation enabled us to convert the disambiguation task into a
classification task.

In the feed‑forward process of the model, the text requiring disambiguation and the
corresponding entity descriptions undergo separate processing by the LDA_BERTmodule.
The resulting fusion feature vectors obtained from the LDA_BERT module represent the
two texts. The element‑wise product of the vectors produces a measure vector, which
quantifies the similarity between the two. Finally, the measure vector is passed through
the classification layer to obtain the ultimate classification result, indicating whether there
is a match or mismatch, as shown in Figure 6.
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The cross‑entropy loss function is used to calculate the loss of the classification process
for updating the model’s parameters, as shown in Equation (1).

lclas = −Et,k,y∼Pdata
log [p(ŷ = y|t, k, y ∈ (0, 1))] (1)

where t is the short text to be disambiguated, k is the entity description from the knowledge
base, and y is the label of the sample, whose value is 0 (mismatched) or 1 (matched).

3.3. Contrastive Learning
Contrastive learning [28] is a self‑supervised learning method designed to enhance

a model’s performance on specific tasks by enabling it to learn improved data representa‑
tions. In the semantic space, contrastive learning aims to enhance text embedding represen‑
tations by grouping semantically similar textswhile separating dissimilar ones, as depicted
in Figure 7. The distance between embeddings can be computed using cosine similarity or
the Euclidean distance. Previous studies [29] have demonstrated that contrastive learning
can effectively enhance the performance of classification models, particularly in scenarios
involving few‑shot learning.
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Given the real‑world challenges of limited annotated samples, high annotation costs,
and expensive model training associated with entity disambiguation, this study aimed to
enhance themodel’s performance given insufficient training samples through the adoption
of contrastive learning.

Specifically, we have transformed the entity disambiguation task into a binary classi‑
fication problem, as described in Section 3.2. To enable effective discrimination between
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different categories in the classification layer, it is crucial for the feature extraction module
to acquire robust feature representations in the vector space; this entails ensuring that sam‑
ple features from different categories exhibit clear distinguishability in the vector space.
To achieve this target, we introduced the contrastive learning training method after the
LDA_BERT module. During training, for each sample in a batch, we randomly selected
another sample belonging to the same category as a positive instance while treating the
remaining samples in the batch as negative instances. The objective of contrastive learning
is to minimize the distance between representations of samples from the same category
and maximize the separation between samples from different categories. The contrastive
loss function, as depicted in Equation (2), encapsulates this design.

lcon =
1
N

N

∑
i=1

−log
esim(hi ,h

+
i )/τ

∑N
j=1,hj ̸=h+i

esim(hi ,hj)/τ
(2)

where N is batch_ Size, h is the feature extracted from the text by the LDA_BERT module,
h+i is a positive instance of hi, and sim(x, y) indicates cosine similarity, i.e., xTy

∥x∥∥y∥ .

3.4. Training Process
We employ the LDAmodel to extract topic features from texts. To obtain the core key‑

words and topic probabilities, the LDAmodel requires fitting on a specific corpus. In order
to ensure practical scalability, we utilized the entity description texts from the knowledge
base as the training corpus for the LDA model.

During the fitting process of the LDAmodel, the crucial parameter that requires man‑
ual configuration is the number of topics. To achieve a well‑performing model, we em‑
ployed two evaluation metrics, namely, confusion and consistency [30], to determine the
optimal number of topics. Our objective is to identify the number of topics that minimizes
confusion and maximizes consistency. Figure 8 illustrates the confusion and consistency
of the LDA model fitted under various numbers of topics, facilitating the selection of the
optimal number.
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To ensure both the “end‑to‑end” process of the neural network modules and the
model’s robustness, we integrated the contrastive learning and classification training pro‑
cesses. This integration involves combining the contrastive loss and classification loss into
a weighted sum, which serves as the final joint loss function, as shown in Equation (3).

lall = αlclas + (1 − α)lcon (3)

where α is a weight parameter with a value ranging from 0 to 1.

4. Experiment and Analysis
4.1. Dataset

We used the public Chinese short‑text entity disambiguation dataset named DUEL2
(https://www.luge.ai/#/luge/dataDetail?id=24, accessed on 26 September 2023) for exper‑
iments, which consists of two main components: short texts containing entity mentions
slated for disambiguation and the associated knowledge base consisting of entity descrip‑
tions. The short texts are predominantly sourced from various resources, including Inter‑
net search queries, blogs, dialogues, and titles. Meanwhile, the knowledge base is derived
from Baidu Encyclopedia (https://baike.baidu.com, accessed on 26 September 2023). No‑
tably, all samples have undergone manual labeling.

The DUEL2 dataset comprises approximately 70,000 training samples, 10,000 valida‑
tion samples, and 10,000 test samples. Furthermore, the knowledge base encompasses
324,000 entities. On average, a short text in the dataset contains 16.7 entity mentions, while
an entity in the knowledge base possesses an average of 8.71 descriptions. Specific samples
are provided in Table 1. Due to the limitations in computing resources and time cost, we
randomly sampled 3000 validation set samples and 3000 test set samples from the original
dataset for experiments. At the same time, 10,000 training set samples were sampled as
the full training set scenario (with far more training samples than testing samples), and
3000 and 1000 training set samples were sampled as two small training set scenarios (with
no more training samples than the testing samples) for experiments.

Table 1. Samples from experimental data.

Short texts

Chinese text
{“text_id”: “1”, “text”: “小品�战狼故事�中,吴京突破重重障碍解救爱人,
深情告白太感人”, “mention_data”: [{“kb_id”: “159056”, “mention”: “吴京”,
“offset”: “10”}]}

English translation

{“text_id”: “1”, “text”: “In the skit” Wolf Warrior Story “, Wu Jing breaks
through numerous obstacles to rescue his lover, and his heartfelt confession
is too touching.” “mention_data”: [{“kb_id”: “159056”, “mention”: “Wu
Jing”, “offset”: “10”}]}

Knowledge base

Chinese text

{“alias”: [], “subject_id”: “27429”, “data”: [{“predicate”: “摘要”, “object”:
“�心魔�是由张明师/张超南作词,朱兴明作曲,张雅静演唱的歌曲,
发行于2017年11月◦”}, {“predicate”: “义项描述”, “object”:
“张雅静演唱的歌曲”}], “type”: “Work”, “subject”: “心魔”}

English translation

{“alias”: [], “subject_id”: “27429”, “data”: [{“predict”: “abstract”, “object”:
“Heart Demon” is a song written by Zhang Mingshi/Zhang Chaonan,
composed by Zhu Xingming, and sung by Zhang Yajing. It was released in
November 2017. “}, {“predict”: “meaning description”, “object”: “Song sung
by Zhang Yajing”}, “type”: “Work”, “subject”: “Heart Demon”}

To align with the proposed model in this study, we conducted the following prepro‑
cessing of the dataset:
(1) For short texts containing multiple entities, we rebuilt individual samples by pairing

each entitymentionwith the corresponding short text so that each sample is designed
to disambiguate only one specific entity mention.

https://www.luge.ai/#/luge/dataDetail?id=24
https://baike.baidu.com
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(2) We extracted and consolidated the structured entity information from the knowledge
base, condensing it into a single text entity description. This consolidation facilitates
the calculation of feature vectors.

(3) We combine the short texts to be disambiguated with their corresponding entity de‑
scriptions from the knowledge base, generating samples in the format of {short text,
entity description} pairs.

4.2. Evaluation
We use Precision (P), Recall (R), and F1‑score (F1) as the evaluation metrics of the

models, as shown in Equations (4)–(6).

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(6)

where TP represents the number of entity links correctly predicted by the model, FP repre‑
sents the number of entity links incorrectly predicted by the model, and FN represents the
number of entity links not detected by the model. The values of the three metrics range
from 0 to 1. The larger the values, the better the effect of the models.

4.3. Experimental Environment and Parameter Settings
The experimental environment configuration in this work is shown in Table 2.

Table 2. Experimental environment.

Experimental Environment Environment Configuration

Operating system Ubuntu 20.04.6 LTS
CPU Intel (R) Xeon (R) gold 6130 h
GPU NVIDIA geforce RTX 3090 × 1

Memory 128 G
Python 3.8.11

The model parameters in this paper are shown in Table 3.

Table 3. Model parameters.

Parameter Parameter Value

Topic num of LDA 43
Dim of m_vector 128

Epoch 3
Batch Size 128

Learning rate of BERT 5 × 10−5
Learning rate of other nets 1 × 10−3

Max sequence length of short texts 64
Max sequence length of entity descriptions 256

Optimizer Adam
α of lall 0.9

4.4. Results
We employed twowidely used text feature extractionmethods for NLP tasks, namely,

BERT‑CNN [31,32] and BERT‑BiLSTM [33,34], alongwith the CHOLANmodel [35], which
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has achieved state‑of‑the‑art (SOTA) results in the entity disambiguation task, as bench‑
mark methods in this paper. To evaluate the impact of different feature extraction meth‑
ods on the model’s performance, we applied the same training framework to BERT‑CNN
and BERT‑BiLSTM for the entity disambiguation task. Specifically, these methods are em‑
ployed to extract feature vectors from the short texts to be disambiguated and the entity
descriptions, respectively. The entity disambiguation task is then accomplished by calcu‑
lating the similarity between the two vectors using the element‑wise product and a classi‑
fication layer.

To assess the model’s robustness and its performance with varying training samples,
we randomly selected 10,000, 3000, and 1000 samples from the training dataset for model
training. We evaluated the model’s effectiveness on a separate test set containing 3000 test
samples. To ensure that the experimental results are reliable and that the distribution of
the experimental data is as close as possible to that of the original data, each group of ex‑
periments for a certain training set employed different random seeds for three random
sampling experiments on the original training set. The mean values of the evaluation met‑
rics were computed as the final results. Table 4 presents the experimental results for each
benchmark method, as well as the proposed COLBERT model proposed in this paper.

Table 4. Experimental results (%). The↓ symbol with a percentage in parentheses refers to the degree
of decrease in performance relative to the full training set (10,000 training samples), and the values
in bold refer to the optimal results under the same conditions.

Model
10,000 Training Samples 3000 Training Samples 1000 Training Samples

P R F1 P R F1 P R F1
BERT‑BiLSTM 84.3 77.3 80.6 72.6 85.6 78.6 (↓2.5%) 61.9 71.8 66.5 (↓17.5%)
BERT‑CNN 83.1 80.6 81.8 84.4 63.8 72.7 (↓11.1%) 73.9 65.8 69.6 (↓14.9%)
CHOLAN 82.2 84.6 83.4 77.2 80.9 79.0 (↓5.3%) 69.9 73.7 71.7 (↓14.0%)

Our COLBERT 84.6 83.4 84.0 76.0 83.9 79.8 (↓5%) 74.8 74.3 74.5 (↓11.3%)

4.4.1. Full Training Set
Through a comparative analysis of the results obtained from BERT‑BiLSTM, BERT‑

CNN, and COLBERT, it is evident that the model proposed in this paper outperforms
the traditional text feature extraction and enhancement methods. Notably, the proposed
model achieves notable increases in the F1‑score of 3.4% and 2.2%, respectively, compared
to BERT‑BiLSTM and BERT‑CNN. This demonstrates that although CNN and BiLSTM can
enhance the semantic features extracted by the BERT model, they are still constrained to a
single semantic feature, thereby exhibiting a significant gap when compared to the COL‑
BERT model presented in this paper.

Furthermore, the Precision and Recall of COLBERT are also elevated, indicating a
reduced likelihood of missing correct entity links and misjudging incorrect entity links
for the entity disambiguation task. This further validates that the multi‑feature fusion ap‑
proach can extract more comprehensive text information compared to the single‑feature
enhancement method, resulting in superior performance in entity disambiguation tasks.

Moreover, when compared to the CHOLAN model, the proposed method in this pa‑
per also demonstrates an improvement, with a 0.6% increase in the F1‑score. This confirms
the superiority of the approach introduced in this paper.

4.4.2. Small Training Set
Based on the findings presented in Table 4, it is evident that the performance of each

model declines as the amount of training data decreases. However, the impact on different
models varies, indicating differences in their robustness. Compared to the effectiveness
attained with 10,000 training samples, the F1‑scores of BERT‑BiLSTM, BERT‑CNN, and
CHOLAN decreased by 2.5%, 11.1%, and 5.3%, respectively, when the number of training
samples was reduced to 3000. Moreover, with a further reduction to 1000 training sam‑
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ples, their F1‑scores decreased by 17.5%, 14.9%, and 14.0%, respectively. Notably, while
BERT‑BiLSTM exhibits the smallest decrease in effectiveness with 3000 training samples, it
demonstrates themost significant decline when the number of training samples is reduced
to 1000, indicating relatively poor robustness.

In contrast, the proposed COLBERT model exhibits the best performance in terms
of mitigating the decline in average effectiveness. The decline ratios of its F1‑score are
merely 5% and 11.3%, respectively. The proposed method in this paper exhibits a signif‑
icantly smaller decrease in comparison to the benchmark methods. This observation sug‑
gests that the proposedmethod is less sensitive to variations in the training sample size, as
the reduction in training samples has less of an impact on its performance. These results
signify that the COLBERT model possesses better robustness. Consequently, in scenarios
with limited training samples, the model introduced in this paper can enhance the effec‑
tiveness of entity disambiguation tasks. As a result, it holds the potential to alleviate the
high costs associated with annotation and model training in practical applications.

4.5. Discussion
4.5.1. Effectiveness of Feature Fusion

In order to analyze the contribution of feature fusion in the COLBERT model to the
entity disambiguation task, ablation experiments were applied, and the results are shown
in Table 5.

Table 5. Results of ablation experiments (%). The values in bold refer to the optimal results under
the same conditions.

Model
10,000 Training Samples 3000 Training Samples 1000 Training Samples

P R F1 P R F1 P R F1
COLBERT 84.6 83.4 84.0 76.0 83.9 79.8 74.8 74.3 74.5
‑LDA 82.1 85.8 83.9 71.5 88.5 79.1 69.0 80.2 74.1
‑BERT 60.1 68.3 64.0 56.2 65.1 60.3 50.3 60.8 55.1

Table 5 illustrates the entity disambiguation performance of the COLBERT model
when topic features or semantic features are excluded. The findings indicate that both
thematic and semantic features contribute to the effectiveness of entity disambiguation
tasks, and the removal of either feature type diminishes the disambiguation effect. No‑
tably, the absence of topic features leads to a slight decrease inmodel performance (average
F1‑score decreases by 0.4%). In contrast, the removal of semantic features extracted by the
BERT model significantly impacts the model’s effectiveness (average F1‑score decreases
by 19.6%). These results highlight the greater role of semantic features in the COLBERT
model and emphasize the substantial impact of removing modules with a high number of
parameters on the model’s performance. Meanwhile, we can observe that Precision will
decrease and Recall will improvewhen the LDAmodule is removed, whichmeans that the
LDA model tends to promote the accuracy of the model’s judgment on negative samples.

4.5.2. The Role of Contrastive Learning
To evaluate the impact of the contrastive learning method in the COLBERT model,

we conducted experiments by varying different α values of the joint loss function l_all and
examined the model’s performance. And the results are shown in Figure 9, where the
contrastive learning training method is not introduced when α is 1. In this scenario, the
training set consists of 10,000 samples.

Based on the observations from Figure 9, it can be inferred that the model’s perfor‑
mance exhibits improvement to a certain degreewith every value ofα. Notably, there is no
discernible linear relationship between the changing trends of the α value and the model’s
effectiveness. This indicates that introducing contrastive learning training enhances the
model’s performance in the entity disambiguation task. However, the value of α should
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be treated as a hyper‑parameter and rigorously tested on the validation set to ascertain its
optimal setting.
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Figure 9. Exploring the effect of the contrastive learning method.

Furthermore, we investigated the impact of the contrastive learning method on the
extracted feature representations of the model. Specifically, we employed two metrics,
Alignment and Uniformity, as proposed by Wang and Isola [36], to evaluate the quality
of text feature representations. The Alignment metric calculates the expected value of the
distances between positive samples, assuming the vector has been normalized:

lalign ≜ E
(x, x+)∼Ppos∥ f (x)− f (x+)∥2 (7)

Meanwhile, Uniformity measures the uniform distribution of the feature representa‑
tions of all samples:

luni f ≜ logE(x, y)∼Pdata
e−2∥ f (x)− f (y)∥2

(8)

In classification tasks, lower values of Alignment and Uniformity indicate that the
model is more proficient in discerning various types of text, suggesting the extraction of
superior features. In this study, we employed these two metrics to assess the evolution
of text features during training. The variation in the two metrics, along with the superim‑
posed training rounds, is illustrated in Figure 10, with the arrow indicating the direction
of change.
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According to Figure 10, we can draw the following conclusions:
(1) With the increase in training rounds, the value of the Alignment of features from

each extractor continues to decrease, indicating that the text features of samples in
the same category are clustered in the vector space, which helps the classification
layer better distinguish the categories of samples. And it is notable that when the
LDA model, BERT model, or contrastive learning method is removed, the quality of
the features will decrease. This means that all of them can improve the text represen‑
tations.

(2) The slope of the blue arrow is larger than that of the yellow one, indicating that the
introduction of the contrastive learning method can accelerate this trend; that is, af‑
ter adding contrastive learning, themodel can reach a smaller Alignment value faster.
Meanwhile, we observed that Uniformity increased during the training rounds, indi‑
cating that when the model separates different types of samples, the vector distribu‑
tion inevitably becomes uneven. However, the introduction of the contrastive learn‑
ing method has little effect on the Uniformity value, indicating that the contrastive
learning method will not aggravate this trend.
In conclusion, the introduction of the contrastive learning method and feature fusion

can make the model learn better text representations so as to improve the effect of the
model in the task of entity disambiguation, especially when the training samples are not
sufficient. And the contrastive learning method plays a very important role in this process
by accelerating feature optimization processing and helping the model achieve better text
representations.

5. Conclusions
We present COLBERT, a novel entity disambiguation model that leverages feature

fusion and contrastive learning. The proposed model constructs an end‑to‑end disam‑
biguation approach by combining LDA‑based topic features and BERT‑based semantic
features. Additionally, the contrastive learning method is introduced during the training
loop to enhance the fused features. This model effectively addresses the challenges of in‑
adequate feature extraction and excessive reliance on training samples in short‑text entity
disambiguation tasks and outperforms benchmark methods in terms of performance and
robustness, offering a novel approach to short‑text entity disambiguation tasks. However,
it is important to acknowledge certain limitations of the method. For instance, it requires
prior efforts to determine the optimal number of topics and λ values, and the large num‑
ber of model parameters may result in reduced computational efficiency during practical
implementation.

In future work, we plan to enhance the model in the following aspects. Firstly, we
aim to leverage more powerful pre‑trained models and recently proposed topic models to
extract more comprehensive features and further enhance the model’s effectiveness. Sec‑
ondly, we intend to integrate a broader knowledge base, such as HowNet [37], to enrich
the descriptions of entities and improve the model’s universality. Furthermore, our future
work will aim to develop a multilingual entity disambiguation model that is applicable to
various languages, including Chinese, English, and potentially others.
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