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Abstract: The increase in the size and complexity of large knowledge graphs now available online
has resulted in the emergence of many approaches focusing on enabling the quick exploration of
the content of those data sources. Structural non-quotient semantic summaries have been proposed
in this direction that involve first selecting the most important nodes and then linking them, trying
to extract the most useful subgraph out of the original graph. However, the current state of the
art systems use costly centrality measures for identifying the most important nodes, whereas even
costlier procedures have been devised for linking the selected nodes. In this paper, we address
both those deficiencies by first exploiting embeddings for node selection, and then by meticulously
selecting approximate algorithms for node linking. Experiments performed over two real-world big
KGs demonstrate that the summaries constructed using our method enjoy better quality. Specifically,
the coverage scores obtained were 0.8, 0.81, and 0.81 for DBpedia v3.9 and 0.94 for Wikidata dump
2018, across 20%, 25%, and 30% summary sizes, respectively. Additionally, our method can compute
orders of magnitude faster than the state of the art.

Keywords: RDF KGs; semantic summaries; graph summaries

1. Introduction

The proliferation of the semantic web has led to the creation of vast and complex
RDF knowledge graphs (KGs), posing new requirements for their exploration and under-
standing. Summarizing semantic knowledge graphs is widely acknowledged as a potent
technique for enhancing understanding, facilitating exploration, and reusing the informa-
tion contained within. Structural techniques rely on the structure of the graph to produce
a summary and can be further classified into quotient (where sets of nodes are grouped
using equivalence relations) and non-quotient (where subgraphs are extracted out of the
original graph) [1]. A structural, non-quotient semantic summary serves the purpose of
capturing the essence of the original graph by highlighting its most important elements
while concurrently reducing the graph’s size and complexity.

The Problem. Previous approaches in the domain of structural non-quotient semantic
summaries [2–8], in order to generate a summary, first exploited a single or a combination of
centrality measures (e.g., betweenness, HITS, PageRank) for selecting the most significant
nodes and then employed shortest-path or Steiner Tree approximation procedures in order
to link them. However, both computing those centrality measures and linking the selected
nodes is costly and infeasible for graphs with millions or even billions of nodes and edges.
Existing solutions carefully try to avoid tackling this problem by focusing on summarizing
only the schema/ontology part of a KG, limiting, in most cases, the problem to at most 1000
nodes. To the best of our knowledge, no structural non-quotient semantic summarization solution
is currently able to work directly on the entire KG.
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Motivating Example. Consider, for example, Wikidata, a large RDF KG that includes
millions of entities and billions of statements. Understanding and exploring such a com-
plex graph raises several challenges, as the graph is complex and contains numerous
nodes and edges. One approach that could help users is identifying the most important
nodes and edges in the form of graphical summaries, providing users with a quick un-
derstanding of the graph’s main points. Additionally, users could fine-tune the size of
the summary based on a desired percentage, such as 20%, 25%, and 30%, of the original
Wikidata graph (see Figure 1), thereby enabling them to explore various granularities of
the returned summaries.
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30% (c) of the original graph.

Our solution. In this paper, we focus on optimizing both efficiency and effectiveness
for generating high-quality semantic summaries out of a KG. We argue that using node and
property embeddings, beyond being more efficient than calculating centralities, has the potential to
provide a more objective view of characterizing the nodes and edges that should be selected as
the most important ones. In this direction, we explore machine learning (ML) models, which
can be trained to assign weights to the various nodes, identifying as such the most important
nodes through their embedding vectors. Using the same process, we also add weights to
the various edges. Then, having selected the most important nodes, we attempt to capture
the optimal paths for connecting the important nodes. Similar to previous approaches in
the domain, we encounter the challenge of connecting significant nodes, akin to a Steiner
Tree Problem. However, we carefully select the corresponding approximate algorithm,
adopting a more efficient Steiner Tree approximate algorithm. Further, we consider also the
weights in the edges, ignored in previous approaches, in order to be more effective. More
specifically, our contributions in this paper are the following:
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• We use RDF2Vec [9,10], a prominent approach for efficiently generating embeddings
for the nodes and edges of a KG. We explore several walking strategies for generating
embeddings (Random, Anonymous, Walklet, HALK, N-Grams) to identify the optimal
one for our problem.

• Then, we model the problem of selecting the top-k most important nodes as a re-
gression problem. For each node, we use the low-dimensional vector representation
generated by RDF2VEC to train models that maximize the quality of the generated
summary. We examine five ML regressors (i.e., Adaboost, Gradient Boosting, SVR,
Random Forests, and Decision Trees), identifying the best performances.

• We show that the problem for linking the selected nodes is NP-hard and explore Steiner
Tree approximations. We identify that little details make a difference in practice and
adopt the SDISTG, a previously ignored approximation algorithm. In addition, instead
of being oblivious in the selection of the importance of the edges for linking the
top-k nodes, assuming that they all have the same value, we use the same process
(identifying embeddings and adding weights to the using ML-models) in order to
select the most prominent ones.

• Furthermore, we present a detailed experimental analysis using two real-world KGs,
DBpedia and Wikidata, verifying that selecting the most important nodes using em-
beddings is both more effective and more efficient, whereas this holds also for our
Steiner Tree optimizations, overall constructing summaries of better quality and being
more efficient than the existing state-of-the-art systems.

To the best of our knowledge, our approach is the first to adopt embeddings for gener-
ating scalable, high-quality, structural non-quotient semantic summaries that are directly
applicable to big KGs. The remainder of the paper is structured as follows: Section 2
presents related work, Section 3 introduces preliminaries, Section 4 presents the method-
ology and the various algorithms generated for the creation of our structural semantic
summaries, and, in Section 5, we experimentally evaluate our solution. Finally, Section 6
concludes this paper and reports directions for the future.

2. Related Work

Embeddings in KGs. In graph-based knowledge representation, embeddings have
already been widely used. For example, they have been used for predicting entity types [11],
for entity classification [12], for question answering on top of KGs [13], and for selecting
consistent subsets out of inconsistent ontologies [14]. In the summarization field, embed-
dings have also been used for generating summaries for specific entities in a KG [15], as well
as for generating quotient summaries that are exploited for lossy query answering through
similarity-embedding-based similarity searches [16]. However, all those approaches differ
in both the objectives and approach to our work. To the best of our knowledge, we are the
first to exploit embeddings for generating structural, non-quotient semantic summaries
that extract a subgraph with the most important nodes and edges out of the whole KG.

Structural, non-quotient semantic summaries. In our work, we focus on non-quotient
structural-semantic summaries, where we extract subgraphs from the original graph to
highlight its most important elements (nodes and properties), making it more suitable
for exploration and understanding. Quotient summaries [17], on the other hand, involve
grouping nodes in the original graph based on an equivalence relation and then constructing
a new graph where each node represents an equivalence class. The edges in the quotient
graph connect these equivalence classes based on the relationships between the original
nodes. In the domain of structural, non-quotient semantic summarization, there are already
multiple approaches available.

Early approaches in the domain include Peroni et al. [3] and Wu et al. [7], who only
focused on selecting the top-k nodes. Subsequently, Zhang et al. [8] utilized various
centrality measures, like eigenvectors, betweenness, and degrees, attempting to capture
the most vital sentences in a KG. Then, Queiroz-Sousa et al. [18], in order to assess the
node significance, exploited user preferences along with closeness and degree centrality
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measures. Following this, for the construction of the final graph, an algorithm is employed
that contains the dominant nodes in order to link them. However, the developed algorithm
chooses to give precedence to direct neighbors, disregarding the fact that other nodes which
are not direct neighbors might be more important and could produce a summary with an
overall greater importance.

WBSum [19] and iSummary [20] attempt to detect the more frequent nodes through
user queries exploiting the query workloads. Afterward, the Steiner Tree approximation is
exploited to link these nodes. The GLIMPSE [21] approach concentrates on the personalized
summary generation of a KG that includes only the facts more related to individuals’
interests. However, for the summary construction, the user needs to supply a related set of
queries with corresponding information that they would like to be included. Furthermore,
WBSum, iSummar, and GLIMPSE rely on an existing workload to produce a summary,
which restrains their applicability.

The most recent works in the domain include RDFDigest+ [2,6] and SumMER [4,5],
outperforming previous approaches in the domain. RDFDigest+ exploits the betweenness
centrality combined with the number of instances for the selection of schema nodes and
then links them with an approximation of the Steiner Tree. SumMER, on the other hand,
employs several centrality measures (i.e., betweenness, degree, radiality, etc.) and combines
them, exploiting machine learning techniques to improve the quality of the selected nodes.
As computing centralities measures is costly, both RDFDigest+ and SumMER provide
schema summaries focusing only on the schema/ontology part of the KG. Furthermore,
both these approaches ignore the importance of the edges to be used for linking the selected
nodes and adopt Steiner Tree approximations focusing on introducing as few as possible
additional nodes for linking the selected top-k nodes. In this paper, we argue that embeddings
have the potential to better-characterize KG nodes and provide a more efficient alternative than
centralities with better quality as well. Further, we also consider the importance of the edges that
are being selected for linking the top-k nodes, whereas we carefully select the optimal Steiner Tree
approximation that makes our solution applicable to large KGs with billions of triples.

3. Preliminaries

In our work, we emphasize RDF KGs, as RDF is considered as one of the most prevalent
standards for publishing and representing data on the Web, being endorsed by the W3C
for semantic web applications. An RDF KG includes triples in the form (s, p, o). Each triple
asserts a relationship where a subject s connects with a property p, with the value of that
property represented by the object o. We exclusively examine triples that adhere to the
specifications outlined in the RDF standard by the W3C. Let U represent a set of Uniform
Resource Identifiers (URIs), L denote a set of typed/untyped literals (constants), and B
signify a set of blank nodes (unknown URIs/literals) (U, B, and L are mutually disjointed).
Blank nodes comprise vital elements in RDF, facilitating the support of unknown URI or
literal tokens. Furthermore, let T denote the set of RDF terms, defined as T = U ∪ B ∪ L. An
RDF triple (s, p, o) belongs to (U ∪ B) × U × T. In addition, an RDF KG can be alternatively
seen as a graph G = (V, E), where V are the nodes of the graph (including s and o) and E is
the edges (including p).

Unfortunately, given the large size and complexity of a KG, users face considerable
difficulties in understanding the contents of the KG and exploring it. A condensed view of
the KG presenting the most important nodes and edges of the whole graph would be rather
useful for the end users, and, as already explained in the related work section, several
works have already focused on this important problem.

Example. Consider now an RDF KG like the Wikidata (dump 2018), which is presented
in Figure 1. Comprehending the graph’s contents is a challenge given the abundance of
nodes and edges within the Wikidata knowledge graph. Nevertheless, having a mechanism
that assists us in concentrating on the most crucial subgraph, which includes a specific
percentage of important nodes (indicatively we list the percentages of 20%, 25%, and 30%),
would enable us to obtain a quick overview of the contents of the KG.
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4. Semantic Summaries

As shown in the example of Figure 1, to generate a summary with the most important
nodes, we need a method to be able to assess the nodes’ and edges’ importance in order to
select the top-k nodes and then to link them, selecting the edges with the maximum weight.
As such, without loss of generality, we can assume a weighting function w that returns
a non-negative weight assignment to the nodes and edges of a KG G. Then, a structural
non-quotient semantic summary of size k (referred to as a semantic summary from here on)
can be defined as follows:

Definition 1. (Semantic Summary of size k). Given an input KG G = (V, E) and a positive
weight applied to all nodes and edges, a semantic summary of size k, i.e., SGk, is the smallest
maximum-weight tree SGk = (SV, SE), including the k nodes with the maximum weight.

Note that our definition differs from previous approaches by considering weighted
edges as well. A semantic summary of size k is not necessarily unique, as there can exist
multiple maximum-weight trees of minimal size. Further, it is easy to demonstrate that the
aforementioned problem is NP-complete.

Theorem 1. The construction of a semantic summary is NP-complete.

Proof. The Steiner Tree problem [22] involves connecting specific nodes within a weighted
graph while minimizing the overall cost. In our work, we transform weight application to
a range from 0 to 1 and subtract them from 1. Thus, instead of seeking a maximum-weight
tree, our objective becomes identifying a minimum-weight tree. Consequently, our problem
mirrors the NP-completeness of the Steiner Tree problem. □

A positive characteristic of the semantic summaries is that their quality shows a
consistently increasing pattern as κ, the summary size, increases. In other words, as the
size of the summary increases, so does the total weight of the summary.

Lemma 1. Let SGk and SGk+1 be two semantic summaries of size k and k + 1, respectively. Then,
W(SGk+1) ≥ W(SGk), where W(SG) is the sum of all node and edge weights in SG.

Proof. As SGk represents a maximum-weight tree of size k, the introduction of a new node
to the summary, as well as the subsequent search for the maximum-weight tree along with
this node, ensures that the total weight of SGk+1 will be either equal to or greater than the
total weight of SGk. □

Next, we focus on presenting how we approach node selection and linking. An
overview is shown in Figure 2. In the first step, we extract numeric vectors (embed-dings)
for all nodes and edges of the graph. We input these embeddings as features in ML models
for regression, and the ML models can predict the weights of the edges and the nodes in
the graph. In the second step, we select the top-k nodes with the highest weights. The third
step focuses on linking the selected nodes using an appropriate approximation algorithm
for resolving the Steiner Tree problem. In the sequel, we describe each one of these steps
in detail.
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4.1. Weight Assignment and Node Selection

Past approaches for selecting the most important nodes of a KG exploit a single central-
ity measure (e.g., RDFDigest+ [2,6]) or a combination of several of them (e.g., SumMER [4,5])
in order to rank the graph nodes and to select the most important ones. However, as we
shall show, in the experimental section, that even if approximations algorithms are used,
computing centrality measures do not scale and more efficient approaches are required.

While traditional centrality measures, such as betweenness centrality, are commonly
used for node weight assignment in graphs, our proposed approach adopts a regression task
based on embeddings, offering an alternative perspective on identifying node importance.
The rationale behind selecting this method is its capability to capture both the structural and
semantic information of nodes. By training machine learning models on these embeddings,
we can effectively predict and rank nodes and edges based on their scores (weights) within
the graph. Unlike centrality measures, which focus solely on structural positioning, our
approach enables us to identify nodes that hold key semantic relationships and have pivotal
roles within the graph structure.

In our approach, we choose the RDF2vec [9,10], an unsupervised technique for feature
extraction (embeddings), for nodes as well for edges, that has been proposed in several
domains (e.g., Semantic Web, Bioinformatics, Social Net-works) and for various purposes
(e.g., Semantic Similarity, Link Prediction, Recommendation Systems, Entity Classification)
for RDF graphs. Embeddings aim to encode the semantic information mainly for entities;
however, in our case, RDF2Vec is applied for properties too. Based on RDF2Vec, our
main assumption is that resources with similar embeddings are semantically correlated
as well. Therefore, we assume that resources of a “similar importance” are placed close
to each other in the numerical space. RDF2Vec imitates the Word2Vec model, but instead
of word sequences, it trains the neural network with entities. In this paper, the skip-gram
model is selected, which aims to predict the context words based on a single target word.
In a sequence of words, w1, w2, ..., wT, this objective can be defined as the average log
probability:

1
T

T

∑
t=1

∑
−c≤j≤c,j ̸=0

logP
(
wt+j

∣∣wt
)

(1)

where c is the size of a training context window and P(wt+j|wt) is computed by the softmax
formula:

logP(wO|wI) =
exp(v′wOTvwI)

∑W
w=1 exp(v′wOTvwI)

(2)

where v is the word target vector, v′ is the word context vector, and W is the size of
the vocabulary.

In order to extract the sequences (of nodes/properties) for a neural network, and to
generate our embeddings, we tested different walking strategies, such as the Random,
Hierarchical Walking, Walklet, N-Grams, and Anonymous Walk [10]. The complexities of
all aforementioned walking strategies are shown in Table 1.
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Table 1. The complexity of the various walking strategies, where W(n) is the number of walks
per node, WL is the length of each walk, E is the total number of edges, MaxL(HO) represents the
maximum length of higher-order transitions, and C is the number of different context sizes.

Walking Strategies Complexities

Random O(W(n) · WL · E)
Anonymous O(W(n) · WL · MaxL(HO) · E)

Walklet O(W(n) · WL · C · E)
HALK O(W(n) · WL · C · E)

N-Grams O(W(n) · WL · E)

Having an embedding for all nodes and edges of the KG, we model next the problem
of identifying their weights as a regression problem. The features of each node/edge is
a numerical vector of various values that contain semantic information, such as the rela-
tionships between entities, neighborhood information, dimensionality, etc. In the domain,
neural networks for graphs with embeddings as features, such as Graph Neural Networks
(GNNs), have been extensively utilized to compute edge, vertex, or triple scores. However,
we employ various regressors to compute nodes and edge scores. The rationale behind
this choice lies in that regressors, like Decision Trees, which were identified as the best
performers for nodes score in our approach offer transparent decision-making processes,
enabling a clear understanding of the factors influencing the ranking of entities and proper-
ties. Furthermore, the current approach produces simplicity, notable computational efficacy,
and minimum requirement of hyperparameter tuning compared to neural networks on
graphs. We examine the following five ML regression algorithms for this purpose: Ad-
aboost (AB), Gradient Boosting (GB), Support Vector Regressor (SVR), Random Forests
(RF), and Decision Trees (DT). All algorithms demonstrate high efficiency during testing.
The complexities of these algorithms are outlined in Table 2. It’s important to note that
these complexities vary based on several factors, including the number of features, samples,
number of trees, and tree depth, e.g., for Random Forest), the number of support vectors
(SVR), etc.

Table 2. The complexity of algorithms (n the number of samples, p the number of features, ntrees the
number of trees).

Algorithm Training Prediction

Decision Tree (DT) O
(
n2 p) O(p )

Random Forest (RF) O
(
n2 pntrees ) O(pntrees )

Gradient Boosting (GB) O(npntrees ) O(pntrees )
Adaptive Boosting (AB) O(npntrees ) O(pntrees )

Support Vector Regressor (SVR) O
(
n2 p + n3 ) O(nsv p)

4.2. Linking Selected Nodes

As we have shown in Theorem 1, linking the top-k nodes with the highest weight is
equivalent to resolving the Steiner Tree problem, which is NP-complete. Hakimi [22] and
Levin [23] proposed optimal algorithm; however, they have an exponential running time.
As such, various approximations have been proposed, with the most known ones being
MST, SDISTG, and CHINS [24], which we re-implemented from scratch for this work.

The first method identifies a minimum spanning tree (MST) within the graph. It links
the selected nodes using paths derived from the MST and subsequently removes leaf nodes
that are not in use. Well-known algorithms for identifying the MST include Kruskal and
Prim, which we explore in this paper. The MST effectively identifies the tree within the
entire graph that contains the minimum weights, incorporating the top-k nodes. This
approach aims to minimize the total weight of the subgraph by including the essential
nodes and edges.
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The next method (SDIST) begins implementing MST, identifying the minimum span-
ning tree (applying Prim or Kruskal) for linking the top-k nodes considering the weighted
edges. Subsequently, each edge of the MST is replaced by its shortest path (using Dijkstra),
to have an as-much-as-minimum-weight weighted tree.

The last method (CHINS) is an incremental method that starts with a single node in
the solution and gradually adds the nearest nodes in the top-k. An overview of the three
algorithms is shown in the following:

MST (Improvement procedure over the minimum spanning tree)

1. Let T = (Vt, Et) be a feasible solution for the GSTP. The subgraph of G, induced by Vt,
will be defined as Gt.

2. Construct a minimum spanning tree T = (Vt
′, Et

′) of Gt.
3. While there exists a leaf of T′ being a terminal, do delete that leaf and its incident edge.

SDIST (Shortest distance graph)

1. Construct a complete graph G′ for the top-k node set, with each edge having the
weight of a shortest path between the corresponding nodes in G.

2. Construct a minimum spanning tree T′ of G′.
3. Replace each edge of the tree T′ with its corresponding shortest path in G.

CHINS (Cheapest insertion)

1. Start with a partial solution T = (w, 0) consisting of a single node w in top-k.
2. While T does not contain all, terminal nodes do.
3. Find the nearest nodes u∗ ∈ Vt and p∗ being a terminal node not in Vt.

Complexities. Table 3 presents the worst-case complexities of those algorithms for
weighted graphs. Note that, although the table shows the worst-case complexities for the
various approximations, when looking at the average-case complexities, we can identify
that it is O(κ 2 · (E + V) logV) for CHINS and O(ElogV) for MST and SDIGST, which in
essence tells us that the latter two approximations are faster on average.

Table 3. Worst-case complexities for linking the most important nodes in a graph.

Algorithm Worst-Case Complexities

MST O(E · logV)
SDISTG O(E · logV)
CHINS O(k · |V logV|)

5. Evaluation

Our approach has been implemented in Python and is available online (https://
anonymous.4open.science/r/embedding_based_summaries-2743 (accessed on 26 March
2024)). Next, we present, in detail, the methodology for our experimental evaluation and
the datasets used.

Datasets. For our experiments, we use two versions of two real-world KGs, DBpedia
and Wikidata. We use the first version of each dataset for training and we evaluate summary
generation on the second version of each dataset.

DBpedia v3.8 contains 3.77 million entities with 400 million facts, and DBpedia v3.9,
contains 4 million entities with 470 million facts. The dataset requires 103 GB of storage for
v3.8 and 114 GB for v3.9. The v3.9 of DBpedia lacks samples from v3.8 because it underwent
a major update, resulting in various modifications, such as the deletion of existing triples
or updates, as well as the addition of new ones.

Wikidata is a free and open knowledge base that can be read and edited by both
humans and machines. Wikidata dump 2017 contains 35 million items and 2.6 billion
statements. The dataset occupies 139 GB. Wikidata dump 2018 contains 47 million items
and 4 billion statements. The dataset occupies 313 GB.

https://anonymous.4open.science/r/embedding_based_summaries-2743
https://anonymous.4open.science/r/embedding_based_summaries-2743
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Despite the aforementioned DBpedia and Wikidata not being the latest versions, they
have demonstrated their efficacy in numerous benchmarks and experiments (e.g., [25]).
This provides us with a valuable dataset for experimentation, particularly considering those
specific versions and the thousands of queries that we can exploit for training our models
and evaluating the quality of the generated summaries. More specifically, we had available
a query log with 50 K user queries for v3.8 and 110 K user queries for v3.9, as provided by
the DBpedia SPARQL end-point. For Wikidata, we utilized a query log including 268 K
user queries for Wikidata Dump 2017 and 313 K user queries for Wikidata 2018, provided
online [26]. The detailed characteristics of the various versions are shown in Table 4.

Table 4. Characteristics of the KGs used for experimental evaluation.

Entities Triples User Queries Storage

DBpedia 3.8 3.77 M 400 M 50 K 103 GB
DBpedia 3.9 4 M 470 M 110 K 114 GB

Wikidata (dump 2017) 35 M 2.6 B 268 K 139 GB
Wikidata (dump 2018) 47 M 4.0 B 872 K 313GB

Ground Truth. To produce the “golden standard weights” utilized for training and
evaluating the generated summaries, we leverage the associated query logs. Through
utilizing the available query logs, we compute the normalized frequencies of both the
nodes and edges within user queries that we use as their objective weight for each KG
version. Using these frequencies, we posit that the most frequently resources queried are
inherently more significant. This assertion is grounded, as the nodes/edges involved in
numerous user queries inherently possess greater importance.

Competitors. We contrast our findings against the state-of-the-art systems for struc-
tural semantic summaries, i.e., SumMER and RDFDigest+. As already mentioned, SumMER
employs a combination of various centralities, while RDFDigest+ uses an adaptation of
the betweenness centrality measure. Further, they both use the CHINS approximation
algorithm in order to link the most important nodes. Each scenario demonstrates the
average time across 10 iterations. All experiments ran on an 11th Gen Intel(R) CPU running
2.80GHz, with 8 GB RAM, on Windows 11 Pro.

5.1. Machine Learning for Node/Edge Selection

First, we emphasize evaluating the embeddings using various walking strategies
for selecting nodes. To assess the performance of our machine learning algorithms, we
employed Mean Absolute Error (MAE), a widely known metric for regression problems.
Nevertheless, since we are solely interested in the top-k nodes, we apply these metrics
solely on the specified k nodes. Further, in assessing the node selection process across
different machine learning algorithms, we aim to predict the top 20%, 25%, and 30% of
significant nodes within the dataset’s total nodes. For all the experiments, we use the
DBpedia v3.8 and Wikidata (dump 2017) as the training datasets and the DBpedia v3.9 and
Wikidata (dump 2018) as the test datasets.

DBpedia (Nodes): The performance of DBpedia v3.9 is presented in Figure 3. Further-
more, Table 5 displays a section of the confusion matrix of the different Walking Strategies
for the selection of the 20%, 25%, and 30% top nodes—omitting the Anonymous walking
strategy from all confusion matrices, as it was consistently the worst.

As shown, Random Walk and Walklet walking strategies have better performances in
comparison with the other walkers, while, by combining their performance with TP scores
(Table 5), we identify that, by using a Random Walk strategy with a DT regressor, we have
a very good performance in most of the cases. DT consistently has a high number of correct
predictions (Table 5) in all cases (20%, 25%, 30%), in almost all walkers. The RF regressor
also achieves a remarkable achievement on the TPs selection in all cases (20%, 25%, 30%)
using the HALK walking strategy; however, it is not the best performer overall, as seen in
Figure 3.
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Figure 3. MAE evaluation measure for each algorithm per walking strategy for DBpedia v3.9.

Table 5. TP per walking strategy for test results of DBpedia v3.9 (Predicted/Actual nodes).

Random HALK N-Gram Walklet

20% 25% 30% 20% 25% 30% 20% 25% 30% 20% 25% 30%

SVR 121/309 189/389 266/464 137/309 207/389 290/464 125/309 192/389 256/464 147/309 202/389 278/464
GB 120/309 185/389 264/464 128/309 186/389 269/464 113/309 190/389 271/464 135/309 199/389 269/464
RF 198/309 296/389 389/464 277/309 354/389 425/464 113/309 227/389 330/464 130/309 199/389 280/464
AB 116/309 210/389 281/464 121/309 209/389 309/464 203/309 254/389 305/464 148/309 212/389 278/464
DT 282/309 356/389 426/464 252/309 338/389 419/464 232/309 325/389 412/464 210/309 210/389 310/464

Wikidata (Nodes): The outcomes of Wikidata dump 2018 are illustrated in Figure 4,
while Table 6 consists of a confusion matrix part for the algorithms utilized in selecting
the top 20%, 25%, and 30% nodes. In this experiment, all walking strategies have a
good performance in terms of MAE, whereas, looking at Table 6, we can identify that
the DT regressor performs best in detecting the TPs in the Random Walk and Walklet
walking strategies.
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Figure 4. MAE for each algorithm per walking strategy for Wikidata dump 2018.

DBpedia (Edges): In Figure 5 the results of the edge prediction task are reported for
DBpedia v3.9. Table 7 presents the confusion matrix part of the various algorithms for the
selection of the 20%, 25%, and 30% top edges. As shown, all walking strategies have good
performances, while, by combining this performance with the TP scores (Table 7), we can
identify that, by using SVR, we have a very good performance in all cases.
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Table 6. TP per walking strategy for test outcomes of Wikidata dump 2018 (Predicted/Actual nodes).

Random HALK N-Gram Walklet

20% 25% 30% 20% 25% 30% 20% 25% 30% 20% 25% 30%

SVR 5/55 25/69 13/82 14/55 22/69 24/82 9/55 13/69 22/82 14/55 23/69 31/82
GB 19/55 25/69 31/82 14/55 23/69 31/82 13/55 22/69 29/82 10/55 17/69 29/82
RF 20/55 29/69 37/82 13/55 22/69 31/82 13/55 21/69 27/82 40/55 54/69 68/82
AB 14/55 22/69 41/82 13/55 20/69 33/82 14/55 18/69 27/82 43/55 55/69 66/82
DT 52/55 65/69 75/82 27/55 43/69 50/82 10/55 17/69 33/82 53/55 67/69 80/82
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Figure 5. MAE for each algorithm per walking strategy for DBpedia v3.9 (edges).

Table 7. TP per walking strategy for test outcomes of DBpedia v3.9 (Predicted/Actual edges).

Random HALK N-Gram Walklet

20% 25% 30% 20% 25% 30% 20% 25% 30% 20% 25% 30%

SVR 55/90 78/113 101/136 55/90 78/113 101/136 55/90 78/113 101/136 55/90 78/113 101/136
GB 15/90 23/113 33/136 14/90 23/113 37/136 12/90 24/113 35/136 14/90 25/113 34/136
RF 15/90 22/113 33/136 19/90 25/113 39/136 16/90 25/113 37/136 16/90 25/113 37/136
AB 15/90 29/113 40/136 17/90 25/113 39/136 15/90 25/113 41/136 17/90 29/113 37/136
DT 17/90 39/113 66/136 30/90 58/113 70/136 31/90 59/113 70/136 24/90 52/113 70/136

Based on the confusion matrix, the SVR is the best performer, as it possesses the best
performance in all cases (20%, 25%, 30%), in all walkers.

Wikidata (Edges): Observing the performance of Wikidata dump 2018, based on
Figure 6, it seems that all regressors trained well in all walking strategies. However,
in Table 8, between various walking strategies and different regressors, SVR is optimal
in regard to the embeddings returned from the Random Walk strategy, predicting the
properties better, while the DT regression follows.

Overall, Random Walk seems to be the best walking strategy for both nodes and edges.
Concerning entities, the DT regressor appears as the best predictor in both the DBpedia
and Wikidata nodes for predicting a ranking of the nodes related to user queries. On the
other hand, for property prediction, SVR stands out as the top-performing ML algorithm
in both DBpedia and Wikidata. As such for the rest of the paper, we will keep random
walks for the walking strategy and DT and SVR for selecting nodes and edges, respectively.
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Table 8. TP per walking strategy for Wikidata dump 2018 (Predicted/Actual Properties).

Random HALK N-Gram Walklet

20% 25% 30% 20% 25% 30% 20% 25% 30% 20% 25% 30%

SVR 67/108 101/135 120/162 9/108 40/135 67/162 9/108 40/135 67/162 9/108 40/135 67/162
GB 33/108 44/135 60/162 11/108 20/135 26/162 11/108 20/135 26/162 11/108 20/135 26/162
RF 26/108 37/135 60/162 16/108 28/135 36/162 16/108 28/135 36/162 16/108 28/135 36/162
AB 41/108 45/135 60/162 26/108 32/135 36/162 26/108 32/135 36/162 26/108 32/135 36/162
DT 36/108 54/135 50/162 63/108 81/135 95/162 63/108 81/135 95/162 63/108 81/135 95/162

5.2. Evaluating Summary Quality

Furthermore, evaluating the assigned weights of the nodes and the edges separately,
we next generate the summaries and use coverage to evaluate its overall quality. Coverage
is specified as follows:

Coverage(G) =
1
2

[
1 −

∑e∈GoldenNodes W(e)− ∑e∈SummaryNodes W(e) + ∑e∈ExtraNodes W(e)

∑e∈GoldenNodes W(e)

]

+
1
2

[
1 −

∑e∈GoldenEdges W(e)− ∑e∈SummaryEdges W(e) + ∑e∈ExtraEdges W(e)

∑e∈GoldenEdges W(e)

]
Coverage takes into account both the nodes and the edges of the generated summary

graph, trying to identify how much is in the total weight of the constructed summary
from a summary that would be constructed if we knew beforehand the correct (golden)
weights for the node and the edges of the graph (i.e., GoldenNodes and GoldenEdges).
For calculating coverage, we take into consideration both the weights of the nodes and the
weights of the edges of the generated summary (i.e., SummaryNodes, SummaryEdges),
whereas we penalize the resulting coverage by the weight of the extra nodes/edges that
are added in the summary by the node linking algorithm (i.e., ExtraNodes, ExtraEdges).

In this experiment, we also calculate the coverage of the summaries generated by
our competitors, SumMER and RDFDigest+. Both the aforementioned approaches work
only on the ontology part of the KGs, and, when applied to the entire KGs, they face
scalability problems and the algorithms do not terminate. As such, to be able to compare
our approach with those competitors, we sampled 1548 nodes from the DBpedia 3.9 and
276 nodes from Wikidata (dump 2018) to use for our comparisons. We selected a smaller
number of nodes from Wikidata, as Wikidata is significantly larger than DBpedia, requiring
more calculations for considering the entire graph in the linking phase.

The results are shown in Figures 7 and 8 for the different linking methods and competitors.
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Figure 7. Coverage per linking method for DBpedia v3.9 summaries.
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Figure 8. Coverage per linking method for Wikidata dump 2018 summaries.

As shown, in both datasets, our approach, with all linking algorithms, achieves a
higher coverage than SumMER and RDFDigest+, leading us to adopt the SDIST(Kruskal)
for generating our summaries. Examining the TP confusion matrix party shown in Table 9,
it should be noted that approaches based on embeddings consistently yield the best pre-
dictions of the nodes across all sizes of summary, outperforming both competitors in
all cases.

Table 9. TP values for our embeddings-based approach for constructing a summary, SumMER and
RDFDigest+ for DBpedia v3.9 and Wikidata dump 2018.

Method Dataset 20% 25% 30%

Embeddings
DBpedia

v3.9

282/309 358/389 426/464
SumMER 110/309 142/389 168/464
RDFDigest+ 98/309 138/389 187/464

Embeddings
Wikidata dump

2018

52/55 65/69 79/82
SumMER 50/55 62/69 73/82
RDFDigest+ 24/55 33/69 44/82

Note that, although CHINS is used by both SumMER and RDFDigest+, our approach
not only selects the best nodes but also predicts the weights of the edges to be used and
uses them for node linking, further boosting the quality of the summary.

5.3. Execution Time

Subsequently, we assess the effectiveness of the different components within our system.
Computational complexities of walking strategies (see Table 1) and centrality mea-

sures [5] differ and are influenced by specific factors. Walking strategies, in principle, have
lower complexities due to their parameter-dependent nature, whereas traditional graph
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metrics’ complexities are primarily determined by the size of the graph. As in our case, we
utilize the whole KG, and computing the centrality measures is computationally expensive;
as such, walking strategies dominate in terms of execution time.

Node selection. The average processing time for identifying the most significant
nodes in the two datasets is shown in Table 10. RDFDigest+ and SumMER rely on centrality
measures and, as such, although they also use approximation algorithms, they are one order
of magnitude slower than our method. In the table, we also added the time to identify the
weights of the properties additionally spent in our case, which is minimal—both SumMER
and RDFDigest+ are assumed to have the same weight for all edges.

Table 10. Execution Time for selecting top-k nodes (sec).

DBpedia v3.9 Wikidata (Dump2018)

Approach Nodes (1548) Edges Nodes (276) Edges

Embeddings 12,385 214 299 474
RDFDigest+ 176,031 - 1694 -

SumMER 177,335 - 1754 -

Node Linking. Beyond node selection, linking the top-k nodes is faster in our method.
The results are shown in Figure 9 (log scale) only for DBpedia 3.9 due to lack of space,
but they are similar for Wikidata as well. Both SumMER and RDFDigest+ rely on CHINS;
however, although the worst-case complexities of CHINS are the same with MST and
SDIST, the average complexities as already explained are better for MST and SDIST, and, as
such, in practice they are two orders of magnitude faster in our experiments.
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This verifies that, in node linking, the devil is in the details, and our approach not only
provides summaries of better quality but also of more efficiency, being now able to work
on big KGs using a commodity computer.

Limitations. Undoubtedly, with a plethora of user queries accessible for all knowledge
graphs, ideal summaries could be generated for each that would be straightforward,
focusing precisely on the nodes/edges most commonly queried. However, these query
logs are only accessible for a restricted number of scenarios, necessitating methodologies
such as the one advocated in this paper to construct high-quality summaries, even in the
absence of such logs. However, in order to train our algorithm, we still require at least one
version of the knowledge graph with enough queries in order to train our models, which
might not be available.

6. Conclusions

In this paper, we present our embeddings-based approach for generating high-quality
structural non-quotient semantic summaries, answering the following two key questions:
(a) what methods can be utilized to identify the most significant nodes, and (b) how could
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these nodes be linked to generate a subgraph of the original graph? To answer the first
question, we exploit embeddings and, specifically, explore various walking strategies select-
ing Random Walks. Then, we use machine learning algorithms for capturing importance,
converting the selection of the k most important nodes into a regression problem and se-
lecting the DT regressor. Being one order of magnitude faster in regard to computing node
importance, we are also able to compute the importance of the edges (using SVR), taking
their weight into consideration when linking the top-k nodes. Further, we carefully select
the optimal Steiner Tree approximation for our problem, the SDISTG, with it being two
orders of magnitude faster than competitors. Our approach achieved coverage scores of 0.8,
0.81, and 0.81 for 20%, 25%, and 30% summaries, respectively, on DBpedia v3.9. Similarly,
with Wikidata dump 2018, our method achieved coverage scores of 0.94 across all summary
sizes. However, our approach faces the problem of the availability of golden-standard
data, such as query logs, that produce the frequencies of entities and properties, and are
therefore the criterion for the most important elements. Therefore, future efforts should
focus on identifying such data collection methods to enhance the robustness and reliability
of our summarization technique. For future work, our methodology will be expanded to
include the evaluation of RDF2Vec alongside other embedders like TransE, TransR, RotatE,
etc. [11,27]. Furthermore, we aim to investigate additional ML methodologies, such as
techniques for learning to rank [28] and deep neural networks.

Author Contributions: Methodology, G.E.T.; Software, G.E.T.; Validation, H.K.; Writing—review &
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