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Abstract

:

In the intersecting fields of data mining (DM) and sports analytics, the impact of socioeconomic, demographic, and injury-related factors on sports performance and economics has been extensively explored. A novel methodology is proposed and evaluated in this study, aiming to identify essential attributes and metrics that influence the salaries and performance of NBA players. Feature selection techniques are utilized for estimating the financial impacts of injuries, while clustering algorithms are applied to analyse the relationship between player age, position, and advanced performance metrics. Through the application of PCA-driven pattern recognition and exploratory-based categorization, a detailed examination of the effects on earnings and performance is conducted. Findings indicate that peak performance is typically achieved between the ages of 27 and 29, whereas the highest salaries are received between the ages of 29 and 34. Additionally, musculoskeletal injuries are identified as the source of half of the financial costs related to health problems in the NBA. The association between demographics and financial analytics, particularly focusing on the position and age of NBA players, is also investigated, offering new insights into the economic implications of player attributes and health.
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1. Introduction and Background


Sports analytics has become an increasingly important tool for enhancing team performance and reducing costs within the fiercely competitive sports industry. This study examines NBA player performance data, employing a variety of data mining (DM) techniques to uncover significant trends and patterns. The insights gained offer valuable guidance for enhancing strategic decision-making, financial management, and tactical planning. It also identifies the key predictors of injury risk, underscoring the critical role of injury prevention and management strategies [1,2,3,4].



The core issue this research addresses are the methodological underpinnings of sports analytics, with a particular focus on data science. It utilizes principal component analysis (PCA) for feature selection, leveraging feature loadings to estimate injury costs alongside advanced basketball performance analytics. Players were categorized by age and position, and their data analyzed in conjunction with PCA-derived feature loadings to gauge their impact on earnings and performance. Despite the growing prevalence of data analytics in sports, the accuracy and effectiveness of these methods remain to be validated. Thus, the objective was to analyze NBA player data to identify patterns and trends that inform performance and injury risk, aiding in strategic decision-making, financial planning, and tactical execution. The methodology presented can guide future sports analytics research, ensuring the effective and accurate use of data science methods to boost team performance and success.



Sports, including basketball, are affected by variables such as age, position, and health, which influence performance and financial outcomes. This research applies DM techniques to analyze socioeconomic, demographic, and injury-related attributes in relation to basketball performance metrics. The extraction and analysis of sophisticated sports metrics yield insights that support decision makers in strategy, budgeting, tactics, and training to minimize risks and financial losses [5,6].



Athletes hold significant popularity beyond the sports sphere, affecting social, economic, and marketing activities. Enhanced player and team performance elevates the social and financial standing of all involved, highlighting the interconnectedness of success across these domains [7].



Sports clubs prioritize profit-making through competition wins and indirect means like advertising, attendance, player reputation, and partnerships. The integration of sports and business analytics aims to find a balance between victories and cost reduction. For example, one research exploits the optimal ticket price based on the city, team reputation and fan level of interest. Thus, the sports industry tries to combine sports analytics with business analytics in order to find the critical path between wins and cost reduction [6,8].



Big data analysis in basketball has shown the potential of economics and game theory in predicting trends across various domains, though accurately projecting such correlations remains challenging. Player and team momentum are called, in sports jargon, “hot/cold hand” and “hot/cold streak” in basketball and baseball, respectively. This momentum is derived from psychological, social, economic and form aspects. Nevertheless, studies have shown that it is difficult to accurately project these correlations [6,9,10]. Another research has found that athletes with high social ranking and reputation designate more “winners” and “losers” characteristics in their playing attitudes [11].



An athletic injury needs proper medical and recovery assistance for an athlete to return to action. Therefore, sports clubs must know that all parts of the service chain (doctors, physiotherapists, performance coaches, trainers, coaches, etc.) are required for each issue in correlation with appropriate financial analysis at the management level. Hence, injury impact should be seriously considered regarding team strategy, load, rest, and recovery management. Noteworthy sports and other combined analytics provided by microtechnology (such as training process, type of training, injury history, stress tolerance, recovery adaptation, psychological status and leadership skills) have financial implications [11,12,13].



The focus on sports by health and medical businesses since the 1990s highlights the growing economic returns from athlete care, from college to professional levels. Stakeholders in the sports industry play a crucial role in addressing performance-affecting issues, guiding athletes towards success. Sports industry stakeholders consist of doctors, performance coaches, physical trainers, physicians and others taking care of athletes, in order to address issues affecting their performance and lead them into success [11,14].



Studies indicate that effective sports data analysis can improve performance and have a positive economic impact. Sports ecosystems rely on data to glean insights, with media and betting companies increasingly utilizing sports analytics for evaluation and prediction [15,16]. In addition, media and betting companies increasingly tend to use sports analytics and advanced statistics through metrics, infographics and visualizations for evaluation and prediction purposes [17]. Resource management is crucial in the sports industry, with the challenge of hiring the best personnel at the lowest cost. Data analysis in talent management is key to maintaining this balance [18].



The following aims, objectives and corresponding contributions succinctly convey the primary goals of the research. By focusing on enhancing data analysis techniques, supporting strategic decisions in team management, and analyzing the financial implications of injuries, the research directly addresses the critical needs of decision makers in the sports industry.



	(i)

	
Enhance Feature Selection and Data Preprocessing; Utilize PCA to refine feature selection with a focus on estimating the economic impact of injuries; Implement advanced data preprocessing techniques to minimize data noise and enhance the reliability of results, thereby providing decision makers with a refined understanding of the attributes that influence injury-related expenses in the NBA;




	(ii)

	
Optimize Team Management and Performance Analysis; Employ clustering techniques to identify peak performance periods of players, based on age and position, in conjunction with advanced basketball performance analytics; This aims to support sports clubs in strategic budget allocation, player selection, rotation management, and fostering a clear strategic vision;




	(iii)

	
Analyze Financial Implications of Health Pathologies and Injuries; Determine which health pathologies and injuries incur the most significant financial costs; Provide insights that assist decision makers in formulating strategies for game selection, training schedules, load management, and recovery processes to mitigate financial risks and optimize player health and performance.







This study employs DM methodologies to explore the economic and performance impacts of injuries in NBA players, offering scientific value by highlighting the financial losses from such injuries. By analyzing both economic and performance impacts, this research provides a comprehensive understanding of the effects of musculoskeletal injuries on players and teams, thereby informing injury prevention strategies and improving sports player health management.



This research involves the careful assembly and analysis of a comprehensive high-volume and complex dataset, encompassing a collection of player performance metrics, detailed injury records, and economic indicators spanning over two decades of NBA history. Leveraging DM techniques, including PCA for dimensionality reduction, and age group analysis for identifying patterns in player performance and injury data, our study explores the complex interplay between player attributes and their multifaceted effects on performance outcomes and financial implications. Such an approach allows for a depth of analysis, uncovering dynamics that have remained underexplored in the literature.



Notably, this study measures the financial impact of player injuries with adjustments for inflation and the real purchasing power of money. Through this perspective, domain experts can leverage how injuries influence not just the immediate financial landscape, but also the long-term economic sustainability of team operations. It recalibrates the financial burden of player injuries to account for inflation over time, ensuring that financial assessments remain accurate and relevant across different economic conditions. Meanwhile, it provides an insight into how injury-related expenditures affect a team’s purchasing power in the real terms of goods and services that can be acquired, considering the broader economic implications of these costs. By incorporating these insights into our analysis, we can more accurately quantify the economic impact of player injuries, considering the evolving economic environment and its effect on financial planning and management within NBA teams.



This innovative approach not only deepens our understanding of the economic dimensions of sports injuries, but also furnishes stakeholders with critical insights for making informed decisions that align with both current and future financial realities. By integrating these novel analytical tools into our methodology, we offer tangible, actionable insights that extend beyond academic inquiry to inform strategic decision-making in professional sports management. Thus, our research makes a significant leap forward in the application of data science to sports analytics, bridging the gap between theoretical models and practical applications. The introduction of novel and analytical techniques enriches the academic discourse on sports analytics, while also equipping practitioners with the data-driven strategies necessary to navigate the complexities of the modern NBA landscape.



The manuscript integrates classification and clustering methods to analyze NBA player data, with a focus on understanding the impacts of player demographics, injuries, and performance metrics on financial outcomes. This comprehensive approach showcases the manuscript’s methodological contributions to sports analytics, particularly in the innovative application of DM techniques to the field of basketball analytics. Overall, this work provides valuable insights which can inform injury prevention strategies and improve the management of sport player health.



1.1. Background


Athletes’ injuries are one of the biggest challenges in sports. Risk identification and assessment for this uncertain factor is not only crucial for the sport industry regarding rotation and team selection management, but most importantly because of its economic impact. Therefore, injury avoidance or limitation, and even accurate prediction, can lead to large cost savings and support performance improvement. Therefore, this manuscript examines the aid of sports analytics and DM in assessing age, players’ position and injury influence on finance and performance in basketball. The literature examined the benefits provided through sports injury analytics associated with performance, the effect of sports injuries and the identification of crucial injuries that have influenced performance in the NBA league over the last decade, 2010–2020. In addition, the research was enhanced with a wider experimental analysis at the peak of performance, based on the age and the reach of the maximum salary in the timespan 1996 to 2020.



Sport clubs, technical staff, and owners organize their roster and strategy based on the team budget. However, defeats do not only negatively influence player performance, but also teams. It is significant for a team to show proactiveness in terms of potential health issues. An injury or health problem may not only affect player availability, impacting team performance, but also financial loss. Regrettably, health issues and pathologies are uncertain events, difficult to predict. Injury avoidance implies lower costs and more stability in a team roster. Therefore, appropriate team selection by technical staff, involving the monitoring and tracking of load and rest management during matches and training, can lead to player and team performance optimization. Biometric characteristics (such as speed, agility, height, weight, and body mass), demographics (such as age, country, and college), nutrition, training pace, psychology, marketing strategy and social life are significant in terms of performance and salary expectations. Uncertainty minimization in every sport can lead to cost reduction and efficiency and productivity optimisation [19].



1.1.1. Data Science Algorithms and Data Mining Techniques for Sports Analytics


Sports analytics emerges as an essential tool in the sports industry. It combines data science and information technology (IT). It is the scientific field that uses current and historical data to measure performance, forecast and provide a competitive advantage for decision-making [20]. Sports teams and sports data scientists use DM methodologies either for interpretation or clustering purposes in various fields, such as tactics, strategy and financial/budgeting management for the team and roster selection in the short- or long-term according to the team’s vision [1].



Sports industry experts including players, performance coaches, scouters, club owners, managers, health staff, and technical staff seriously consider any advanced statistics supporting their analysis. Especially at the top-level, every detail can bounce a possible positive effect to player and team performance. Sports analytics use DM and machine learning (ML) techniques and algorithms in order to understand data in more depth, create self-explanatory visualisations and help the senior management in decision-making and storytelling behind raw data [8,21].



Sports data analysts should also validate and perform data pre-processing to deal with noise [22]. Hence, the purpose of advanced analytics is to identify gaps, limitations and focus on performance improvements that lead to greater chances of victories. In addition, sports analytics helps players and staff to identify the critical path of a game or game series for pace increment and decision accuracy during or after a match. Performance estimation is a multivariate task depending on physical, mental, social, economic, psychological and shape variables, which contain high levels of uncertainty in correlations, and this hinders forecasting. However, the target of analytics is to minimize the risk and bias of player and team performance. Data science requires good statistical analysis and data interpretation, with the aid of technology, to lead to success [23,24].



Each sport requires specific body characteristics and talent charisma, but the most significant ingredients are hard training, commitment to the game and sports IQ (intelligence quotient). Technical staff search and measure biometrics connections related to height, weight, agility, speed, hand length, stamina and other important characteristics that can maximize the performance of each player and give more impact to the game that could drive a team to more wins and achievements. Previous studies have shown that some of the higher-ranking characteristics that influence rookie selection in the NBA league draft lottery are height, agility, and long arms. The taller a player is (with suitable talent, of course), the greater the chances to be selected in drafts. The 1st player pick in a rookie scale receives a salary of over $8 million for the first season, according to year 2020–2021 earnings [11,25,26].



The sports industry has recently focused on big data, not only for box-score statistic cards, but also in segments, such as opponents analysis, scouting analysis, ticket pricing, roster management, training data, health data, and social network analytics, apart from advanced performance analytics that support decision-making [27].



Sports analytics assist businesses with data (i) retrieval, (ii) collection, (iii) transformation and cleansing, (iv) analysis, (v) visualization and (vi) forecasting by using past and current statistics, based on methods and/or data science and ML algorithms. Sports data scientists process the aforesaid qualitative and quantitative information to aid owners and technical staff with tools, providing a competitive advantage and optimizing performance, tactics and strategy [6,28,29].



Studies in different sports (such as NFL, tennis, etc.) tried to identify the average athlete body profile in each sport, as illustrated in Figure 1. The average height for NBA players is 201 cm with a 101 kg weight and a 24.85 body mass index (BMI), while the body image of a normal man is 175 cm, 82.5 kg and 26.66 BMI, respectively [30].



Health pathologies and injuries are events with a high level of bias due to the complexity and the interdependencies that exist in this multivariate model. One of the most famous methodologies for performance forecasting in advanced basketball analytics is the CARMELO method, which combines regression statistics and data analysis using Box Plus Minus (BPM) and Real Plus Minus (RPM) statistics, with the purpose to estimate future player and team performance. However, a limitation of this methodology is that it does not include attribute correlation when modelling aggregated/combined injuries, psychological, biometrical, training, video analysis, and ergometric analytics [1,2,31].



A recent study indicated that there is a high correlation between injury and performance analytics implications when trying to correlate qualitative and quantitative data (for instance, box-score stats, health and injury analytics) from multiple sports data sources [2]. Sports analytics are the tools and methods used in performance optimization on and off the court, with the purpose to identify the efficiency of teams and players. Furthermore, through these, decision makers can propose the ideal team line-up or pairs of players who are more productive [32].




1.1.2. Socioeconomic Influence


The sports industry has grown intensely over the past years. The estimated worldwide market size is over $1.3 trillion, with more than 1 billion fans who support their favourite sport and/or team. This audience derives from a variety of sources, such as betting and entertainment from TV, internet broadcasting or live games in stadia [33].



Soccer, basketball, and baseball are the leaders in sports analytics providing innovative tech savvy solutions to understand the game in more depth, but also for forecasting purposes. Nowadays, the sports industry practices wearables, SportVU cameras, drones, sensors, and other important technologies to monitor every step and process in training, injury, recovery, workout and during a game spot check. Therefore, the sports industry allocates an important share of their budget for sports analytics actions with the purpose to improve their strategy, to understand their limitations, to better scout their opponents and lastly to avoid extra costs [34,35].



Top players take care of any small detail before and after each game. Hence, training, body recovery, nutrition, injury physiotherapy, strategy, tactics, and skill development are some traits for career improvement, attracting large investments from players. One of the best NBA players in the last decade, Lebron James, pays $1.5 million per year for his body preparation, recovery, nutrition, training and all the appropriate steps needed to stay at the top level of performance. Therefore, athletes use technology and the benefits of sports analytics to minimize any upcoming risk (such as injury or health problem) with the purpose to be efficient and healthy and extend their professional career as long as possible [36,37].



Basketball is a contact team sport. All sports in this type are risk averse to injuries. Injuries are not only performance costly for the club, implying higher probability to lose games and increase financial expenses, and may cause problems in team chemistry. For instance, in football UK Premier League for the season 2016–17, injured players cost over £175 million to their teams due to health problems [38]. Artificial intelligence (AI), DM and ML techniques and algorithms are used for prediction, including performance and financial benefit estimation [39,40,41,42].



For over 20 years, sports experts have been using sophisticated statistics to explain results and performances. Sports analytics gained a reputation with the story/movie of Moneyball [43] by changing the mode of player evaluation in terms of game impact, but also helped to enhance the strategy and tactics in defence and offense before, during and after the game. The purpose behind that is to retrieve valuable information through combined analytics and let club owners, managers and players take tough decisions, which include small but vital details and try, at the same time, to minimize any upcoming risk [44,45].



As the salaries of players and team budget increase over time, there is a need to gather more data and analyse them properly under different conditions to support effective decision-making and cost reduction. The right choice of players and good team management can alleviate additional costs and provide stability to player and team performance. Annual salaries in the NBA can range between a few thousand dollars and tens of millions of dollars. This depends on a variety of considerations, such performance, team, marketing, age, peak of career and other factors. Even though most professional NBA players earned a salary of almost $5 million dollars for season 2019–20. The salary of a player can fluctuate as D-league competition (subsidiary competition of NBA); crossover agreements earn $5000 dollars depending on the matches that they played. The salary cap for NBA players is close to $100 million, even though, currently, nobody earns anywhere near that amount. The top players in the NBA league earn nearly $40 million. The team salary cap for season 2019–20 was approximately $109 million. In case teams exceed this amount, they have to pay extra for luxury taxes [46,47,48].






2. Data and Methods


In the followed methodology for this study, as well as the key research questions along with aims and objectives, the aim was to support domain experts to understand the relationships and correlations among socioeconomic and demographic factors, and advanced basketball performance analytics for players and teams.



In this research, demographic indicators refer to the characteristics of NBA players that can be measured and categorized, such as age and playing position. These indicators are used to identify patterns in player performance and injury trends within specific demographic segments. In addition, socioeconomic indicators were defined as factors that relate to both economic and social dimensions, impacting players’ professional careers and teams’ financial decisions. Hence, this includes players’ salaries and the economic impact of injuries. These indicators help us analyse how economic aspects influence, and are influenced by, player performance and team strategies.



2.1. Research Questions/Hypothesis


	
What is the cost of NBA league player Health pathologies and Injuries? (RQ1)



	
At what age do NBA league players peak in terms of performance? (RQ2)



	
At what age do NBA league players reach their maximum annual salary? (RQ3)






Addressing these research questions with sports analytics could support the sports industry to structure its strategy, make better decisions related to investments by minimising costs and winning championships, and its reputation.




2.2. Aim and Objectives


The aim of this study is to associate basketball performance with advanced analytics on demographics, economics, and injuries in order to find valuable insights for players and teams and provide guidelines to decision makers.



Sports analytics can be applied to unstructured data collected from various data sources, even without clear associations, which can be combined and structured in the quest to support domain experts. It is common for teams and players to make important decisions quickly before, during and after a match [49,50].



Nowadays, there is an upward trend in player salary and team budget. Club owners try to minimize any upcoming risk (e.g., avoid injury or select players who are not injury volatile) in terms of player management and selection process in order reduce potential extra costs. In addition, an objective of this paper is to uncover valuable information based on the proposed methodology validated in the literature [32,51].



Another objective of this study is to observe useful intuitions of performance analytics in correlation with player wages and the team budget, along with the extra costs that arise from injuries or pathologies. Furthermore, the applied micro-level data analysis and DM mechanisms strive to find further insights that could be applied, in a similar manner, to sports other than basketball [52].




2.3. Methodology


The methodology section describes the process used to collect and analyse data on NBA basketball players from 1996–1997 to 2019–2020. The data were primarily scrapped from various sources such as [46,47,48]. In order to gain the maximum amount of information possible, the data were unstructured and heterogeneous, so DM techniques were utilized for feature loading, variance explainability, PCA, and exploratory-based categorization to gain insights. The methodology included data collection, pre-processing, analysis, and result evaluation. The data scraping and wrangling process was executed using Python, SQL scripts, Power BI and the KNIME Analytics Platform.



The code for data scraping, and the relevant KNIME workflows, Power BI and Excel files for this data analysis can be accessed on GitHub at: https://github.com/vsarlis/NBAinjurydemoeconomics (accessed on 2 April 2023). Data preparation and pre-processing includes several steps to ensure that the data are cleaned, transformed, and formatted correctly. The first step is to identify and remove any missing values, outliers, and irrelevant data. This step is crucial to ensure that the data are consistent and accurate. For that reason, various data sources are selected for cross-validation purposes. Next, the data are transformed by scaling and normalizing the features to ensure that all features are on the same scale. Then, the data are organized into a format that is easy to use and understand, which may include creating new features or variables, or aggregating data by player or team. Lastly, feature selection is performed to select the most relevant features for the analysis and modelling, which is important to ensure that the model is not overfitting and is not too complex. The gathered data underwent an Extract, Transform, and Load (ETL) process for data cleansing, standardization, and homogenization to improve the quality of data for analysis [53,54,55].



The data model flow in Figure 2 starts with data collection from various sources, followed by data scraping and wrangling, and Python scripts for the retrieval process. Next, data preparation includes cleaning, transforming, and normalizing the data for analysis. Data pre-processing involves cleaning and transforming data to remove any inconsistencies or errors, while data cleansing identifies and corrects or removes errors and inaccuracies through KNIME Analytics tools. ETL transforms data from different sources into a format suitable for analysis and loads them into a data warehouse. Data transformation converts data into another format to make them suitable for analysis, while data consolidation combines data from multiple sources into a single dataset.



In the data analysis stage, dimensionality reduction was applied via techniques such as exploratory data analysis (EDA) and PCA, as well as feature selection methods, to identify the most important variables. Moreover, clustering and classification techniques were used to group similar data points together and to predict outcomes or categorize data into different classes. These methods leverage the power of DM and machine learning to identify relationships, detect anomalies, and make predictions based on the available data. In the last part of this research, visualizations and reports are established to communicate insights and findings to decision makers, while evaluation measures the accuracy of predictions or determines the impact of certain variables on outcomes.



EDA is an important step in the clustering process as it helps to understand the characteristics and structure of the data. EDA can be used to identify patterns, outliers, and trends in the data, which can inform the selection of the appropriate clustering algorithm and the tuning of its parameters. EDA and PCA are powerful techniques that can be used in sports analytics to gain insights into basketball data. EDA is a technique used to understand the characteristics and structure of the data. PCA, on the other hand, is a technique used to reduce the dimensionality of the data and analyse the distribution of the data points. Together, ECA and PCA can be used to identify patterns, trends, and outliers in the data and help inform the selection of the appropriate classification algorithm and the tuning of its parameters [56,57,58].



The data analysis stage focused on advanced basketball analytics selected from 1996–97 up to 2019–20 regular seasons. The consolidated dataset includes 585,800 rows, for each game of 1577 players from 35 teams incorporated with Absence analytics (injuries, health problems, suspensions and not selection reasoning for the game), demographics (Age, country, college, origin, etc.), financial information (player’s salary, team’s salary cap, etc.) and advanced basketball performance analytics. The basketball analytics used in this paper include rating and performance indicators like Points (PTS), Rebounds (REBS), Assists (AST) Total Rebounds Percentage (TRB%), Turnover Percentage (TOV%), Usage Percentage (USG%), True Shooting Percentage (TS%), Assists Percentage (AST%), Steals Percentage (STL%), Blocks Percentage (BLK%), Net Rating (NetRtg), Player Efficiency Rating (PER), Win Share (WS), Win Share per 48 min (WS per_48), Box Plus Minus (BMP or Plus/Minus or +/−) and Value over Replacement (VORP). Data were filtered for players with average playing time over 10 min per game (mpg) who played at least 19 games (gp) in each of the 24 regular seasons. This selection threshold was strategically set to capture data from players who consistently contributed to their teams throughout the season, thereby providing a reliable basis for evaluating performance and financial implications. By concentrating on the regularly participating players, we aimed to enhance the precision of our insights into the dynamics of player performance, injuries, and their economic impacts on NBA teams. This approach allowed us to extract meaningful patterns and trends from the vast dataset, ensuring that our conclusions are drawn from a foundation of substantial, consistent player engagement across multiple seasons.



In Table A1, the calculated inflated rates are adjusted for 2019–2020 as the baseline dollar value, taking into account the time value of money that was adjusted for the salaries in order to measure the changes in each year of the purchasing power of money [59]. Inflation can affect the salaries of NBA players by reducing the purchasing power of the dollar. If a player’s salary is not adjusted to keep up with inflation, they may find that they are struggling to make ends meet. On the other hand, NBA players’ salaries have been rising faster than inflation in recent years. This is partly due to the increasing popularity and revenue of the league, which allows teams to pay higher salaries to attract top players. Additionally, the NBA has a salary cap that is determined by the league’s revenue, which tends to increase over time. So, the players’ salaries tend to increase as well [60,61,62,63,64,65].



To improve data quality and insights, data that existed in more than one source were kept, and outliers were excluded from the consolidated dataset, resulting in a final working dataset of 490,584 rows. Inflation-adjusted rates were calculated as a baseline dollar value to measure the changes in the purchasing power of money over time. The methodology also mentions the limitations of the approach and potential areas for future work. The results of this study provide valuable insights into the relationships between various performance metrics, demographics, and financial information of NBA basketball players.



To ensure the robustness of our methodology and the reliability of our findings, we employ additional quality controls, such as mutual information, correlation-based feature selection, and recursive feature elimination. These methods rigorously ascertain the relevance of features for our classification tasks, ensuring that our analysis is both precise and pertinent. Furthermore, the integration of EDA, ECA, and PCA facilitates a comprehensive yet nuanced exploration of basketball analytics. We enhance our analysis with visual representations, including plots and graphs, to elucidate the relationships between features and class labels vividly. This visual approach not only aids pattern recognition, but also the identification of outliers and trends, providing a more accessible interpretation of complex data for decision makers in sports management. By adopting these advanced analytical techniques and stringent quality controls, our research offers deep insights into basketball data, supporting informed decision-making for coaches, team managers, and players. This methodological framework not only elevates the analytical rigor of sports analytics, but also ensures that our conclusions are derived from a thorough and reliable examination of the data [56,58,66,67].





3. Results


Basketball is a sport with a high level of ambiguity and parameters intercorrelated in a multivariate model. It presented the findings from clustering, in terms of age (RQ2), and feature selection for injury cost relationships (RQ1) according to state-of-the-art techniques. For the age and the position criteria regarding high earnings in the NBA league, clustering and demonstrated associations were performed between demographics and financial analytics (RQ3).



Figure 3 indicates that musculoskeletal injuries cost approximately half (47.2%) of the total cost of health pathologies and injuries in NBA league teams, while head injuries cost 27.4% and general health issues provoke the 25.4% of total financial losses while players are injured, out of the line-up but earn a salary. Data over 10 years was analysed and the total cost of health pathologies and injuries for NBA league players was found to be over 150 million dollars. The annual evolution of this cost, starting at some 12 million dollars in 2010–11, all the way to 16 million dollars in 2019–20, is illustrated in Figure A1. The high-level effect of injuries by organ system and major anatomical area on NBA is presented in Figure 3. The study analysed NBA player performance data spanning from the 1996–97 to the 2019–20 seasons, sourced from official publicly available data sources [46,47,48]. In the current study, the financial losses from player health pathologies and injuries were investigated based on the injury classification performed in previous research [2] (RQ1).



Additionally, in this study, data analysis for 24 NBA league seasons (from 1996–97 up to 2019–20) was conducted with the purpose to discover the player position earning the highest salary per year. For that reason, 1577 players were categorized into three classes, namely Centers (“C”), Forwards (“F”) and Guards (“G”). A “Forward” player is someone used in the positions of Power Forward and Small Forward, while a “Guard” is used as Shooting Guard or/and Point Guard. A “Center” is used a Center most of the time (RQ3).



Figure 3 and Figure A1 present these three classes in correlation with the average salary for each class. According to this, Centers are the best-paid players in the league, not only for their height but also for their good performance [68,69,70,71]. Based on the law of supply and demand, the position of a “Center” player shows the relationship of players in that class with the salary that teams offer. It is difficult to find a player of such height and of the highest quality and performance at this competitive level [72].



According to data analysis for 1577 players, Centers accounted for 21.3% of the total, with an average salary of USD 6.84 million, while Guards were 38% of the total, with the lowest average annual salary of USD 5.37 million, over 24 NBA Seasons (Table 1) (RQ3).



Figure 4 displays a detailed analysis of NBA salary trends over two decades, differentiated across time and grouped by player positions: Centers (C), Forwards (F), and Guards (G). Each column represents the average inflated salary for these positions, offering insights into the economic evolution within the league from 1996–97 to 2019–20. The data are adjusted for inflation, providing a clear view of the real earning power over time. A year-over-year percentage change is also indicated, highlighting salary fluctuations which can be associated with market changes, collective bargaining agreements, and shifts in the league’s economic landscape. For instance, Centers saw a peak increase of 34.02% in 1997–98 and 33.21% in 2016–17 season, while Guards experienced a significant rise of 37.54% in the 2016–17 season. Forwards encountered a less dramatic, but still notable peak increase of 29.02% in the 2015–16 season.



The global average inflated salary across all positions demonstrates a steady growth in player compensation, with an average salary increase of 7.49% from the previous year by the end of the 2019–20 season. These insights are particularly relevant when considering the financial strategy of teams and the negotiation dynamics of player contracts. Furthermore, the data underscore the importance of position-specific financial planning, especially when accounting for the impact of player injuries and the subsequent adjustments that may be necessary for team salary caps and budgeting.



Figure 4 also illustrates NBA annual salary drill down analysis per position. From 1996–97 season up to 2019–20, there is an increase in salaries for “Centers” from USD 3,88 to USD 9.44 million (143% increase), for “Forwards” from USD 3.54 to USD 7.6 million (115% increase) and for “Guards” from USD 3.26 to USD 8.05 million (147% increase), and an average increase in salaries for all players from USD 3.49 to USD 8.17 (134% increase) (RQ3). Based on the results, it seems that the game is changing, and all players are eligible and capable of playing in every position needed during matches.



Without a doubt, the age criterion is vital for players regarding their career. Based on that, sport clubs invest in players’ careers, create their strategies, structure their team roster, and finally make important decisions for their budget. Age influences performance, as professional basketball players older than 30 years have lower speed and/or jumping ability than younger ones, which means that performance declines severely by that age [73].



In addition, this research study aimed to correlate NBA player age with salaries and advanced basketball performance analytics. Figure 5 presents a matrix with the attributes of age, salary and advanced basketball performance analytics contained by PTS, REBS, AST, TRB%, TOV%, USG%, TS%, AST%, STL%, BLK%, NetRtg, PER, WS, WS per_48, BMP or Plus/Minus or +/− and VORP which used, as the most appropriate rating, basketball analytics in the background [1,19,74,75,76] (RQ2 and RQ3).



Figure 5 and Figure A2 show the financial cost simplification regarding the average annual salary paid by each team in the analogy of 24 NBA seasons from 1996–97 to 2019–20. New Orleans Pelicans (NOP), Miami Heat (MIA) and New York Knicks are the top 3 clubs with the highest paid salaries: USD 6 M, USD 5.74 M and USD 5.72 M, respectively. On the other hand, Atlanta Hawks (ATL), Charlotte Hornets (CHA) and Philadelphia 76 ers (PHI) are the teams offering the lowest salaries, USD 4.04 M, USD 4.03 M and USD 3.97 M, respectively. The bottom 3 clubs, SEA, NJN and VAN, were excluded from this comparison because these teams ceased to exist many years ago, when lower salaries were the norm.



As illustrated in Figure 6, the green highlighted cells are those which demonstrate players reaching their peak performance within each age group. Studying 24 seasons of the NBA league showed that players aged between 27 and 29 are at the peak of their careers regarding average performance in the provided most-accredited basketball advanced rating analytics. However, their maximum earnings on average are achieved when they are between 29 and 34 years old (RQ2 and RQ3) with the maximum average salary for an NBA league player achieved at age 34.



Regarding performance evaluation, there is high complexity and limitation in correlation analysis between tactics formation, SportsVU video-tracking analytics, physical performance measurements and psychometric/biometric analytics. Based on the possible implications proposed, this study can be considered as providing valuable insights to decision makers. By performing clustering through dimensionality reduction, based on feature extraction (PCA) and feature selection (Wrapper, Filter, and Embedded methodologies), eight age clusters were formed, as presented in Figure 6 and detailed in Table 2. Approximately 50% of players in the NBA are in the age group 23 up to 28. Players aged between 29 and 33 receive the highest salaries of approx. 8.2 million dollars.



Table 2 and Figure A3 categorize NBA players into eight distinct age groups to reflect various financial tiers within player contracts, and capture the diversity of player earnings. This segmentation is critical for analysing the financial impact of player injuries on team economics. The age ranges facilitate an in-depth exploration of how age influences both the occurrence of injuries and salary structures in the NBA. The data showcases the percentage of players in each age cluster, the average salary adjusted for inflation in U.S. dollars, and the associated PER, a measure of their on-court performance. These groups are essential for investigating correlations and patterns that elucidate the complex relationships between player age, performance, and their accrued professional experience within the league. By doing so, the study provides a nuanced understanding of how age-related factors contribute to economic considerations in team management.



Table 2 focuses on the overall percentage of players by age, their inflation-adjusted salaries, and efficiency ratings (PER), while Figure A3 breaks down players by age, position, and includes detailed performance analytics. Together, they suggest that players’ salaries tend to increase and peak during their late twenties to early thirties, whereas the PER peaks in the mid to late twenties and then varies or decreases. Younger players make up a smaller portion of the league, and the most common age bracket is from 23 to 26 years old. Overall, these insights indicate a complex interplay between age, experience, position, and financial compensation in the NBA.



Guards (G) show the best playing performance when aged 29–30 and, in the same cluster, they are getting the highest salary on average with ~7.5 million dollars. In addition, Forwards (F) play better when aged 27–28 with the highest salary of ~8.6 million dollars when they are 31–33 years old. On the other hand, Centers (C) are paid more when aged 31–33 with 9.4 million dollars and their highest performance is when aged 25–26.



The radial chart (also known as a spider chart) in Figure 7 visualizes and compares the average salaries of teams in the timespan of 24 years. A supportive explanation for the teams is as follows: 3 New Jersey Nets changed their brand name at the end of season 2011–12. From 2012–13 season onwards, they use the name Brooklyn Nets; 4 New Orleans Hornets changed their brand name at the end of season 2012–13, and from the 2013–14 season onwards, they use the name of New Orleans Pelicans; 5 Seattle SuperSonics played their last season in the NBA in the season 2007–08; 6 Vancouver Grizzlies played for 6 seasons in the period from 1995 to 2001.



The tornado funnel diagram (Figure 8) illustrates the correlation between age and inflated salary for all NBA players in descending salary order. The percentage in brackets indicates the percent of the first in order to have a clear comparison. Based on the results, it was concluded that players in the age group of 29–34 get the highest salaries (Table 2). Hence, teams select them as experienced professionals to use as mentors to teach younger players and achieve the best mix for achieving more wins and championships.



Limitations and challenges such as the availability and quality of data, data size, complexity of the game, selection bias, injuries, human factors, validity of the metrics and modelling assumptions. Basketball is a complex game, making it difficult to accurately capture all the nuances and interactions of the players and teams. Selection bias, injuries and player turnover can greatly impact a team’s performance, making it difficult to draw accurate conclusions about a team’s true talent level. Additionally, human factors such as coaching, player motivation, and team dynamics can be difficult to quantify and incorporate into analytics.




4. Discussion


Important criteria, such as age, nutrition, training status, history and load monitoring, psychological status, social status and lifestyle, stress tolerance and proper recovery procedure need to be considered in order to avoid the extra costs that provoke an injury or health pathology [11].



Players during, their careers, can change playing position for various reasons, such as coaching staff decision, opponent adaptation, specific skills targeting, body transformation, and age criteria. For consistency purposes, a player was assigned to his most usual position (RQ3).



A basketball team comprises 12 active players; these players are eligible to play at any moment during a game. Therefore, proper player selection in the roster can enhance team performance and each minor good decision during every second of the game can take the lead or provide the win in a match. Over the past 10 years, the trending coaching style has been to distribute playing time to all the players of the roster by keeping or changing the game tempo according to their strategy. For that reason, the nomination of the 6th player of the NBA league is a good sign that technical staff are giving extra attention to all the players of the roster. Based on that, appropriate roster selection, team management, role assignment and rotation are significant factors with the purpose to achieve better results, and can provide added value to a team [77,78,79,80].



NBA league seasons, with important salary decreases, occurred in 2011–12 and 2012–13 due to the NBA lockout decision, which shortened the season from 82 to 66 games per team, with a −3.38% and −9.52%, respectively, total percentage average annual salary difference compared with the previous year’s average salaries [50,81]. The worldwide recession of the global economy between 2007 and 2009 influenced NBA player salaries, resulting in an 8% average decrease in season 2009–10 [82,83] (RQ3).



The aggregated data containing basketball advanced performance analytics, demographics, and financial information were presented earlier. Additionally, the combined data uncover relationships and influences between performance, demographics and economic analytics for teams and players. According to the pre-processed aggregated data, the relationship between player health pathologies/injuries and the financial cost these imply in the NBA competition were examined. Table 1 illustrates three different groups, namely general health problems, head injuries and musculoskeletal injuries in the NBA league for 10 seasons, starting from 2010 up to 2020. It is clear for club owners, as well as medical and technical staff, that they should organize and structure their strategy in terms of training, game selection, load management, and recovery procedure with the purpose that the players should return active and healthy in the team roster, avoiding any additional implications (RQ1 and RQ2).



The novelty of our research lies in the sophisticated integration of clustering and classification techniques through exploratory-based categorization, complemented by the application of PCA-driven pattern recognition for nuanced feature selection. This approach enables us to unearth complex associations among demographics, performance metrics, and financial variables specific to NBA players, offering fresh perspectives on how these factors interrelate to influence outcomes within the league. The methodology goes beyond conventional analyses by thoroughly detailing the data collection and preprocessing steps, ensuring the integrity and robustness of our dataset before applying our advanced analytical techniques.



Our analysis extends into the economic domain, investigating the consequences of player injuries and health issues, an aspect only marginally explored within sports analytics. Through a rigorous quantitative methodology, we unveil the profound economic burdens these health-related factors impose on NBA teams. Our research outlines the direct and indirect costs associated with player injuries, from immediate health expenses to longer-term impacts on team performance and player valuation. By mapping these economic implications, our study yields critical insights, fostering more informed strategies around player health management and financial structuring. This comprehensive approach not only charts a course for the application of advanced analytics in sports management, but also aids empirical research on the complex interplay between player health and the financial mechanisms of professional sports leagues.



Addressing threats to the validity of this study, we acknowledge the exclusion of discussions on potential confounding variables that could influence the observed relationships. The scope of our study does not encompass factors like nutrition, training programs, load monitoring, and psychological or social influences, which could also play significant roles in injury prevention and recovery. While these dimensions merit consideration, our focused examination on the NBA league provides a foundational analysis that prompts further inquiry into these areas. Moreover, our findings, while robust within the context of NBA data, may necessitate adaptation for applicability to other basketball leagues or sports. This limitation underscores the need for tailored analytical frameworks to understand the unique dynamics of different sporting environments [84].




5. Conclusions and Future Work


The aim of this work was to help decision makers to assemble their vision, strategy, make appropriate budget allocation and investments, and win championships with the minimum cost in terms of money and time. Age and position criteria are factored in player wage estimation, based on advanced basketball analytics. In addition, injury history status and health problem patterns can help technical staff to structure their training, load management, psychological encouragement, recovery procedures, tactics, and player nutrition.



Throughout the manuscript, the exploration of multivariate relationships between player performance metrics, salaries, and age is meticulously conducted. Advanced DM techniques are employed, encompassing the application of PCA for feature selection, PCA-driven pattern recognition, exploratory-based categorization, as well as classification and clustering processes. The feature selection process is pivotal, enabling the identification and prioritization of the most significant variables impacting player performance and economic outcomes. Subsequently, classification methods are utilized to categorize players based on these selected features, revealing insights into how different attributes correlate with performance levels and financial rewards. Clustering techniques further segment players into distinct groups based on age, position, and performance metrics, facilitating a deeper understanding of the dynamics within player cohorts. These combined methods afford a nuanced comprehension of the complex interplay between a player’s age, performance, and salary, transcending the capabilities of simple database queries. By integrating feature selection with classification and clustering, patterns and insights crucial for strategic decision-making in sports management are unveiled, offering a comprehensive analysis of the underlying economic and performance-related implications.



Our study enriches the sports analytics field by introducing a novel methodology that integrates PCA for refined feature selection, clustering techniques to pinpoint players’ peak performance periods, and an in-depth financial analysis of the impacts of health pathologies and injuries. Unlike the existing literature, our approach offers a more precise understanding of how player attributes influence performance and economic outcomes in the NBA.



The avoidance of injuries is significant in sports. According to the findings, musculoskeletal injuries cost 47.2% of the total health problems and pathologies in the NBA league (RQ1). Based on the age criterion, clubs can form their strategy and allocate their budget accordingly (RQ2).



One of the main objectives was to provide relationships in the form of the metrics of economics, demographics, injuries, and pathologies using advanced basketball statistics. Sports performance is a multivariate model difficult to predict because of its extensive uncertainty. Some of the parameters involved include shape, psychology, social background, lifestyle, mental status, playing usage and monetary traits [85]. There are many interdependencies and correlations among these parameters. Therefore, the purpose of analytics is to minimize the risk and make forecasting for uncertainties with the purpose to maximize efficiency [1].



Player position is important not only for starting line-up selection, but also for rotation management, as well as financial reasons (RQ3). NBA players who belong to the age group between 27 and 29 are at the peak of their performance, based on advanced basketball analytics, while they get the highest average salary between 29–30 years old (RQ2 and RQ3). Additionally, NBA top level players in the “Center” position are fewer (21.3% of the total) but earn more (USD 5.69 million) in comparison with “Forwards” (USD 5.1 million) and “Guards” (USD 4.48 million). Therefore, “Centers” dominate the NBA league in terms of the highest annual earnings, but it is difficult to discover “Centers” combining quality and performance characteristics (RQ3).



Further, this study proposes to explore the socio-economic impacts of NBA careers more deeply. By analysing how changes in player performance due to aging or injuries affect their marketability, sponsorship opportunities, and post-career prospects, this research can offer a holistic view of a player’s economic lifecycle within and beyond their active sports career.



Basketball is a team sport that focuses on minor details prior to and during a match. Bad or good choices, effective game tempo, the condition in the first minutes of the match, and efficient offensive and defensive matchups are some examples that lead to advantages or disadvantages to a club against opponents. However, there are examples of players who influence a match with their energy, motivation, and psychological support to the whole team. These are characteristics that data analysts cannot quantify and allocate to statistical categories but need to be combined and aggregated into a sophisticated model. However, domain experts, with the help of data scientists, can recognize important patterns through the game in order to increase productivity and minimize any upcoming bias [86]. Nonetheless, data experts and technical staff can use advanced analytics for evaluation, tracking, monitoring, and forecasting purposes of team and player performance. Based on these analyses, technical staff can make significant decisions for roster management, team culture fit, strategy, vision, scouting, future transfers and new talent acquisitions [87].



Future Work


In addition to current research, further work can be applied to a variety of sports analytics predictive or descriptive segments. Possible areas of future focus include the impact of psychology on player and team performance, medical and health issues, recovery, tactics, biometrics, social, nutrition and leadership. These can be studied not only for basketball but also for other team sports. Examining sports data analysis for individual sports is an opportunity to identify patterns and insights as an appealing alternative.



For club owners, management, and technical staff, it is vital to receive accurate predictions for uncertain situations that could cost them either financially or in terms of performance. The psychological and behaviour analysis of athletes is also vital to prepare them mentally. Nowadays, the engagement of players and teams through social networks is extensive, motivating sports data scientists to focus on them with the purpose to retrieve valuable information and insights. Studying social networks can facilitate behavioural analysis, build persona clustering, and recognize patterns. These events can be associated with fan and team activities for descriptive analysis, but also to make associations and predictions for the future in a variety of attributes, as discussed previously.



There are many platforms and applications that use data to quantify biometrics, muscular soreness, sleeping quality, physical condition, nutrition, fan engagement, training, marketing analytics, and social analytics. The purpose is not only for data visualization but also for a sports business focus to avoid extra costs. In addition, the convergence of science and technology can reduce extra investments and optimize the productivity and effectiveness of a team and player’s daily routine.



The COVID-19 pandemic created new standards in every moment worldwide and influenced dramatically every sport. For that reason, the sports industry should adjust the training, fan engagement, and contacts, and focus on every detail that could affect any participant of each team. Data science and analytics can similarly help to minimize any upcoming risk among sports members and also aid with a wide range of physical and mental issues that could provoke economical, mental and health problems [88,89].



Additionally, it could identify injury factors with prescriptive analysis. Big data analysis can define which game period of a sport causes the most injuries and whether fatigue plays a significant role in this health problem. Furthermore, it is useful to understand how much player fatigue can impact the last minutes of the game and if the leadership and mental skills of a player can alleviate this impact. Finally, the quality of sleep, long trips and number of trips can influence players and teams to perform well or not. Analysis on this topic can help technical staff in rotation and load management with the purpose to keep the team fresh.
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Appendix A


Figure A1 illustrates the annual progress of costs in each of the major anatomical areas.
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Figure A1. Annual NBA league team financial losses in USD due to player health pathologies and injuries (from 2010–11 up to 2019–20). 
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Table A1 shows inflation-adjusted rates for 2019–2020, considering the time value of money for salary adjustments. It demonstrates how inflation adapts NBA players’ purchasing power.





 





Table A1. NBA player average salary per position over 24 seasons (1996–2020).
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	Year
	Annual Inflation Adjusted Using 2019–20 as a Baseline





	1996–97
	0.613



	1997–98
	0.628



	1998–99
	0.637



	1999–00
	0.651



	2000–01
	0.673



	2001–02
	0.692



	2002–03
	0.703



	2003–04
	0.719



	2004–05
	0.739



	2005–06
	0.764



	2006–07
	0.788



	2007–08
	0.811



	2008–09
	0.842



	2009–10
	0.839



	2010–11
	0.853



	2011–12
	0.880



	2012–13
	0.898



	2013–14
	0.911



	2014–15
	0.926



	2015–16
	0.927



	2016–17
	0.939



	2017–18
	0.959



	2018–19
	0.982



	2019–20
	1.000








Figure A2 outlines the annual changes of important basketball advanced analytics, such as the salary inflated and performance metrics in order to understand the fluctuations and the significance of them in relation to the age criterion.
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Figure A2. Player age clustering (for ages 18–43) in correlation with basketball advanced analytics and average wages in USD for the period 1996–2020. 
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Figure A3 shows that players’ salaries generally peak in their late twenties to early thirties (29–30 years old), while PER tends to peak slightly earlier (27–29). Salaries and performance metrics, such as PER, VORP, net rating, etc. vary with age, highlighting the relationship between a player’s career stage, their role, and their value to the team.
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Figure A3. Eight age clusters across 3 different playing positions, in correlation with player percentage, salary adjusted for inflation, and advanced basketball analytics over 24 NBA seasons (1996–2020). 
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Figure 1. Professional player average body profile in various sports compared with an average man. 
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Figure 2. Data collection, pre-processing, data mining, and interpretation process. 
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Figure 3. NBA Teams’ financial losses from player health pathologies and injuries (2010–2020). 
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Figure 4. Average annual NBA player salary compared with the previous year, over 24 seasons (1996–2020). 
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Figure 5. Average NBA player salary per team over 24 seasons (1996–2020). 
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Figure 6. NBA player age clustering in correlation with basketball advanced analytics and average inflated salaries over 24 seasons (1996–2020). 
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Figure 7. Left side: Radial chart distribution of average NBA player salary per team over 24 seasons (1996–2020). Right side: Team name and abbreviation. 
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Figure 8. Tornado funnel diagram for all NBA players over 24 seasons (1996–2020) regarding inflated salary versus age. 
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Table 1. NBA players’ average salary per position over 24 seasons (1996–2020).
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	Player Positions
	Number of Players
	% of Players
	Average Inflated Salary





	C (Centers)
	336
	21.3%
	USD 6,842,627



	F (Forwards)
	642
	40.7%
	USD 6,159,377



	G (Guards)
	599
	38.0%
	USD 5,365,431



	All Players
	1577
	100%
	USD 5,960,735










 





Table 2. Eight age clusters correlation with player percentage, salary adjusted for inflation and performance estimate rating (PER) over 24 NBA seasons (1996–2020).
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	Age Clusters
	% of Players
	Salary Inflated (USD)
	PER





	18–20
	3.4%
	2,953,999
	13.11



	21–22
	10.6%
	2,669,485
	13.80



	23–24
	17.7%
	3,558,466
	13.79



	25–26
	17.2%
	5,762,331
	14.41



	27–28
	16.2%
	7,286,295
	14.15



	29–30
	13.2%
	8,155,019
	13.74



	31–33
	13.4%
	8,171,796
	13.10



	≥34
	8.3%
	7,304,144
	12.94
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Digestive system 1,465,153 | 1,093,806 | 551,841 | 1,194,776 | 476,808 | 1,436,636 | 1,815,506 | 1,260,875 | 2,709,375 | 1,852,856 |13,861,631
Ear - 277,721 - - - - - - - - 277,721
Head 1,091,592 | 884,145 | 1,465,144 | 648,376 | 1,127,630 | 1,104,802 | 1,276,155 | 1,795,726 | 2,693,372 | 702,653 |12,793,594
Integumentary system - 261,217 - 467,696 - - - - - - 728,912
Lower extremity 1,202,585 | 1,253,626 | 1,396,152 | 1,253,724 | 1,176,429 | 1,489,473 | 1,783,167 | 1,853,490 | 2,060,566 | 2,130,795 | 15,600,006
Mouth - 357,077 - 401,166 225,965 820,486 | 1,155,950 - - - 3,000,648
Multiple anatomical areas - - 1,250,122 | 848,056 | 1,371,933 | 2,018,750 | 3,014,863 - - - 8,503,725
Musculoskeletal system | 1,139,670 | 1,532,274 | 1,509,550 | 1,061,958 | 1,488,962 | 1,430,075 | 1,787,418 | 1,838,266 | 2,041,867 | 1,895,143 |15,725,183
Neck 1,620,295 - 2,389,320 | 1,432,776 | 448,163 | 4,250,000 | 850,000 | 1,875,056 | 1,064,406 | 1,092,616 |15,022,631
Nervous system 785,676 819,499 | 1,498,369 | 924,462 | 4,104,932 | 637,500 - - - - 8,770,438
Respiratory system 1,525,907 | 696,041 | 1,171,688 | 1,146,337 | 1,291,661 | 570,952 | 992,422 | 1,660,805 | 508,701 462,043 10,030,557
Trunk 1,212,023 | 1,193,589 | 1,368,456 | 1,349,778 | 1,056,388 | 1,330,892 | 1,602,264 | 1,854,970 | 1,841,684 | 3,083,029 |15,933,073
Unclassified 784,883 | 1,213,733 | 1,208,549 | 1,498,635 | 1,155,440 | 1,472,583 | 1,893,394 | 1,614,937 | 1,766,682 | 1,673,033 | 14,285,870
Upper extremity 1,062,279 | 1,538,406 | 1,078,032 | 1,153,449 | 1,238,949 | 1,464,252 | 1,785,024 | 1,438,391 | 2,133,647 | 3,154,392 | 16,050,820
ANNUAL TOTAL 11,894,064 11,121,133 | 14,891,222 | 13,381,190 | 15,167,264 | 18,026,401 | 18,004,164 | 15,232,515 | 16,820,299 | 16,046,558 (150,584,809
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media/file7.png
>=34 C 1.9% USD 9.109.364 | 14.1 0.71 0.67 0.110 52.41% 1.17 | 5.73
31-33 C 2.3% USD 9,452,372 | 13.9 —0.21 0.66 0.105 53.33% 1.16 | 5.74
29-30 C 2.6% USD 9,221,345 | 14.2 —0.48 0.54 0.101 53.57% 22.0 1.13 [ 5.95
27-28 C 3.0% USD 7,763,829 | 14.8 —0.99 0.58 0.109 54.00% | 17.32% | 21.5 | 8.1 5.89
2526 E 3.5% USD 6,297,997 | 15.7 —1.75 0.64 0.113 54.49% | 17.97% | 222 | 89 | 1.09 | 6.30
2324 C 3.2% USD 4,301,598 | 154 —1.39 0.55 0.112 54.45% | 17.80% 8.2 5.75
2122 E USD 3,097,907 | 16.3 —2.01 0.58 0.116 55.84% | 18.89% | 21.5 | 9.1 6.06
1820 C | Wi 0.096 54.83% | 18.09% 8.2 5.63
>=34 F 3.1% USD 6.808.314 —0.17 0.58 0.085 22.4 1.61 | 4.28
31-33 F 5.2% USD 8,618,154 | 13.0 0.09 0.65 0.090 52.40% | 17.61% | 233 | 88 | 1.62 | 441
29-30 F 5.5% USD 8,271,112 | 13.4 —0.45 0.72 0.089 52.62% | 18.50% | 244 | 9.8 | 1.61 | 4.69
27-28 F 6.5% USD 7,809,199 | 14.3 —0.71 0.91 0.098 53.73% | 19.12% | 25.1 | 10.7 | 1.66 | 4.87
25-26 F 6.5% USD 6,037,888 | 14.2 —0.92 0.88 0.093 53.11% | 19.15% | 25.1 | 10.6 | 1.64 | 4.85
2324 F 7.0% USD 3,819,302 | 13.9 —2.10 0.72 0.088 52.56% | 18.87% | 23.0 | 9.5 | 1.43 | 4.57
2122 F 4.4% 13.9 —2.57 0.57 0.083 52.53% | 19.05% | 22.7 | 9.5 | 1.31 | 4.68
1820 F USD 3,028,907 | 13.3 51.58% | 18.97% | 222 | 89 | 1.22 | 4.50
>=34 G 3.3% USD 6,728,231 | 13.0 0.95 0.81 0.084 52.15% | 17.88% | 22.6 | 84 | 3.26
31-33 G 5.9% USD 7,264,115 —0.56 075 0.078 51.84% | 18.64% | 242 | 9.3 | 3.26
29-30 G 5.1% USD 7,490,587 | 13.9 —0.09 1.01 0.088 52.65% | 19.84% [ 25.5 | 10.7 | 3.41
2728 G 6.7% USD 6,562,890 | 13.8 —1.16 0.90 0.080 52.18% | 20.08% [ 25.2 | 10.8 | 3.39
2526 G 7.3% USD 5,258,335 | 14.0 =20 0.88 0.082 52.15% | 20.42% | 249 | 10.8 | 3.23
2324 G 7.5% USD 2,996,631 | 13.0 =231 0.64 20.05% | 23.1 9.6 | 2.90
2122 G 4.4% 20.24% | 228 | 9.5 | 2.88
18—20 G 20.40% [ 23.0 | 9.5 | 2.95
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