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Abstract: Fog computing (FC) is a distributed architecture in which computing resources and services
are placed on edge devices closer to data sources. This enables more efficient data processing, shorter
latency times, and better performance. Fog computing was shown to be a promising solution for
addressing the new computing requirements. However, there are still many challenges to overcome
to utilize this new computing paradigm, in particular, reliability and security. Following this need, a
systematic literature review was conducted to create a list of requirements. As a result, the following
four key requirements were formulated: (1) low latency and response times; (2) scalability and
resource management; (3) fault tolerance and redundancy; and (4) privacy and security. Low delay
and response can be achieved through edge caching, edge real-time analyses and decision making,
and mobile edge computing. Scalability and resource management can be enabled by edge federation,
virtualization and containerization, and edge resource discovery and orchestration. Fault tolerance
and redundancy can be enabled by backup and recovery mechanisms, data replication strategies,
and disaster recovery plans, with a residual number system (RNS) being a promising solution. Data
security and data privacy are manifested in strong authentication and authorization mechanisms,
access control and authorization management, with fully homomorphic encryption (FHE) and the
secret sharing system (SSS) being of particular interest.

Keywords: fog computing; distributed computing systems; reliability; fault tolerance; data security

1. Introduction

Distributed computing systems (DCSs) have evolved over several decades, driven by
the need for efficient and scalable computing models [1]. Starting in the 1960s, the issue of
distributed computing began to be raised when researchers began to explore the concept
of time sharing, allowing multiple users to access the same computer at the same time.
This laid the foundation for the development of distributed systems, in which computing
resources were shared across multiple nodes.

In the 1970s and 1980s, research efforts focused on the development of local area
networks (LANs) and wide area networks (WANs) to connect geographically dispersed
computers. This led to the emergence of a client–server architecture, in which a central
server handled requests from multiple client devices. DCSs using a client–server architec-
ture have become dominant, enabling resource sharing and centralized data management.

The advent of the Internet in the 1990s led to significant advances in distributed
computing. The client–server model has expanded to include web applications, and the
World Wide Web (WWW) has become a platform for distributed computing. This era saw
the emergence of web services and application programming interfaces (APIs) that enabled
interoperability between different systems, making it easier to exchange data and services
over the Internet.
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Cloud computing (CC) as we know it today emerged in the early 2000s and revolution-
ized the way computing resources are provided, managed, and used [2]. Cloud technology
is based on the idea of providing on-demand access to a pool of computing resources, such
as computing power, storage, and software applications delivered over the Internet.

The concept of cloud computing builds on earlier developments in distributed sys-
tems, virtualization, and service computing. Virtualization technologies abstract away
physical resources, allowing you to create virtual machines (VMs) that can be dynamically
provisioned and deallocated as needed.

The key characteristics of cloud computing include on-demand self-service, broad
network access, pooling of resources, fast elasticity, and controlled service. Users can access
and allocate resources as needed, dynamically scale their usage up or down, and pay for
consumed resources on a pay-as-you-go basis [3].

While CC has revolutionized the IT landscape, some applications and use cases have
required computing power closer to the network edge. Fog computing (FC) [4] has emerged
as an additional cloud computing paradigm to meet these requirements.

FC extends the cloud to the edge of the network, bringing computing, storage, and
networking closer to the data source [5]. It uses a distributed architecture consisting of
edge devices, gateways, and cloud resources, forming a continuum from the cloud to the
edge device.

The FC concept recognizes the limitations of traditional cloud computing in scenarios
that require low latency and faster response times, real-time data processing, efficient use
of bandwidth, and increased data privacy and security. By processing data closer to the
edge, FC reduces the need for extensive data transfer to remote cloud servers, resulting
in lower latency and faster response times, as well as the efficient use of bandwidth. Fog
devices are also power efficient.

These features make the use of FC attractive in a variety of applications, including
IoT [6], smart cities (SCs) [7], automation [8,9], healthcare [10–12], and agriculture [13,14].
In applications such as IoT, SC, and healthcare, a continuous and uninterrupted service is of
crucial importance. In the healthcare sector, for example, the failure of a medical monitoring
system can have life-threatening consequences. Likewise, in smart cities, the malfunction
of traffic management systems could lead to serious disruptions. We call this reliability,
which is defined as the continuity of the correct service, e.g., regarding the absence of bugs
and the masking of errors [15]. Indeed, shortcomings related to reliability are reported [16].
Furthermore, in healthcare and IoT applications, the protection of personal data is of
paramount importance. Here, we refer to the term of security, which covers the ability
of the system to keep data confidential, which, in turn, means protecting data from theft,
copying, and disclosure of the owner’s identity, as well as protection from unauthorized
actions [17]. In summary, it can be said that security and reliability are of fundamental
importance for the functionality and trustworthiness, and hence wider adoption, of FC
systems used in various and critical applications.

The aim of this review was to identify and analyze the requirements for improving
the security and reliability of FC, as well as the supporting methods and technologies. For
this purpose, we applied the method of a systematic literature research. The literature
search was carried out in databases, such as Core, Google Scholar, and Semantic Scholar.
The search results were checked for their relevance to the topic, and security and reliability
requirements for FC were derived.

The paper is structured as follows: Section 2 discusses the state of the problem.
Section 3 presents the background of FC and its application. Section 4 presents the method
used, while Section 5 describes the derivation of the requirements. Section 6 provides a
discussion of the results and possibilities for future work. Finally, Section 7 summarizes
the main conclusions and opportunities for future research.
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2. State of the Problem

In work [16], the authors mentioned the disadvantages related to reliability. However,
in order to indicate the relevance of the problem under consideration, we considered the
following works. In work [18], the authors considered the application of FC in SCs. The
main focus of the work was on considering approaches to the integration of FC as the main
SC network. The work focused on comparing FC with other types of DCSs, such as CC
and edge computing. The work is organized as a review of other research on SC, IoT, and
FC topics. The review is general in nature, with a slight refinement for the platform on
which FC is deployed. The parameters that were considered in this study were mentioned
less often, and the authors suggested paying attention to these parameters, and the use of
platform tools is proposed as a solution. A similar trend was also observed in [7]. Here, we
considered the integration of smart solutions, their interconnection, and the organization of
the infrastructure. The main focus was on device configuration. The issue of fault tolerance
was raised from the point of view of the dynamic configuration of device management.
However, the authors used standardized data transmission technologies to measure their
frequencies, battery life, and messaging speed. Touching on the topic of security, the authors
operated with ciphers with a high level of security, but these ciphers were computationally
complex. In conclusion, the authors reflected on the need for additional research.

However, the main focus of the authors of work [19] was on the physical model and
the construction of a monitoring system, and most of the research was on issues related to
the physical embodiment of the system. The research conducted in this study was based
on the levels of the OSI model, citing studies at a particular level. In this case, the authors
considered a wider range of parameters, including addressing issues of reliability and
safety. For example, from the point of view of data protection, the authors characterized
FC as difficult to measure. From the point of view of reliability, the authors did not give
clear formulations.

Thus, based on several reviews of FC topics, it can be argued that the interest in FC is
significant, but at the moment, researchers are focused on building the system as a whole,
how to connect devices, which data transfer protocol is more efficient, etc. Although these
questions indirectly relate to the subject of this work, a clear answer to the question of “how
to organize reliable and secure FC” is still not there. As already mentioned in the previous
section, the main purpose of this work was to develop requirements for the reliability
and safety of FC. The results will allow other researchers to refer to these requirements to
conduct their own FC-related research. Requirements can be in the form of boundary values
that will allow you to select the studied methods and algorithms for FC development.

3. Fog Computing and Applications

FC is essentially a distributed computing paradigm that extends cloud capabilities to
the edge of the network (Figure 1). While CCs have revolutionized the way computing
resources are provided and used, some applications and use cases require low latency,
real-time data processing, efficient use of bandwidth, and enhanced privacy and security.
FC brings computing, storage, and networking closer to data sources for local processing
and analysis [5].

In work [20], the researchers considered the prospects of using FC in real-time applica-
tions. Indeed, 8 years later, FC is widely used in smart city networks and the Internet of
things. In [21], the authors argued that the use of FC will increase the efficiency of smart
city networks based on the Internet of things and proposed a multi-level FC architecture.
In [22], the authors also presented the design of a platform with several FC applications.

In [4], the authors conducted research on the applicability of FC for medical purposes,
namely, diabetes tracking. The authors compared FC with CC. In their study, they claimed
that in terms of diabetes control, FC is more effective than CC in terms of speed, control,
and lower network building costs.
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Figure 1. Fog computing.

FC finds use in a variety of applications, including the following:

• IoT: FC has a critical role in IoT deployment [6]. With the proliferation of connected de-
vices generating massive amounts of data, FC brings local processing and analytics to
the edge, reducing latency and enabling real-time decision making. This facilitates the
efficient filtering and aggregation of data, optimizing the use of network bandwidth
and reducing the load on cloud servers.

• Smart cities (SCs): FC plays an important role in the implementation of SC initia-
tives [7]. When fog nodes (FNs) are deployed throughout the city infrastructure,
data from various sources, such as sensors, cameras, and connected devices, can be
processed locally. This enables real-time monitoring, analysis, and decision making
for applications such as traffic management, waste management, and public security.

• Automation: In industrial environments, FC enables real-time processing and analysis
of data for mission-critical applications [8,9]. Edge devices and gateways collect
and process data from industrial sensors and equipment, providing local control
and monitoring. This reduces latency, provides faster response times, and improves
efficiency in industries such as manufacturing, energy, and logistics.

• Healthcare: FC plays a vital role in healthcare systems by facilitating real-time mon-
itoring, analysis, and decision making. Edge devices and gateways can collect and
process patient data, enabling timely medical intervention, remote patient monitoring,
and personalized healthcare services [10–12]. FC also addresses privacy issues by
storing sensitive data locally, ensuring compliance with health regulations.

• Agriculture: In the agricultural sector, FC promotes precision farming and smart
farming. Border devices and sensors collect data on soil, weather, and crop conditions
to enable local decisions for irrigation, fertilization, and pest control. FC enables real-
time analysis and monitoring to optimize resource usage and increase yields [13,14].

Thus, we can say that FC and FSs are a promising directions aimed at automating
many areas of human activity. FC and FSs are closely related to the IoT and SC as their
components.

4. Method

This study was based on a literature search through databases of scientific publications.
Statistics on the number of publications from 2008 (the first mention of FC) to 2024 are
listed here, analyzed according to keywords related to reliability and safety (see Figure 2
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and Table 1 in the attachment). These include fault tolerance, reliability of functioning, data
privacy, data security, and robustness.

Table 1. Scientific papers in keyword databases.

Database Fault
Tolerance

Reliability of
Functioning Data Privacy Data

Security Robustness

Google
Scholar 16,200 16,800 12,700 14,700 14,700

Core 1363 828 792 6014 1740

Semantic
Scholar 3050 86 3920 4800 4490

Google Scholar provided the highest number of scientific papers across all keywords,
especially in the areas of fault tolerance and functional security. Core and Semantic Scholar
also provided a large number of articles, albeit to a lesser extent than Google Scholar (see
Figure 2).

Figure 2. Keyword publication statistics.

As for Google Scholar, the reliability of functioning was the most frequently repre-
sented topic with 16,800 contributions, closely followed by fault tolerance with a total of
16,200 contributions. Data security and robustness shared third place with 14,700 publica-
tions each. Data privacy was represented by 12,700 publications. According to Core, data
security was the most researched topic with 6014 publications. Robustness was in second
place with 1740 articles, closely followed by fault tolerance with 1363 publications. The
reliability of functioning and data privacy were at the bottom of the rankings with 828 and
792 publications, respectively. In Semantic Scholar, data security was the most researched
topic with 4800 papers, closely followed by robustness with 4490 papers, data privacy with
3920 papers, and fault tolerance with 3050 papers. The reliability of functioning, with a
count of only 86, completed the ranking (see Figure 3).

The rankings appeared to be inconsistent. The reasons for this, e.g., that the literature
databases possibly only contained subsets of the existing publications or had different
search mechanisms, can be further analyzed in future work and recommendations derived.

We built our research on the papers with the most citations and downloads (see
Tables 2 and 3 below for reliability-related publications and security-related publications
analyzed in the manuscript, respectively). They formed the basis for determining and
analyzing the requirements for improving the security and reliability of FC.
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Figure 3. Diagram of the popularity of research topics.

Table 2. Reliability-related publications.

Name Citations Downloads Publisher

Reliability in the utility computing era: Towards
reliable fog computing 256 3535 IEEE

Software reliability in the fog computing 24 712 IEEE

A fault-tolerant model for performance optimization of
a fog computing system 29 711 IEEE

Distributed fog computing for latency and reliability
guaranteed swarm of drones 64 3080 IEEE

A condition of reliability improvement of the system
based on the fog-computing concept 10 90 IOPScience

An experimental study of the fog-computing-based
systems reliability 7 697 Springer

Fog computing for sustainable smart cities in the IoT
era: Caching techniques and enabling technologies—
an overview

169 292 Elsevier

Capacity-Aware Edge Caching in Fog
Computing Networks 41 1055 IEEE

Fog Computing: An Overview of Big IoT
Data Analytics 202 23,455 Hindawi

A Survey on Mobile Edge Computing: The
Communication Perspective 4935 63,962 IEEE

A survey on end-edge-cloud orchestrated network
computing paradigms: Transparent computing, mobile
edge computing, fog computing, and cloudlet

425 6027 ACM

Comparison of Edge Computing Implementations: Fog
Computing, Cloudlet and Mobile Edge Computing 609 12,893 IEEE

Fog Computing for Healthcare 4.0 Environment:
Opportunities and Challenges 375 477 Elsevier

Fog Computing in Healthcare—A Review
and Discussion 360 12,473 IEEE

Fog computing-based IoT for health monitoring system 143 10,020 Hindawi
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Table 2. Cont.

Name Citations Downloads Publisher

Load-balancing algorithms in cloud computing:
A survey 291 345 Elsevier

Game-Theoretic Model for Dynamic Load Balancing in
Distributed Systems 63 695 ACM

Analysis of Load Balancing Performance Using Round
Robin and IP Hash Algorithm on P4 4 241 IEEE

A Review of Load Balancing in Fog Computing 40 808 IEEE

Hybridization of Firefly and Improved Multi-Objective
Particle Swarm Optimization Algorithm for Energy
Efficient Load Balancing in Cloud
Computing Environments

151 131 Elsevier

Load Balancing in Cloud Computing Environment
Using Improved Weighted Round Robin Algorithm for
Nonpreemptive Dependent Tasks

237 4767 Hindawi

Fog Computing for Energy-Aware Load Balancing and
Scheduling in Smart Factory 330 4976 IEEE

Fog Computing Dynamic Load Balancing Mechanism
Based on Graph Repartitioning 213 2294 IEEE

A Blockchain-Based Brokerage Platform for Fog
Computing Resource Federation 19 261 IEEE

F-FDN: Federation of Fog Computing Systems for Low
Latency Video Streaming 34 534 IEEE

A Review on Container-Based Lightweight
Virtualization for Fog Computing 13 1138 IEEE

Feasibility of Fog Computing Deployment Based on
Docker Containerization over RaspberryPi 249 2158 ACM

Towards Container Orchestration in Fog Computing
Infrastructures 129 2812 IEEE

Foggy: A Platform for Workload Orchestration in a Fog
Computing Environment 110 1607 IEEE

Challenges and Solutions in Fog Computing
Orchestration 118 2441 IEEE

Topology and Orchestration Specification for Cloud
Applications Version 1.0 27 - OASIS

The Residue Number System 650 1602 ACM

RRNS Base Extension Error-Correcting Code for
Performance Optimization of Scalable Reliable
Distributed Cloud Data Storage

8 135 IEEE

Parallel Error Correction Algorithm in RNS VLSI
Digital Circuits 4 52 IEEE

Correction and Fault Tolerance in RNS-Based Designs.
In Residue Number Systems: Theory and Applications 9 979 Springer

A Novel Error Detection and Correction Technique for
RNS Based FIR Filters 27 251 IEEE



Information 2024, 15, 317 8 of 19

Table 3. Security-related publications.

Name Citations Downloads Publisher

Fog Computing Security: A Review of Current
Applications and Security Solutions 440 49,000 Springer

An Overview of Fog Computing and Its Security Issues 484 - Wiley

The Fog computing paradigm: Scenarios and
security issues 1369 13,222 IEEE

Security and privacy issues of fog computing: A survey 661 7687 Springer

Security and trust issues in Fog computing: A survey 305 335 Elsevier

Centralized fog computing security platform for IoT
and cloud in healthcare system 236 - IGI Global

A Fully Homomorphic Encryption Scheme 3989 - Stanford

Homomorphic Encryption for Arithmetic of
Approximate Numbers 1809 27,000 Springer

Ensemble Method for Privacy-Preserving Logistic
Regression Based on Homomorphic Encryption 78 2909 IEEE

Efficient Homomorphic Comparison Methods with
Optimal Complexity 116 2914 Springer

FPGA-Based Accelerators of Fully Pipelined Modular
Multipliers for Homomorphic Encryption 43 1791 IEEE

Implementation and Performance Evaluation of RNS
Variants of the BFV Homomorphic Encryption Scheme 116 1445 IEEE

A Homomorphic Encryption Scheme for Cloud
Computing Using Residue Number System 93 879 IEEE

High-Precision Bootstrapping of RNS-CKKS
Homomorphic Encryption Using Optimal Minimax
Polynomial Approximation and Inverse Sine Function

76 3837 Springer

Secret-Sharing Schemes: A Survey 826 3643 Springer

How to Share a Secret 19,438 29,420 ACM

A Modular Approach to Key Safeguarding 975 1802 IEEE

How to Share a Secret 455 1710 Springer

4.1. Reliability of FC

Reliability can be defined as the continuity of correct service, e.g., in terms of the
absence of bugs and the masking of errors [15]. This property can thus refer to both
physical characteristics of the network and the software.

In [23], the authors considered the issue of FC reliability based on the reliability of
the Internet of things (IoT). Both the IoT and FC assume a system consisting of computing
devices with low power consumption.

In [24], the authors carried out a more detailed reliability analysis and divided it
into three parts: node reliability, network reliability, and software reliability. The authors
proposed methods such as software-defined networking (SDN) and network function
virtualization (NFV) as methods to ensure reliability. These methods should improve the
reliability of the network if they go through the necessary preliminary stages (network
modeling, etc.). To avoid data loss, the authors proposed the use of an adaptive joint
protocol based on implicit recognition (AJIA), which is a common reliable and energy-
efficient mechanism for packet loss recovery and route quality assessment. In addition, the
authors pointed out the need to increase fault tolerance by applying error correction codes.

In [25], the authors present results related to analyzing and predicting the fault tol-
erance of FC based on continuous Markov chains. Next, the authors present an intelli-
gent FC optimization method, which they call simulated annealing (ISA). The presented
method makes it possible to predict which node is most likely to fail in order to take
appropriate action.
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All the work considered so far assumed the use of the speaker as part of the IoT system.
In [26], the authors studied FC in the context of a drone control system and considered
the reliability of the system in this domain. In general, the guarantee of reliability is
conditioned by the solution of the optimization problem. In this case, the loss of computing
nodes (drones) has a higher probability, and thus, the optimization task becomes more
complicated. The authors proposed two algorithms: LP-based and proximal Jacobi. For
building a foggy drone swarm system, the authors recommended the proximal Jacobi
algorithm due to its ratio of problem-solving quality to computational complexity.

The authors of [27] also dealt with the development of FC reliability requirements. In
their work, the authors analyzed the dependence of FC reliability depending on the number
of computing nodes and workload. The result of the work was calculations that allow us
to determine how appropriate it is to use FC on the system under study with specified
parameters (the number of nodes and the load on them). The expediency here is the
predicted reliability of FC. The authors’ contribution to the development of requirements
lies in the formulation of which FC can be considered reliable in the theoretical model,
namely, such an FC that allows for processing the expected computational load on all nodes
without failure.

Ref. [28] took a practical approach and analyzed the reliability of FC depending on
the type of system built. In particular, the authors analyzed information systems, such as
food chains, healthcare and medical services, mobile-facility-based information systems,
smart cities, and UFV monitoring and control. The study consisted of investigating the
reliability of the nodes measured at specific points in time. It was carried out with different
computational loads: low, medium, and maximum. The authors’ research results are useful
from the point of view of the practical implementation of FC, namely, for the design of an
FC network architecture depending on the expected computational load and the degree
and method of distribution of tasks among the computing nodes.

Based on the sources analyzed, the biggest “threat” to FC reliability is the high com-
putational load on the FC nodes. Planning the distribution of the computing load can
generally be divided into three requirements:

• Ensuring low latency and response times of the computing nodes;
• Scalability and resource management of a pool of computing nodes;
• Fault tolerance for each individual computing node, as well as general fault tolerance,

which can be ensured, among other things, by redundancy of the processed data.

4.2. Security of FC

Security in this study included the ability of the system to keep data confidential,
which, in turn, means that data are protected against theft, copying, disclosure of the
owner’s identity, and unauthorized actions [17].

FC security is based on DCS and CC security since FC is essentially a development of
these models. Confidentiality is also important for data in the system, not only in relation
to the external environment of the system but also between neighboring nodes. Since the
“owners” of computing nodes can be different, an attacker can also gain control over one or
more nodes. In addition, FC is a network of low-power nodes, which is a limiting factor
on the computational complexity of security methods. Thus, the issue of FC security is
relevant and the subject of research in the scientific community.

In [29], the authors provide an analysis of FC security, including CC and edge calcula-
tions for the integrity of the study. Given the specifics of the FC system, it can have a wide
range of vulnerabilities. Thus, the authors identified 12 categories of security vulnerabilities
for FC:

1. Advanced persistent threats (APTs) are cyberattacks that aim to compromise a com-
pany’s infrastructure in order to steal data and intellectual property.

2. Access control issues (ACIs) can lead to poor management, and any unauthorized
user will be able to obtain data and permissions to install software and change
configurations.
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3. Account hijacking (AH) is when an attack is aimed at hijacking user accounts for
malicious purposes. Phishing is a potential method of account hijacking.

4. Denial of service (DoS) is when legitimate users are not allowed to use the system
(data and applications) due to excessive use of limited system resources.

5. A data leak (DB) is when an attacker divulges or steals important, protected, or
confidential data.

6. Data loss (DL) is the accidental (or malicious) deletion of data from the system. This
does not necessarily have to be the result of a cyberattack and may result from a
natural disaster.

7. Insecure APIs (IAs): Many cloud service providers provide application programming
interfaces (APIs) for use by customers. The security of these APIs is crucial to the
security of any implemented applications.

8. System and application vulnerabilities (SAVs) are vulnerabilities that can be exploited
as a result of configuration errors in the ad software, which an attacker can use to
infiltrate and compromise the system.

9. A malicious insider (MI) is a user who has gained authorized access to the network
and system, but intentionally decides to act maliciously.

10. Insufficient due diligence (IDD) often occurs when an organization is in a hurry to
adopt, design, and implement a system.

11. Abuse and unfair use (ANU) often occurs when resources are provided free of charge,
and attackers use these resources to carry out malicious activities.

12. Problems with shared technologies (STIs) arise from sharing infrastructures, platforms,
or applications. For example, the underlying hardware components may not have
been designed to provide high-insulation properties.

The authors analyzed how these threats affect various FC-based applications. As a
result of their work, the authors cite categories of threats, their types, and possible solutions.
In principle, this work can be used as a basis for research in the field of FC security, as well
as background information on preparing FC for threat confrontations. However, this work
is an overview and does not provide research on the effectiveness of a particular method of
protection or methods of attack.

Similar studies are given in the works of [30–34]. In general, these studies can be
characterized as follows. The researchers proceeded from the possible applications of
FC and focused on their features. On the one hand, this is the right direction since if we
compare FC for IoT and FC for healthcare since these are two completely different areas
that require different approaches.

However, the very basis of the system is the same for them and the methods of
providing the basic level are identical. This conclusion is justified by the conducted
research. After analyzing the threats, you can see that, for example, the DB threat for most
applications is the same as the ACI threat. Thus, we can say that the main requirement for
data security is their confidentiality. Even if an attacker can get hold of one or another part
of the data, the data should not have any significance for the attacker.

5. Requirements

Although FC offers many advantages, ensuring reliability and security is crucial for
its successful implementation. Based on the review of the literature, we identified the
following requirements for the reliability and security of FC.

5.1. Low Delay and Response

FC aims to reduce latency by processing data closer to the edge. It is very important to
define acceptable latency thresholds for different applications and use cases. Requirements
may vary depending on the need for real-time decision making, data transfer limitations, and
application criticality. The following can be considered to optimize the latency and improve
the responsiveness in FC environments:
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• Edge caching: By caching frequently accessed data and content on edge devices or an
FN closest to the end users, latency can be significantly reduced [35]. This allows for
faster data and content retrieval as you do not have to traverse the entire network to
get to the cloud or remote servers [36]. Edge caching improves the response times for
applications such as video streaming, content delivery, and IoT data retrieval.

• Edge analytics: Real-time analytics and decision making at the edge delivers immedi-
ate responses without the need to transfer data to a remote server [37]. By deploying
simplified analytics and machine learning models directly to the edge, you can in-
stantly obtain insights and actions. Edge analytics is especially useful for time-critical
applications, such as industrial automation, smart cities, and healthcare monitoring.

• Mobile edge computing (MEC): MEC brings the power of fog computing to a mobile
network infrastructure, delivering low-latency services to mobile devices [38]. By
deploying edge computing resources at cell base stations or access points, MEC
shortens the distance between mobile devices and computing resources [39,40]. This
proximity facilitates real-time applications, such as augmented reality (AR) and virtual
reality (VR), where responsiveness is critical. This is useful, for example, in various
rehabilitation centers [11,41].

By using these techniques to achieve low latency and a quick response, fog computing
environments can perform real-time processing and analysis, reducing the latency and
improving the overall system responsiveness. These techniques play an important role in
supporting time-critical applications, improving the user experience, and providing a wide
range of latency-sensitive services in fog computing deployments.

5.2. Scalability and Resource Management

Fog systems (FSs) must scale easily to meet growing workloads and expanding de-
vice connectivity. Determining the requirements for mechanisms for dynamic resource
allocation, load balancing and elastic scaling is necessary to ensure the efficient use of
resources and system performance. FC systems require robust monitoring and control
capabilities to ensure reliability and security. We defined the requirements for real-time
monitoring, performance metrics, anomaly detection, and centralized management tools
to enable proactive system maintenance, early problem detection, and efficient resource
allocation.

• Load balancing: Load-balancing methods evenly distribute computing tasks and net-
work traffic among multiple fog nodes to avoid overloading certain nodes and ensure
the optimal use of resources [42]. Load-balancing algorithms consider factors such as
the processing capability, network conditions, and node availability to intelligently
distribute workloads. This approach avoids bottlenecks, reduces the response time,
and improves the system scalability. There are many types of load balancing based on
different technologies [43–52].

• Edge federation: Edge federation enables collaboration and resource sharing between
multiple fog nodes or edge networks [53]. By forming federated networks, fog com-
puting environments can leverage pooled resources and provide seamless scalability
across multiple administrative domains. Federation platforms establish communica-
tion protocols, trust mechanisms, and resource sharing agreements to enable dynamic
resource allocation and load balancing between federated fog nodes [54].

• Virtualization and containerization: Virtualization technologies, such as hypervisors
and VMs, abstract and isolate computing resources, improving the scalability and
resource management [55]. Fog nodes can run multiple virtual machines, each with its
own sandboxed environment, making efficient use of hardware resources. Container-
ization using technologies such as Docker [56] provides lightweight and portable
environments for applications, enabling efficient deployment, scalability, and resource
isolation in fog computing.

• Edge resource discovery and orchestration: Fog computing systems can implement
resource discovery mechanisms to determine the available resources in the fog infras-
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tructure [57]. These mechanisms facilitate dynamic resource provisioning by allowing
fog nodes to efficiently discover and use nearby resources. Orchestration environ-
ments coordinate resource provisioning and management, ensuring that workloads
are distributed to the appropriate fog nodes based on availability, capability, and prox-
imity [58,59]. There are several effective solutions for orchestration. One of the most
interesting is OASIS TOSCA [60], which allows you to effectively manage different
containers in distributed systems based on templates, which allows you to combine
different approaches. For example, the use of various methods of load balancing.

By leveraging these scaling and resource management techniques, fog computing
environments can efficiently handle changing workloads, optimize resource utilization,
and ensure the efficient allocation of computing resources. These techniques improve the
system scalability, adaptability, and performance, allowing fog computing systems to meet
the requirements of various applications and effectively support the dynamic nature of
edge computing environments.

5.3. Fault Tolerance and Redundancy

Given the distributed nature of FC, addressing the issues of fault tolerance and redun-
dancy is critical. Defining requirements for error detection and recovery mechanisms and
redundancy will help to ensure system reliability and resilience in the face of component
failures or network outages. Defining system resiliency and disaster recovery requirements
is critical to mitigating potential failures or disasters. Defining backup and recovery mech-
anisms, data replication strategies, and disaster recovery plans will help to ensure the
availability and integrity of data and system functionality.

To meet this requirement, one of the promising areas is the residue number system
(RNS), which is a non-positional number system based on modular arithmetic in the residue
ring [61]. The RNS has various properties to improve reliability and fault tolerance; in ad-
dition, due to natural parallelism and the independence of residuals, the RNS is effectively
implemented in distributed systems. The RNS also has self-correcting properties [62–65],
which improves the system resiliency. The RNS has many applications, both for reliability
and fault tolerance and for security, which is discussed later.

5.4. Data Privacy

FC involves processing sensitive data at the edge, which raises concerns about data
privacy and security. Determining the requirements for data encryption, secure communi-
cation protocols, access control mechanisms, and compliance with data protection rules
is essential to protecting sensitive information. Also, from a privacy perspective, an FS
needs strong authentication and authorization mechanisms to ensure that only authorized
users and devices can access and interact with the system. Defining requirements for
secure user authentication, access control, and privilege management is vital to preventing
unauthorized access and protecting system resources.

Maintaining security involves high computing effort and managing the security keys
is a more difficult task for CC and FC in terms of data infrastructure compared with
centralized systems. Often, centralized security is used for CC. To authenticate the user,
the end device communicates with the key exchange server; however, this solution is
also ineffective.

One of the promising areas in this field is the so-called fully homomorphic encryption
(FHE) [66]. The main feature of FHE is the ability to process data in encrypted form. Many
researchers believe that FHE will improve the effectiveness of security and privacy in
cloud applications. However, if we consider FC and consider that FNs are low-power
devices, FHE is currently not appropriate for FC due to the high computational complexity
of some operations [66]. FHE in FC can be examined in Figure 4. However, the current
computational complexity is not an unbreakable wall. Many researchers are devoting their
work to improving the efficiency of FHE in various applications, such as in works [67–70],
where researchers developed an approximate FHE scheme for rational numbers. In addition,
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the authors of the papers proposed various modifications of FHE to speed up its operation,
for example, by using an RNS [71–73].

Figure 4. Application of FHE in FC.

Currently, the secret-sharing system (SSS) is the most effective method to fulfill the
requirements for security and data protection in FC (Figure 5). The SSS is a security method
based on the division of any information into several parts with the possibility of its
recovery by a specific group of participants. The SSS is used in conjunction with other
security methods to ensure the confidentiality of encryption keys. The SSS is often used
in networks with an increased risk of security threats. There are several types of SSS. For
example, there are methods that require the capture of all parts of the key (the full SSS) or
only a certain proportion (the threshold SSS). Following their emergence, the threshold SSS
has almost completely replaced the full SSS.

Figure 5. Application of SSS in FC.

Threshold circuits are also of interest for FC. This makes it possible to exchange data
together with security keys without the entire system being involved, but only a specific
part. This security also fulfills the requirement for FC reliability, as it reduces the load on
the network. It is also worth noting that there are SSSs that use an RNS [74,75], which,
in turn, allows for a combination of approaches to fulfill both the security and reliability
requirements of FC [76–78].
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6. Discussion and Future Directions

As a result, the following four key requirements were formulated: (1) low latency and
response times; (2) scalability and resource management; (3) fault tolerance and redundancy;
and (4) data protection and security. In addition, some methods and technologies are
presented that enable FC systems to fulfill these requirements.

Low delay and response can be achieved through edge caching, i.e., caching of fre-
quently accessed data and content on edge devices or the FN closest to the end users [35],
edge real-time analyses and decision making at the edge [37], and mobile edge comput-
ing [38–40].

Scalability and resource management to avoid overloading certain nodes and ensure
optimal resource utilization [42] can be enabled by edge federation, i.e., collaboration and
sharing of resources between multiple fog nodes or edge networks [53], virtualization and
containerization [55], edge resource discovery and orchestration [57] based on availability,
and capabilities of and proximity to the appropriate fog nodes [58,59].

Fault tolerance and redundancy can be enabled by ensuring the availability and
integrity of data and system functions with backup and recovery mechanisms, data replica-
tion strategies and disaster recovery plans, among other things, with a residual number
system (RNS) [61] being a promising solution.

Data security and data privacy are manifested in strong authentication and authoriza-
tion mechanisms, access control and authorization management, etc., which are ensured
by access control mechanisms, secure communication protocols, data encryption, etc.,
with fully homomorphic encryption (FHE) [66] and a secret sharing system (SSS) being of
particular interest.

These requirements can be taken into account when designing FC architectures. Fur-
thermore, on this basis, investigations can be carried out into the extent to which the
reliability and security of FC systems and other system properties can be impaired, e.g., to
what extent overloads, underloads, and threats can occur. Certain templates can be created
based on such data. If more specific templates are available, the developer only needs to
specify certain parameters in perspective, e.g., the security level or the load on certain nodes.
This will enable the more efficient development and application of FC-based networks and
systems.

The focus of future research may include the development of FC architectures with
the aim of developing best practices for the use of FC architectures and optimal FC model
architectures with respect to the criteria discussed. Simulation tools and mathematical
models can be used to evaluate the architectures [79]. For instance, the reliability property
can be described by the probability that a system or system component will function
successfully up to a certain period of time and can be modeled stochastically, e.g., mean
time to failure and probability that a component will fail before reaching time T [15].
Simulators can be developed when mathematical modeling is difficult due to the size,
complexity, and heterogeneity of the system [79]. After developing and evaluating these
simulation and mathematical models, it is essential to test physical models in the next step
in order to validate the results.

Thus, various aspects of FC system security can be studied with a focus on different
types of attacks and unauthorized access, as well as the reliability and fault tolerance of
FC systems with a focus on the traffic between nodes, queue utilization, and evaluation
of device failures. Studies can also focus on the expected computing load with the degree
and type of distribution of tasks among the computing nodes [28] and the dependence of
FC reliability on the number of computing nodes and the workload, while the expected
computing load on all nodes without failure [27] is calculated.

7. Conclusions

In this review, research was conducted on FC reliability and security. This research
consisted of an analytical review of the FC literature in order to develop requirements for
FC reliability and security. Due to many fundamental differences from CC, not all CC
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techniques can be directly transferred to FC. This analysis of the scientific literature on FC
showed that the scientific interest in this paradigm is increasing due to the growing interest
in smart solutions and local automation. This is due to the fact that FC is an attractive
solution for various IoT- and SC-related applications.

Different research groups in the field of reliability have mainly focused on specific
FC applications or key system parameters and used them to evaluate the reliability of the
system. This study identified key FC parameters that can characterize FC reliability. These
parameters have been reformulated to meet the requirements. The result of this part of
the study can be considered a list of the formulated requirements themselves, as well as a
proposed set of methods and solutions to build an FC that satisfies the requirements.

In the field of FC security, the situation was the opposite; the researchers tried to
consider FC security from the point of view of individual threats and possible countermea-
sures for individual components. Some of the threats analyzed in this paper fall under
the category of reliability and fault tolerance. On this basis, a single requirement, “data
confidentiality”, was defined in the field of security. Since in the case of FC, data confiden-
tiality is guaranteed, it will be difficult for an attacker to successfully attack the system
to steal important data. This paper also presents methods to ensure the required level of
confidentiality.

In the future, practical research is planned, namely, the construction of FC architectures
based on the results of the conducted research in order to work out FC system templates.
Also, there is planned experimental study of the developed architectures on the subject of
conformity to the developed requirements of reliability and security, interchangeability of
architectures and templates, and methods of reliability and security.

Author Contributions: Conceptualization, M.B. and T.E.; methodology, E.S. and E.B.; validation, E.S.
and M.A.L.; formal analysis, T.E. and E.B.; investigation, M.B.; resources, T.E.; writing—original draft
preparation, E.S.; writing—review and editing, T.E.; visualization, E.S. and E.B.; supervision, T.E.;
project administration, M.B.; funding acquisition, M.B. All authors read and agreed to the published
version of this manuscript.

Funding: This research was supported by the Russian Science Foundation Grant No. 22-71-10046,
414 (https://rscf.ru/en/project/22-71-10046/ (accessed on 24 April 2024)).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: No new data were created or analyzed in this study.

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations
The following abbreviations are used in this manuscript:

AG Augmented reality
DCS Distributed computing system
CC Cloud computing
FC Fog computing
FHE Fully homomorphic encryption
FN Fog node
FS Fog system
IaaS Infrastructure as a service
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