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Abstract

:

Text matching, as a core technology of natural language processing, plays a key role in tasks such as question-and-answer systems and information retrieval. In recent years, the development of neural networks, attention mechanisms, and large-scale language models has significantly contributed to the advancement of text-matching technology. However, the rapid development of the field also poses challenges in fully understanding the overall impact of these technological improvements. This paper aims to provide a concise, yet in-depth, overview of the field of text matching, sorting out the main ideas, problems, and solutions for text-matching methods based on statistical methods and neural networks, as well as delving into matching methods based on large-scale language models, and discussing the related configurations, API applications, datasets, and evaluation methods. In addition, this paper outlines the applications and classifications of text matching in specific domains and discusses the current open problems that are being faced and future research directions, to provide useful references for further developments in the field.
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1. Introduction


Text matching aims at determining whether two sentences are semantically identical or not, and it plays a key role in domains such as question and answer, information retrieval, and summarization. Early text-matching techniques relied heavily on statistical methods such as the longest common substring (LCS) [1], edit distance [2], Jaro similarity [3], dice coefficient [4], and Jaccard method [5]. These methods have the advantage of quantifiable similarity and have been widely used in several scenarios such as text comparison, spell-checking, gene sequence analysis, and recommender systems. They have a solid theoretical foundation that ensures the accuracy and reliability of similarity computation. However, there are some limitations to these methods, such as the high computational complexity of some of them, their sensitivity to input data, and limited semantic understanding. These methods include the bag-of-words model [6], distributed representation [7], matrix decomposition [8], etc., and their common advantage is that they can transform textual data into numerical representations, which is easy for computer processing. At the same time, they are flexible and scalable and can adapt to different needs and data characteristics. However, these methods still have limitations in deep semantic understanding and may not be able to accurately capture complex meanings and contextual information. In addition, the computational complexity is high when dealing with large-scale corpora, and the parameters need to be adjusted and optimized to obtain the best results. In recent years, with the rise of neural network technology, recursive neural network-based matching methods such as LSTM (Long Short-Term Memory) [9], BiLSTM(Bidirectional Long Short-Term Memory) [10], and BiGRU (Bidirectional Gated Recurrent Unit) [11] have gradually emerged. These methods share common features in terms of sequence modeling, gating mechanism, state transfer, bi-directional processing, and optimization and training. They can fully utilize the information in sequences, capture long-term dependencies, and show excellent performance in handling complex tasks.



However, these methods often ignore the interaction information between the statements to be matched during the matching process, thus limiting the further improvement of the matching effect. To solve this problem, researchers have proposed sentence semantic interaction matching methods, such as DSSTM [12], DRCN [13], DRr-Net [14], and BiMPM [15]. The core of these methods lies in capturing the semantic interaction features between sentences using deep learning models and optimizing the matching task through an end-to-end training approach. These methods usually have a high matching performance and are flexible enough to be applied to different types of matching tasks. However, these methods are usually sensitive to noise and ambiguity and are data-dependent, with limited generalization capability. With the continuous development of technology, knowledge graph and graph neural network matching methods are gradually emerging. These methods show unique advantages in dealing with graph-structured data, can effectively extract features and perform representation learning, and are suitable for dealing with complex relationships. At the same time, they also show a strong flexibility and representation capability and can be adapted to different types of matching tasks. However, these methods also face some challenges, such as high computational complexity and sensitivity to data quality and structure. In recent years, advances in deep learning methods, the availability of large amounts of computational resources, and the accumulation of large amounts of training data have driven the development of techniques such as neural networks, attention mechanisms, and Transformer [16] language models. These research results have further advanced the development of big language models. Big language models utilize neural networks containing billions of parameters, trained on massive amounts of unlabeled text data through self-supervised learning methods. Often pre-trained on large corpora from the web, these models can learn complex patterns, linguistic subtleties, and connections. This technique has also significantly advanced the development of sentence matching, with models such as BERT [17], Span-BERT [18], Roberta [19], XLNet [20], the GPT family [21,22,23,24], and PANGU-Σ [25] demonstrating superior performance in sentence-matching tasks.



The large language model described above lays the cornerstone for sentence semantic matching and focuses on exploring generic strategies for encoding text sequences. In text matching, previous approaches typically add a simple categorization target through fine-tuning and perform direct text comparisons by processing each word. However, this approach neglects the utilization of the semantic information of tags, as well as the differences in the granularity of multilevel matching in the sentence content. To address this problem, researchers have proposed a matching method based on a large language model that combines different features, which is capable of digging deeper into the semantic-matching information at different levels of granularity in tags [26] and sentences [27,28,29]. These studies have made important contributions to the development of the text-matching field. Therefore, a comprehensive and reliable evaluation of text-matching methods is particularly important. Although a few studies [30,31,32] have demonstrated the potential and advantages of some of the matching methods, there is still a relative paucity of studies that comprehensively review the recent advances, possibilities, and limitations of these methods.



In addition, researchers have extensively explored multiple aspects of text matching in several studies [30,31,32], but these studies often lack in-depth analyses of the core ideas, specific implementations, problems, and their solutions for matching methods. Also, there are a few exhaustive discussions on hardware configurations, training details, performance evaluation metrics, datasets, and evaluation methods, as well as applications in specific domains of matching methods. Therefore, there is an urgent need to delve into these key aspects to understand and advance the development of text-matching techniques more comprehensively. Given this, this paper aims to take a comprehensive look at the existing review studies, reveal their shortcomings, and explore, understand, and evaluate text-matching methods in depth. Our research will cover core concepts, implementation strategies, challenges encountered, and solutions for matching methods, while focusing on their required hardware configurations and training processes. In addition, we will compare the performance of different metrics for different tasks, analyze the choice of datasets and evaluation methods, and explore the practical applications of matching methods in specific domains. Finally, this paper will also examine the current open problems and challenges faced by text-matching methods, to provide directions and suggestions for future research and promote further breakthroughs in text-matching technology.



The main contributions of this paper are as follows: (1) The core ideas, implementation methods, problems, and solutions for text-matching methods are thoroughly outlined and analyzed. (2) The hardware configuration requirements and training process of the matching method are analyzed in depth. (3) A detailed comparison of the performance of text-matching models with different metrics for different tasks is presented. (4) The datasets used for training and evaluating the matching model are comprehensively sorted out and analyzed. (5) The interface of the text-matching model in practical applications is summarized. (6) Application cases of matching models in specific domains are analyzed in detail. (7) Various current unsolved problems, challenges, and future research directions faced by matching methods are surveyed, aiming to provide useful references and insights to promote the development of the field.



The chapter structure of this study includes an overview of some leading research comparisons in Section 2. Then, the literature collection and review strategy is presented in Section 3. Then, in Section 4 we check, review, and analyze 121 top conference and journal papers published from 1912 to 2024. In Section 5, we focus on the core of the matching approach, exploring in detail its main ideas, implementation methods required hardware configurations, and training process, and comparing the performance of text-matching models with different metrics for different tasks. Through this section, readers can gain a deeper understanding of the operation mechanism and the advantages and disadvantages of the matching method. Section 6 then focuses on analyzing and summarizing the datasets used for training and evaluating the matching models and their evaluation methods, providing guidance and a reference for researchers in practice. Section 7 further explores the application of matching models in specific domains, demonstrating their practical application value and effectiveness through case studies. Section 8 reveals the various outstanding issues and challenges that the matching method is currently facing, and it stimulates the reader to think about future research directions. In Section 9, we delve into the future research directions of matching methods, providing useful insights and suggestions for researchers. Finally, in Section 10, we summarize the research in this paper.




2. Literature Review


Text matching, as an important branch in the field of artificial intelligence, has made a remarkable development in recent years. To deeply explore and evaluate its capabilities, numerous researchers have carried out extensive research work. Researchers from different disciplinary backgrounds have contributed many innovative ideas to text-matching methods, demonstrating their remarkable progress and diverse application prospects. Overall, these studies have collectively contributed to the continuous advancement in text-matching techniques. As shown in Table 1, Asha S et al. [30] provided a comprehensive review of string-matching methods based on artificial intelligence techniques, focusing on the application of key techniques such as neural networks, graph models, attention mechanisms, reinforcement learning, and generative models. The study not only demonstrates the advantages and potential of these techniques in practical applications but also deeply analyzes the challenges faced and indicates future research directions. In addition, Hu W et al. [31] provided an exhaustive review of neural network-based short text matching algorithms in recent years. They introduced models based on representation and word interaction in detail and analyzed the applicable scenarios of each algorithm in depth, providing a quick-start guide to short text matching for beginners. Meanwhile, Wang J et al. [32] systematically sorted out the current research status of text similarity measurement, deeply analyzed the advantages and disadvantages of existing methods, and constructed a more comprehensive classification and description system. The study provides an in-depth discussion of the two dimensions of text distance and text representation, summarizes the development trend of text similarity measurement, and provides valuable references for related research and applications.



Table 1 compares in detail the research content and focus of different review papers in the field of text matching. Among them, the application of large language models in text matching, the core ideas of matching methods and their implementation, problems and solutions, and logical relationships have been explored to different degrees. However, the studies by Asha S [30] and Hu W et al. [31] are deficient in some key areas, such as the lack of a detailed overview and analysis of the matching methodology, an in-depth comparison of hardware configurations and training details, a comprehensive evaluation of the performance of the text-matching model under different tasks, and a comprehensive overview of the dataset, evaluation metrics, and interfaces of the model application. Similarly, the study by Wang J et al. [32] fails to cover many of these aspects. In contrast, our paper remedies these shortcomings by comprehensively exploring the core idea of the text-matching approach and its methodology, problems and solutions, hardware configurations, and training details, and comparing the performance of text-matching models for different tasks using different metrics. In addition, this study provides an overview of the datasets, evaluation metrics, and application programming interfaces for text-matching models, and analyzes in detail the application of the models in specific domains. Through these comprehensive studies and analyses, this thesis provides richer and deeper insights into the research and applications in the field of text matching.



As can be seen from the above analysis, most of the past studies have focused on limited areas of semantic matching, such as technology overviews, matching distance calculations, and evaluation tools. However, this study is committed to overcoming these limitations by providing an in-depth and comprehensive analysis of the above aspects, thus better revealing the strengths and weaknesses of the matching methods based on large language models. The core of this study is to deeply analyze the core idea of the matching method, compare the impact of different hardware configurations and training details on performance, evaluate the effectiveness of the text-matching model in various tasks with different metrics, outline the application program interface of the text-matching model, and explore its application in specific domains. By providing exhaustive information, this study aims to be an important reference resource for sentence-matching researchers. In addition, this study addresses open issues in sentence-matching methods, such as bottlenecks in the application of large models to sentence-matching tasks, model-training efficiency issues, interference between claim comprehension and non-matching information, the handling of key detail facts, and the challenges of dataset diversity and balance. The study highlights these key challenges and indicates directions and valuable resources for future research for sentence-matching researchers, to provide new ideas for solving these open problems.




3. Data Collection


The literature review strategy consisted of three steps. First, the scope of the study was identified as text matching in NLP. The second step was to select widely recognized and high-quality literature search databases, such as Web of Science, Engineering Village, IEEE, SpringerLink, etc., and use Google Scholar for the literature search. Keywords include text matching, large language modeling, question and answer and retrieval, named entity recognition, named entity disambiguation, author names disambiguation, and historical documentation. In the third step, 121 articles related to text matching were collected for a full-text review and used for text-matching research and summarization. (See Figure 1).




4. Summary of Results


Figure 2, Figure 3 and Figure 4 illustrate the distribution of articles related to text-matching survey research by year, region, and journal. As can be seen in Figure 2, this type of research has shown a significant growth trend since around 2015. Previous studies have also shown that the field of machine vision is facing a similar situation, which is closely related to the increased demand for AI technology in various industries, the improved performance of computer hardware, and the rapid development and dissemination of AI. From Figure 3, it can be observed that the US has the highest number of papers published in text-matching-related research, accounting for 49.59% of the total. This is followed by China, the UK, India, Germany, and Canada. Other countries such as the United Arab Emirates, South Korea, Israel, and South Africa have published corresponding articles. Finally, Figure 4 shows the 65 top conferences and journals that were sources of the literature, mainly focusing on the field of natural language processing, where 18 papers from 2017 to 2024 were selected in the Arxiv preprint. Eight papers from 2014 to 2022 were selected for ACL. 6 papers from 2016 to 2022 were selected for AAAI.




5. Text-Matching Methods


Text-matching methods cover several different techniques and strategies, each with its unique application scenarios and advantages. These methods can be broadly classified into the following categories: string-based methods, corpus-based methods, recursive neural network matching methods, sentence semantic interaction matching, matching methods based on graph structures, matching methods based on pre-trained language models, and matching methods based on large language models utilizing different features, as shown in Figure 5. String-based methods usually match by comparing the similarity of characters or strings in text and are suitable for simple and straightforward text comparison tasks. Corpus-based methods, on the other hand, rely on large-scale corpora to extract similarities and relationships between texts and achieve matching through statistical and probabilistic models. Recursive neural network matching methods utilize neural networks to deeply understand and represent the text, capturing the hierarchical information of the text through recursive structures to achieve a complex semantic matching. Sentence semantic interaction matching, on the other hand, emphasizes the semantic interaction and understanding between sentences, and improves the matching effect by modeling the interaction between sentences. Graph structure-based matching methods utilize graph theory knowledge to represent and compare texts, and match by capturing structural information in the text. In contrast, sentence vector-matching methods based on large language models improve the matching performance by capturing the deep semantic features of the text with the help of pre-trained language models from large-scale corpora. Among the large language model-based matching methods utilizing different features, the matching methods utilizing tagged semantic information consider the effect of tags or metadata on text matching and enhance the accuracy of matching by introducing additional semantic information. The fine-grained matching method pays more attention to the detailed information in the text and realizes fine-grained matching by accurately capturing the subtle differences between texts.



5.1. Text-Matching Methods


String similarity metrics are an important text analysis tool that can be used to measure the degree of similarity between two text strings, which in turn supports string matching and comparison. Among these metrics, the cosine similarity measure is popular for its simplicity and effectiveness. The cosine similarity metric calculates the similarity between two texts based on the cosine of the angle of the vectors [33], which consists of calculating the dot product of the two vectors, calculating the modulus (i.e., length) of the respective vectors, and dividing the dot product by the product of the moduli; the result is the cosine of the angle, i.e., the similarity score. However, the cosine similarity is not sensitive to the magnitude of the value, does not apply to non-positive spaces, and is affected by the feature scale. To improve its performance, methods such as adjusting the cosine similarity (e.g., centering the values), using other similarity measures (e.g., Pearson’s correlation coefficient), or feature normalization can be adopted to improve the accuracy and applicability of the similarity calculation.



Several variants or improved forms of cosine similarity have also been proposed by researchers to address specific needs in different scenarios. These variants include weighted cosine similarity [34] and soft cosine similarity [35], among others. Weighted cosine similarity allows different weights to be assigned to each feature dimension to reflect the importance of different features; soft cosine similarity reduces the weight of high-frequency words in text similarity computation by introducing a nonlinear transformation. In addition, depending on the basic unit of division, string-matching-based methods can be divided into two main categories: character-based matching and phrase-based matching. These methods are illustrated in Figure 6, and their key ideas, methods, key issues, and corresponding solutions are summarized in detail in Table 2. These string-matching-based methods provide a rich set of tools and options for text analysis and processing to meet the needs of different application scenarios.



Longest common substring (LCS) [1], edit distance [2], and Jaro similarity [3] are three methods based on character matching, which have their own focuses and logically complement each other. LCS focuses on consecutive character matching, edit distance measures the overall conversion cost, and Jaro similarity considers character matching, permutation, and positional information. These methods constitute a diversified toolbox for character-matching analysis, which can be flexibly selected and combined according to the application scenarios. With the development of natural language processing technology, more new methods may emerge in the future to meet more complex text-processing needs.



The longest common substring matching algorithm iteratively determines the length of the longest common substring by calculating a threshold array to find the optimal solution, and it reduces the running time by optimizing the set operation [1]. For large-scale data and complex scenarios, parallelization and distributed processing schemes are proposed to improve the scalability and processing speed of the algorithm. Edit distance constructs binary codes by analogy to correct optimal code problems such as wounding, insertion, and inversion [2]. However, it faces problems such as a limited error correction capability, difficulty in recognizing insertion errors, and high computational complexity in inversion error detection and computation. The solutions include adopting more powerful error correction codes, designing synchronization markers, utilizing checksum methods, and optimizing the algorithm implementation. Jaro similarity is measured by a string comparator and optimized by the record-joining method of the FellegiSunter model, which uses the Jaro method to handle string discrepancies and adjust the matching weights [3]. However, the database quality and string comparator parameter settings affect the matching accuracy. We propose strategies such as data cleaning, increasing the sample diversity, and an adaptive string comparator to optimize the performance and accuracy of the matching algorithm.



Phrase-based matching methods include the dice coefficient method [4] and the Jaccard method [5], as shown in Figure 7. The difference between phrase-based matching methods and character-based matching methods is that the basic unit of processing is the phrase. The dice coefficient method in the phrase-based matching method is mainly used to measure the similarity of two samples. However, this method has limitations in dealing with synonyms, contextual information, and large-scale text. For this reason, context-based word embedding models, deep learning methods, and the optimization of data structures, in combination with approximation algorithms, are used to improve the accuracy and efficiency of the similarity assessment. In the field of natural language processing, it is often used to calculate the similarity of two text phrases. The principle of the dice coefficient is based on the similarity measure of sets [4], which is calculated as follows:


dice coefficient = (2 × |X ∩ Y|)/(|X| + |Y|)



(1)




where |X ∩ Y| denotes the size of the intersection of X and Y, and |X| and |Y| denotes the size (i.e., number of elements) of X and Y, respectively. The value domain of the dice coefficient is [0, 1]. When two samples are identical, the dice coefficient is 1; when two samples have no intersection, the dice coefficient is 0. Therefore, the larger the dice coefficient, the more similar the two samples are.



The Jaccard method in the phrase-based matching method is an algorithm used to calculate the similarity of two sets [5]. Its principle is based on the Jaccard coefficient in set theory, which measures the similarity of two sets by calculating the ratio of their intersection and concatenation. Specifically, given two sets A and B, the Jaccard coefficient is defined as the number of elements in the intersection of A and B divided by the number of elements in the concatenation of A and B. However, the method suffers from the problems of being insensitive to sparse text and ignoring word weights and word order. To improve these problems, it is possible to convert word items into word embedding vectors, add word item weights, and for these to be used in combination with other similarity measures to evaluate text semantic similarity more accurately. Its calculation formula is as follows:


Jaccard(A, B) = |A ∩ B|/|A ∪ B|



(2)




where |A ∩ B| denotes the number of intersection elements of sets A and B, and |A ∪ B| denotes the number of concatenation elements of sets A and B. The Jaccard coefficient has a value range of [0, 1], with larger values indicating that the two sets are more similar.




5.2. Based on the Corpus-Matching Method


Typical methods for corpus-based matching include bag-of-words modeling such as BOW (bag of words), TF-IDF (term frequency-inverse document frequency), distributed representation, and matrix decomposition methods such as LSA (Latent Semantic Analysis), as shown in Figure 8. The key ideas, methods, key problems, and solutions for typical methods of corpus-based matching are summarized in Table 3.



Typical approaches to bag-of-words models are BOW [6], TF-IDF [40], and its variant TP-IDF [42]. The bag-of-words model reduces the text to a collection of lexical frequencies, ignores the order and semantics, and is not precise enough for complex text processing. To improve this model, the n-gram model can be used to consider word combination and order, or word embedding technology can be used to capture semantic relationships, so as to enhance the accuracy and performance of text processing.TF-IDF is an important method in the bag-of-words model, which evaluates the importance of words by combining the word frequency and the inverse document frequency, and extracts key information effectively. However, IDF simplified processing may lead to information loss and the underestimation of similar text keywords. For improvement, text representation techniques such as TF-IWF, or ones combined with word embedding models, can be used to represent text content more comprehensively.TP-IDF is an improvement to the traditional TF-IDF method, which combines the positional information of the word items in the document to assess the word importance more accurately, and it is especially suitable for short text analysis. However, it also faces the challenges of defining location factors, stability, noise interference, and computational complexity in its application. By optimizing the position factor definition, combining other text features, deactivating word processing, and algorithm optimization, TP-IDF can improve the efficiency and accuracy of text data processing.



Distributed approaches cover a range of techniques based on dense vector representations [51], such as Word2vec [7], Word2VecF [45], Doc2Vec [46], Doc2VecC [47], and glove [39]. These techniques represent vectors using fixed-size arrays where each element contains a specific value, thus embedding words, documents, or other entities into a high-dimensional space to capture their rich semantic information. Dense vector representations have been widely used in natural language processing tasks such as text categorization, sentiment analysis, recommender systems, etc., because of their simplicity, intuitiveness, and ease of processing. Word2Vec, as a representative of this, achieves a quantitative representation of semantics by mapping words into continuous vectors through neural networks. However, CBOW and Skip-gram, as their main training methods, have problems such as ignoring word order, multiple meanings of one word, and OOV words. To overcome these limitations, researchers have introduced dynamic word vectors and character embeddings or pre-trained language models, in conjunction with models such as RNN, Transformer, etc., to significantly improve the performance and applicability of Word2Vec. Word2VecF is a customized version of Word2Vec that allows users to customize word embeddings by supplying word–context tuples, to be able to exploit global context information. However, it also faces challenges such as data quality, parameter tuning, and computational resources. To overcome these challenges, researchers have adopted technical approaches such as data cleaning, parameter optimization, distributed computing, and model integration to improve the accuracy and efficiency of word embeddings.



The glove model, on the other hand, captures global statistics by constructing co-occurrence matrices to represent the word vectors, but it suffers from the challenges of dealing with rare words, missing local contexts, and high computational complexity. To improve the performance and utility of the glove, researchers introduced an external knowledge base, incorporated a local context approach, and used optimized algorithms and model structures, as well as a distributed computing framework for training. These improvements make the glove model more efficient and accurate in natural language processing tasks.



The core idea of LSA (Latent Semantic Analysis) is to reveal the implicit semantics in the text by mapping the high-dimensional document space to the low-dimensional latent semantic space [8]. It uses methods such as singular value decomposition to realize this process. However, LSA suffers from semantic representation limitations, sensitivity to noise, and computational complexity. To improve the performance, it can be combined with other semantic representation methods, data preprocessing, and cleaning, as well as the optimization of the algorithm and computational efficiency. Through these measures, LSA can be utilized more effectively for text processing and semantic analysis.




5.3. Recursive Neural Network-Based Matching Method


Neural network architectures are at the heart of deep learning models and determine how the model processes input data and generate output. These architectures consist of multiple layers and neurons that learn patterns and features in the data by adjusting the weights of connections between neurons. Common neural network architectures include feed-forward neural networks, recurrent neural networks, and convolutional neural networks, each of which is suitable for different data-processing needs. When dealing with sentence-matching tasks, specific architectures such as twin networks and interactive networks can efficiently compute the similarity between sentences. In addition, the attention mechanism [52] improves the efficiency and accuracy of processing complex data by simulating the allocation of human visual attention, enabling the model to selectively focus on specific parts of the input data. Recursive neural network matching methods, such as those based on LSTM, BiLSTM, and BiGRU, are shown in Figure 9. They further combine neural network architectures and attention mechanisms to provide powerful tools for processing sequential data. By properly designing and adapting these architectures, deep learning models can be constructed to adapt to various tasks. The key ideas, methods, key issues, and solutions for the recursive neural network matching approach are summarized in Table 4.



The MaLSTM model predicts semantic similarity by capturing the core meaning of sentences through LSTM and fixed-size vectors [9]. However, there are problems with low-frequency vocabulary processing, capturing complex semantic relations, and computational efficiency. This study proposes strategies such as data preprocessing, introducing an attention mechanism, optimizing the model structure, and utilizing pre-trained models to improve the model’s effectiveness on the sentence similarity learning task. The DBDIN model [55] achieves precise semantic matching between sentences through two-way interaction and an attention mechanism but faces the problems of a high consumption of computational resources, difficulty in capturing complex semantics, and limited generalization ability. Optimizing the model structure, introducing contextual information and pre-training models, and combining multiple loss functions and regularization techniques can improve the performance and stability of DBDIN on the sentence similarity learning task. The deep learning model proposed by Neculoiu P et al. combines a character-level bi-directional LSTM and Siamese architecture [10] to learn character sequence similarity efficiently but suffers from high complexity, and it may ignore overall semantic information and show a lack of robustness. Optimizing the performance can be accomplished by simplifying the model structure, introducing high-level semantic information, cleaning the data, and incorporating regularization techniques.



Lu X et al. [11] proposed a sentence-matching method based on multiple keyword pair matching, which uses the sentence pair attention mechanism to filter keyword pairs and model their semantic information, to accurately express semantics and avoid redundancy and noise. However, the method still has limitations in keyword pair selection and complex semantic processing. The accuracy and application scope of sentence matching can be improved by introducing advanced keyword extraction techniques, extending the processing power of the model, and optimizing the algorithm. Peng S et al. proposed the Enhanced-RCNN model [57], which fuses a multilayer CNN and attention-based RNN to improve the accuracy and efficiency of sentence similarity learning. However, the model still has challenges in handling complex semantics, generalization ability, and computational resources. The model performance can be improved by introducing new techniques, optimizing models and algorithms, and expanding the dataset.




5.4. Semantic Interaction Matching Methods


Typical models of semantic interactive matching methods include DSSTM [12], DRCN [13], DRr- Net [14], and BiMPM [15], as shown in Figure 10. As shown in Table 5, this study outlines the key ideas, methods, key issues, and solutions for interaction matching methods.



Deng Y et al. proposed constructing a DSSTM model [12], which utilizes distance-aware self-attention and multilevel matching to enhance sentence semantic matching accuracy but suffers from computational inefficiency and insufficient deep semantic capture, and it is suggested to optimize the model structure and introduce complex semantic representations to improve the performance. Kim S et al. [13] proposed a novel recurrent neural network architecture, which enhances inter-sentence semantic comprehension through dense connectivity and collaborative attention but suffers from rising feature dimensions’ computational complexity and information loss. It is suggested to optimize the feature selection and compression techniques to improve the model performance. Zhang K et al. [14] proposed a sentence semantic matching method that simulates the dynamic attention mechanism of human reading, which improves comprehension comprehensiveness and accuracy but is limited by the quality of training data and preprocessing. It is suggested to optimize the training strategy, increase the diversity of data, improve the preprocessing techniques, and combine linguistic knowledge to enhance the model performance. The BiMPM model proposed by Wang Z et al. [15] improves the performance of NLP tasks through multi-view matching but suffers from complexity and cross-domain or cross-language adaptability problems. Optimizing the model structure and introducing the attention mechanism are schemes that help to improve the model’s accuracy and adaptability.




5.5. Matching Methods Based on Graph Structure


Typical approaches for matching based on graph structures include knowledge graphs and graph neural networks, as shown in Figure 11. This study also outlines the key ideas, methods, key problems, and solutions for graph-based matching methods, as shown in Table 6.



Zhu G et al. proposed the wpath method [59] to measure semantic similarity by combining path length and information content in a knowledge graph. However, there are problems of graph sparsity, computational complexity, and information content limitations. It is suggested to introduce multi-source paths, optimize the graph structure and algorithm, integrate other semantic features, and adjust the weights to improve the applicability and performance of the wpath method. Chen L et al. proposed a GMN framework to improve the accuracy of Chinese short text matching through multi-granularity input and attention graph matching [60], but there are problems such as high complexity and poor interpretability. It is suggested to optimize the graph matching mechanism, enhance interpretability, reduce model dependency, and use data enhancement and automation tools to improve performance.




5.6. Sentence Vector Matching Method Based on Large Language Models


The embedding technique is an important means to transform textual data, such as words, phrases, or sentences, into fixed dimensional vector representations. These vectors not only contain the basic features of the text but are also rich in semantic information, enabling similar words or sentences to have similar positions in the vector space. In the sentence-matching task, the embedding technique is particularly important because it can transform sentences into computable vector representations, thus facilitating our subsequent similarity calculations and comparisons. Among the many embedding methods, models such as Word2Vec, Glove, and BERT have shown excellent performance. They can capture the contextual information of words and generate semantically rich vector representations, providing strong support for NLP (Natural Language Processing) tasks such as sentence matching. In recent years, significant progress has been made in sentence vector matching methods based on large language models. Models such as BERT [17], Span BERT [18], XLNet [19], Roberta [20], GPT family, and PANGU-Σ [25] are among the leaders. As shown in Figure 12, these models have their features and advantages in sentence vector representation. This study delves into the key ideas and methods of these models, as well as the key problems and solutions encountered in practical applications. As shown in Table 7, we provide an overview of the performance of these models, aiming to help readers better understand their principles and applicable scenarios. Through this study, we can see that sentence vector matching methods based on large language models have become one of the important research directions in the field of NLP. These models not only improve the accuracy and efficiency of sentence matching but also provide rich feature representations for subsequent NLP tasks. With the continuous development of technology, we have reason to believe that these models will play an even more important role in future NLP research.



BERT [17], proposed by Devlin J et al., uses a bi-directional encoder and self-attention mechanism to capture deep semantic and contextual information of a text, which are pre-trained and fine-tuned to achieve efficient applications. However, there are problems such as a high consumption of computational resources and insufficient learning. Optimizing the algorithm and model structure, increasing the amount of data, and exploring new text-processing techniques can improve the performance and generalization of BERT. SpanBERT [18], proposed by Joshi M et al., improves the text representation by masking successive text segments and predicting the content, but it suffers from the problems of context-dependence and the stochasticity of the masking strategy. It is suggested to introduce an adaptive masking mechanism and balance multiple strategies, combining stable training and unsupervised pre-training tasks to improve the model’s stability and generalization ability. XLNet [19], proposed by Yang Z et al., improves text quality and accuracy by introducing causal and bi-directional contextual modeling and aligned language modeling, and although there are problems such as computational complexity, these can be solved by techniques such as an approximate attention mechanism to improve the model efficiency and performance. Liu Y et al. presented the study of Roberta [20] and pointed out that the hyperparameters and the amount of training data in BERT’s pre-training are crucial to the performance, and by replicating and adjusting the pre-training process, it was found that the performance of BERT could rival that of the subsequent models. However, there are problems such as an incomplete hyperparameter search and computational resource limitation. It is suggested to expand the search scope, use distributed computing, and combine advanced models and techniques to optimize its performance.



The GPT [21] model overcomes BERT’s limitations through an autoregressive structure and expanded vocabulary to generate coherent text sequences, which are applicable to a variety of NLP tasks. It faces the problems of data bias, dialog consistency, and long text processing, but these can be solved by diversifying the data, introducing a dialog history, and segmentation. GPT [21] possesses the advantages of text generation and still faces the challenges of long text processing and training complexity.



The GPT [21] model proposed by Radford A et al. is widely used and provides high-quality and adaptable text generation, but the results are inaccurate and inconsistent. It performs poorly on rare data. GPT2 [22] improves the text quality and diversity by increasing the model size and training data but still faces challenges. It can be improved by a bi-directional encoder, model compression, etc., and addressing concerns about security and ethical issues. GPT2 [22], proposed by Radford A et al., enhances the quality and diversity of text generation but suffers from a lack of accuracy and consistency. GPT3 [23], proposed by Brown T et al., further enhances its generation capability by increasing the size and training data, and it supports multi-tasking. However, it faces challenges such as a high cost and a lack of common sense and reasoning ability. An optimization of the model and attention to ethical norms are needed. GPT4 [24], proposed by Achiam J et al., demonstrates high intelligence, handles complex problems, and accepts multimodal inputs, but suffers from problems such as hallucinations and inference errors. It can be improved by adding more data, human intervention, and model updating. Meanwhile, optimizing its algorithms and quality control inputs can improve its accuracy and reliability; checking the data quality, increasing the dataset and number of training sessions, and using integrated learning techniques can also reduce the error rate and bias. The PANGU-Σ [25] model proposed by Ren X et al. adopts a scalable architecture and a distributed training system, and utilizes massive corpus in pre-training to improve the performance of NLP, but it faces challenges such as sparse architecture design, accurate feedback acquisition, and other challenges. These can be solved by optimizing its algorithms, improving data annotation and self-supervised learning, designing multimodal fusion networks, model compression, and optimization.




5.7. A Matching Method Based on a Large Language Model Utilizing Different Features


Typical models of matching methods based on large language models utilizing different features include the R2-Net [26], ASPIRE [27], DC-Match [28], and MCP-SM [29] models, as shown in Figure 13. This study outlines the key ideas, methods, key issues, and solutions for their fine-grained matching approaches, as shown in Table 8.



Zhang K et al. [26] proposed to improve sentence semantic matching accuracy by deep mining label semantic information and relational guidance, combining global and local coding and self-supervised relational classification tasks to achieve significant results, but there are problems of model complexity, label quality, and hyperparameter tuning. Model compression, distributed computing, semi-supervised learning or migration learning, and automatic hyperparameter-tuning tools are suggested to solve these problems and improve the model’s performance and utility. Mysore S et al. [27] studied to achieve a fine-grained similarity assessment among scientific documents by utilizing paper co-citation sentences as a naturally supervised signal. The ASPIRE [27] method constructs multi-vector models to capture fine-grained matching at the sentence level but faces data sparsity, noise, and computational complexity issues. Data enhancement and filtering techniques can be used to improve its generalization ability, optimize the model structure, and reduce the complexity by using parallel computation to deal with a large-scale scientific corpus efficiently. Zou Y et al. study proposed a DC-Match [28] training strategy for different granularity requirements of query statements in text semantic matching tasks, which optimizes the matching performance by distinguishing between keywords and intent. However, DC-Match may face remote supervision information accuracy, computational complexity, and flexibility issues. It is suggested to optimize the resource selection and quality, adopt advanced remote supervision techniques, optimize the algorithm and model structure, utilize distributed computing techniques, and introduce domain-adaptive techniques to improve performance and adaptability. Yao D et al. propose a semantic matching method based on multi-concept parsing to reduce the dependence on traditional named entity recognition and improve the flexibility and accuracy of multilingual semantic matching. The method constructs a multi-concept parsing semantic matching framework (MCP-SM [29]), but faces concept extraction uncertainty, language and domain differences, and computational resource limitations. It is suggested to optimize the concept extraction algorithm, introduce multi-language and domain adaptation mechanisms, and optimize the model structure and computational process to improve the performance and applicability.



This study also compares the number of parameters, hardware equipment, training time, and context learning of recursive neural network matching methods, sentence vector matching methods based on large language models, and large language model-based matching methods utilizing different features, as shown in Table 9.



In terms of the number of model parameters, there is an overall increasing trend from recursive neural network-based matching methods to interactive matching methods, to sentence vector matching methods based on large language models. Specifically, the MKPM model based on the recurrent neural network has the least number of parameters, which is 1.8 M, while the number of parameters of GPT4 is the largest, reaching an amazing 1.8 T. In terms of hardware requirements, as the performance of the matching model gradually increases, the requirements for the performance of the graphics card show a corresponding trend of enhancement. This suggests that to effectively train these high-performance matching models, we need to equip more advanced graphics card devices. Meanwhile, in terms of training time, the training time required for sentence vector matching methods based on large language models is also increasing. Notably, these matching models are designed based on contextual learning, which helps them to better understand and process complex semantic information.



This paper delves into the performance comparison of different matching models on different datasets, aiming to provide researchers with a comprehensive and detailed analysis perspective. Through comparative experiments and data analysis, different matching models do have significant differences in performance, as shown in Table 10.



The Pearson correlation (r), Spearman’s ρ, and MSE of MaLSTM on SICK were 0.8822, 0.8345, and 0.2286. The Acc of MaLSTM features + SVM was 84.2%. The GMN model based on the graph neural network had an accuracy of 84.2% and 84.6% on LCQMC and BQ, with F1 values of 84.1% and 86%. In the QQP dataset, we witness a gradual improvement in the accuracy of multiple matching methods. Initially, the recursive neural network-based matching method increases the accuracy to 89.03%, and then the interactive matching method further pushes this figure to 91.3%. Then, using the labeling information of the sentence pairs to be matched, the accuracy of the matching method climbed again to 91.6%. However, the fine-grained matching method, with its unique advantages, boosted the accuracy to a maximum of 91.8%, highlighting its sophistication in its current state. At the same time, the large language model shows performance growth on multiple datasets. Whether in MNLI, QQP, QNLI, COLA, or MRPC and RTE tasks, the big language model has grown in terms of GLUE scores, which fully proves the continuous improvement in the big language model’s performance. Of note is the performance of the GPT family of models on the dataset RTE. With the evolution from GPT to GPT3, the accuracy of the models also grows steadily, which fully demonstrates the continuous enhancement of the performance of the GPT series of models. In addition, the PANGU-sigma model shows a strong performance in several tasks. In CMNLI, OCNLI, AFQMC, and CSL tasks, it achieved accuracy rates of 51.14%, 45.97%, 68.49%, and 56.93%, respectively, which further validates its ability to handle complex tasks. In the fine-grained matching approach, our accuracy rate in the MRPC dataset is also further improved by introducing different large language models as skeletons. Specifically, the accuracies increased from 88.1% and 88.9% to 88.9% and 89.7%, and this enhancement again proves the effectiveness of the fine-grained matching approach.



This paper also outlines the APIs for the matching model, and different APIs have their advantages and disadvantages in terms of performance, ease of use, and scalability, and the selection of a suitable API (Application Programming Interface) depends on the specific application scenario and requirements, as shown in Table 11. These NLP APIs have their characteristics in several aspects, and by comparing them, we can draw the following similarities and differences. The similarity is that these APIs are launched by tech giants or specialized NLP technology providers with strong technical and R&D support capabilities. For example, Google Cloud Natural Language API, IBM Watson Natural Language Understanding API, Microsoft Azure Text Analytics API, and Amazon Comprehend API are the respective company’s flagship products in the NLP field, all of which reflect their deep technical accumulation and R&D capabilities. In addition, most of the APIs support multi-language processing, covering major languages such as English and Chinese to meet the needs of different users. Whether it is a sentiment analysis of English text or an entity recognition of Chinese text, these APIs can provide effective support. In terms of interface design, these APIs are usually designed with RESTful interfaces, enabling developers to integrate and invoke them easily. This standardized interface design reduces the learning cost of developers and improves development efficiency. In terms of application scenarios, these APIs are suitable for NLP tasks such as text analysis, sentiment analysis, entity recognition, etc., and can be applied to multiple industries and scenarios. Whether it is the analysis of product reviews on e-commerce platforms or the monitoring of public opinion in news media, these APIs can provide strong support.



However, there are some differences in these APIs. First, API-providing companies may differ in their focus and expertise in NLP. For example, the Google Cloud Natural Language API excels in syntactic analysis and semantic understanding, while IBM Watson is known for its powerful natural language generation and dialog system. Second, while both support multilingual processing, the specific types of languages supported, and the level of coverage may vary. Some APIs may be optimized for specific languages or regions, to better suit the local culture and language habits. In terms of interface types, while most APIs utilize RESTful interfaces, some APIs may also provide other types of interfaces, such as SDKs or command-line tools. For example, Hugging Face Transformers provides a rich SDK and model library, enabling developers to train and deploy models more flexibly. Each API may also have a focus in terms of application scenarios. For example, some APIs may specialize in sentiment analysis, which can accurately identify emotional tendencies in a text, while others may focus more on entity recognition or text classification tasks, which can accurately extract key information in a text. In the marketplace, certain APIs are more advantageous due to their brand recognition, technological prowess, or marketing strategies. However, this advantage may change as technology evolves and the market changes. Therefore, developers need to consider several factors when choosing an NLP API, including technical requirements, budget constraints, data privacy, and security. In addition, each API may have some drawbacks or limitations. For example, some APIs may face performance bottlenecks and be unable to handle large-scale text data; or the accuracy of some APIs may be affected by specific domain or language characteristics. Therefore, developers need to fully understand the advantages and disadvantages of NLP APIs when choosing them, and combine them with their actual needs.





6. Comparison of Different Matching Models across Datasets and Evaluation Methods


This section focuses on outlining the performance of different matching models on different datasets as shown in Table 12. From the perspective of datasets, English datasets are widely used in matching models, while Chinese datasets are relatively few, mainly including OCNLI, LCQMC, BQ, Medical-SM, and Ant Financial. From the perspective of modeling, recursive neural network-based matching methods are mainly applied to natural language inference and implication (NLI) datasets such as SNLI and SciTail, and Q&A and matching datasets such as QQP, LCQM, and BQ. Interactive matching methods are mainly focused on NLI datasets such as SNLI and Q&A and matching datasets such as Trec-QA and WikiQA. Graph neural network matching methods are mainly applied to Q&A and matching datasets such as LCQMC and BQ, while fine-grained matching methods are widely applied to NLI datasets such as XNLI, Q&A, and matching datasets such as QQP, MQ2Q, etc., as well as other specific datasets such as MRPC and Medcial-SM. Semantic matching methods utilizing label information are mainly applied to NLI datasets such as SNLI and SciTech, SNLI and SciTail, and Q&A and matching datasets such as QQP. As for the matching methods based on large language models, their application scope is even wider, covering NLI datasets such as MNLI and QNLI, Q&A and matching datasets such as QQP, the sentiment analysis dataset SST-2, and other specific datasets such as MRPC and COLA. To summarize, different matching models are applied to all kinds of datasets, but the English dataset is more commonly used. The models perform well on specific datasets and provide strong support for the development of the natural language processing field.



From the perspective of evaluation metrics, when discussing the evaluation metrics for the sentence-matching task in Table 12, this study needs to first clarify the definition of each metric, as well as their applicability and effectiveness in different scenarios. First, accuracy (Acc) is a basic categorization evaluation metric, which is defined as the proportion of samples correctly predicted by the model to the total number of samples. In the sentence-matching task, when the distribution of positive and negative samples is more balanced, the accuracy rate can intuitively reflect the performance of the model. However, when faced with category imbalance, the accuracy rate may not accurately assess the effectiveness of the model.



For the regression prediction task of sentence similarity scores, the Pearson correlation (r) and Spearman’s ρ are two important evaluation metrics. The Pearson correlation (r) measures the strength and direction of a linear relationship between two continuous variables, while Spearman’s ρ measures the strength and direction of a monotonic relationship between two variables, which is less demanding on the distributional pattern of the data. These two metrics are useful in assessing the relationship between predicted and true scores. The Mean Square Error (MSE) is another commonly used metric for regression assessment, which calculates the mean of the squares of the differences between the predicted and true values. In the regression task of sentence similarity scoring, the MSE can directly reflect the accuracy of the model’s predicted scores. For the binary classification task of sentence matching, especially when the distribution of positive and negative samples is not balanced, the F1 score is a more accurate evaluation metric. It combines precision and recall and comprehensively evaluates the model’s performance by calculating the reconciled average of the two.



When the sentence-matching task involves ranking multiple queries or sentence pairs, the Mean Average Precision (MAP) and Mean Reverse Ranking (MRR) are two important evaluation metrics. MAP is used to evaluate the average precision of multiple queries, while MRR computes the average of the reverse of the first relevant result ranking across all queries. These two metrics are effective in evaluating the performance of the model in ranking results. The Macro-F1 is an evaluation metric for multi-category sentence-matching tassk. When calculating the F1 score, it calculates the F1 score for each category separately and then averages the scores, regardless of the sample size of the categories. This allows Macro-F1 to treat each category equally and is suitable for sentence-matching tasks where the performances of multiple categories need to be considered together. GLUE (General Language Understanding Evaluation) is a benchmark evaluation suite that includes a range of natural language understanding tasks. If a sentence-matching task is included in the GLUE suite, we can use the evaluation metrics provided (e.g., accuracy, F1 score, etc.) to evaluate the performance of the model. Finally, metrics such as MC/F1/PC may be acronyms or specific metrics under a particular task or dataset. In the absence of a specific context, they may stand for accuracy (MC may be an abbreviation for Multi-Class), F1 score, or some kind of precision. Depending on the specific task and dataset, these metrics may be used to evaluate different aspects of the performance of the sentence-matching model. By using a combination of these evaluation metrics, we can gain a more comprehensive understanding of the performance of sentence-matching models and optimize the model design accordingly.




7. Field-Specific Applications


This section provides insights into the wide range of applications of matching methods in different domains, especially in education, healthcare, economics, industry, agriculture, and natural language processing. Through the detailed enumeration in Table 12, we can clearly see the main contributions of matching models within each domain, as well as reveal the limitations they may encounter in practical applications and potential future research directions. In the exploration of text-matching techniques, we recognize their central role in several practical scenarios, especially in the key tasks of natural language processing, such as named entity recognition and named entity disambiguation. To gain a more comprehensive understanding of the current status and trends of these techniques, we have expanded the scope of our literature review to cover research results in these areas. Named entity recognition (NER) [104] is a crucial task in natural language processing, whose goal is to accurately identify entities with specific meanings, such as names of people, places, organizations, etc., from the text. In recent years, with the continuous development of deep learning technology, the field of NER has made significant progress. Meanwhile, named entity disambiguation [105] (NED) is also an important research direction in the field of natural language processing. It aims to solve the problem that the same named entity may refer to different objects in different contexts, to improve the accuracy and efficiency of natural language processing. In summary, matching methods and text-matching techniques have a wide range of application prospects and an important research value in several fields. (See Table 13).



In education, matching technologies have significantly improved planning efficiency by automatically aligning learning objectives within and outside of subjects. In addition, the design of data science pipelines has enabled the analysis of learning objective similarities and the identification of subject clustering and dependencies. Meanwhile, text-matching software has demonstrated its versatility by being used not only as a tool for educating students but also for detecting inappropriate behavior. In the medical field, matching technology provides powerful support for doctors. It is used in the retrieval and generation of radiology reports, in the linking of medical text entities, and in Q&A systems to help doctors carry out their diagnosis and treatment more efficiently. In the economic domain, matching technology provides powerful support for the accurate provision of job information, the formulation of industry-specific recommendations, and the promotion of policy tourism and economic cooperation. Especially in the e-commerce field, matching technology has made a big difference, not only improving the accuracy of matching product titles in online shops and e-commerce platforms so that users can find the products they need more quickly but also significantly improving the efficiency and accuracy of product retrieval in the e-commerce industry. In addition, matching technology also solves the problem of duplicate product detection in online shops, which improves the operational efficiency and market competitiveness of the platform.



In the industrial field, text-matching technology is applied to robots, which enhances the model’s ability to understand the real scene and promotes the development of industrial automation. In the field of agriculture, the application of text-matching methods improves the retrieval efficiency of digital agricultural text information and provides an effective method for the scientific retrieval of agricultural information. In named entity recognition, named entity disambiguation, author name disambiguation, and historical documents in natural language processing, matching techniques play a crucial role. In named entity recognition, the matching technique, which dynamically adjusts visual information, can more effectively fuse the semantic information of text and images to improve the accuracy of recognition. In this process, the cross-modal alignment (CA) module plays a key role, narrowing the semantic gap between the two modalities of text and image, making the recognition results more accurate. In named entity disambiguation, the matching technique is also crucial. By exploiting the semantic similarity in the knowledge graph, the same entity in different contexts can be judged more accurately for disambiguation. In addition, the embedding model of joint learning also provides strong support for entity disambiguation, improving the performance of entity disambiguation by capturing the intrinsic relationship between entities. In summary, matching techniques play a crucial role in the field of named entity recognition and named entity disambiguation, which not only improves the accuracy of recognition but also provides strong support for other tasks in natural language processing.



In author name disambiguation, LightGBM creates a paper similarity matrix and hierarchical clustering method (HAC) for clustering, which enables paper clustering to be implemented more accurately and efficiently, thus avoiding the problem of over-merging papers. The automatic segmentation of words in damaged and deformed historical documents is achieved based on cross-document word matching in historical documents. An image analysis method based on online and sub-pattern detection is successfully applied to pattern matching and duplicate pattern detection in Islamic calligraphy (Kufic script) images. Through the above analyses, matching techniques have shown a wide range of application prospects and significant results in different fields, but at the same time, there are some limitations and challenges that require further research and exploration. To enable the text-matching technique to be applied in the specific application areas mentioned above, this study provides practical insights or guidelines for implementing the sentence-matching technique in real-world applications, including some hints on hardware requirements, software tools, and optimization strategies.



When implementing sentence-matching technology in the specific application areas mentioned above, it is first necessary to define the specific application requirements, including application scenarios, the desired accuracy, and response time. These requirements will directly guide the subsequent technology selection and model design. Subsequently, a high-quality, clearly labeled dataset is the basis for training an efficient sentence-matching model, so the data preparation stage is crucial. In terms of hardware, to meet the training and inference needs of deep learning models, it is recommended to choose servers equipped with high-performance GPUs or utilize cloud computing services. Meanwhile, a sufficient memory is essential to support data loading and computation during model training and inference. For storage needs, it is recommended to use high-speed SSD hard disks or distributed storage systems to accommodate huge datasets and model files.



In terms of software tool selection, deep learning frameworks such as TensorFlow and PyTorch are indispensable tools that provide a rich set of APIs and tools that greatly simplify the model development and deployment process. Text-processing libraries such as NLTK and spaCy, on the other hand, can help us efficiently perform text preprocessing and feature extraction. In addition, the combination of pre-trained models and specialized semantic matching tools, such as BERT [17] and Roberta [20], can further improve the accuracy of sentence matching.



To further improve the performance of the model, we can employ a series of optimization strategies. Data enhancement techniques [63] can increase the diversity of training data and improve the generalization ability of the model. Model compression techniques [75] can reduce the size and computations of the model, thus speeding up the inference. Multi-stage training strategies, especially pre-training and fine-tuning, can make full use of large-scale unlabeled data and small amounts of labeled data. Integrated learning [58] can further improve sentence-matching accuracy by combining predictions from multiple models. Finally, hardware optimization techniques such as GPU acceleration and distributed computing can be utilized to significantly improve the efficiency of model training and inference.




8. Open Problems and Challenges


8.1. Limitations of State-of-the-Art Macro Models in Sentence-Matching Tasks


Despite the dominance of the BERT [17] family and its improved versions in sentence-matching tasks, some state-of-the-art macro models, such as GPT4 [24] and GPT-5, are currently difficult to apply in sentence-matching tasks due to their not-yet-open-source nature. This limits to some extent the possibility that sentence-matching tasks can be advanced and developed using new technologies.



The application of state-of-the-art macro models to sentence-matching tasks is limited by multiple challenges. Among them, the issue of model openness driven by commercial interests is particularly critical. These models are usually owned by large technology companies or research organizations as a core competency and thus are not readily made public. Even partial disclosure may be accompanied by usage restrictions and high licensing fees, making it unaffordable for researchers and small developers. This openness issue not only limits the wide application of the model in sentence-matching tasks but also may hinder research progress in the field. The lack of support from advanced models makes it difficult for researchers to make breakthroughs in sentence-matching tasks and to fully utilize the potential capabilities of these models. Therefore, addressing the issue of model openness driven by commercial interests is crucial to advancing research and development in sentence-matching tasks.




8.2. Model-Training Efficiency of Sentence-Matching Methods


Most of the sentence-matching methods are based on large language models, which leads to high requirements on device memory during the training process, and the training time is up to several hours or even dozens of hours. This inefficient training process not only increases the consumption of computational resources but also limits the rapid deployment and iteration of the model in real applications. Therefore, we need to investigate how to optimize the model-training process, improve the training efficiency, and reduce the dependence on device memory, as well as reducing the training time.



It is difficult to solve the problem of the model-training efficiency of sentence-matching methods, mainly because of the following reasons: the high complexity of large language models leads to a large demand for memory, which poses a challenge to users with limited hardware; the training time is long, and the processing of a large amount of data requires multiple rounds of iterations, which consumes computational resources and affects the efficiency; how to reduce the dependence on memory and the training time, while guaranteeing performance, involves many technical challenges in terms of the model structure, the algorithm design, and data processing.




8.3. Assertion Comprehension and Non-Matching Information Interference in Sentence Matching


A key challenge in the sentence-matching task is the lack of in-depth understanding of the sentence claim, while being susceptible to interference from non-matching information. Sentence claims are the embodiment of the core meaning of a sentence, while noisy information or non-matching content may mislead the matching process. To address this problem, research is needed to design more effective model architectures or introduce new semantic understanding mechanisms to enhance the capture and recognition of sentence claims, while reducing the interference of non-matching information.



The main challenges of claim comprehension and non-matching information interference in sentence matching are the complexity and subtlety of sentence claim comprehension, which require the model to deeply analyze the semantics and context of the sentence; at the same time, non-matching information interference is difficult to overcome, as it requires the model to have a strong semantic differentiation ability to filter the interfering content. Therefore, solving these problems requires the model to realize significant breakthroughs in semantic understanding and information filtering.




8.4. Confusion or Omission in Handling Key Detail Facts


Key Detail Facts in Sentence-Matching Processing Detail information is crucial for accurate matching in sentence-matching tasks [121]. However, existing methods for sentence matching often suffer from the problem of confusion or omission when dealing with key detail facts. Losing certain detailed information may lead to inaccurate matching results. Therefore, there is a need to investigate how to optimize sentence-matching algorithms to capture and process key detail facts more accurately. This may involve the optimization of extraction, representation, and matching strategies for detailed information.



The main difficulties in processing key detail facts in sentence-matching tasks are the accurate extraction of detail information, effective representation, and the optimization of matching strategies. Due to the diversity and complexity of languages, it is extremely challenging to extract key details in sentences; meanwhile, existing methods may not be able to fully capture the full meaning of the detail information, leading to confusion or omission during the matching process; in addition, it is also a major challenge to design a matching strategy that can fully take into account the importance of the detail information, which may lead to inaccurate matching results.




8.5. Diversity and Balance Challenges of Sentence-Matching Datasets


Currently, most sentence-matching datasets focus on the English domain, while there are relatively few Chinese datasets. In addition, there is a relative lack of application-specific datasets to meet the application requirements in different scenarios. This imbalance and lack of datasets limit the generalization ability and application scope of sentence-matching models. Therefore, there is a need to work on constructing and expanding diverse and balanced sentence-matching datasets, especially increasing Chinese datasets and datasets of specific application domains, to promote the development and application of sentence-matching technology.



The diversity and balance challenges of sentence-matching datasets are significant, and are mainly reflected in the uneven distribution of languages, the lack of application-specific datasets, and the difficulty of guaranteeing the balance of datasets, etc. English datasets are relatively rich, while Chinese and other language datasets are scarce, which limits the generalization ability of the model in different languages. Meanwhile, the lack of domain-specific datasets results in limited model performance in specific scenarios. In addition, constructing a balanced dataset faces difficulties in data collection and labeling, and an unbalanced dataset may affect the training effect and matching accuracy of the model.





9. Future Research Directions


9.1. Future Research Direction I: The Problem of Sentence-Matching Model Publicity Driven by Commercial Interests and Solutions


Future research directions should focus on solving the problem of model openness driven by commercial interests, promoting open-source models and community construction, innovating model authorization and sharing mechanisms, strengthening privacy protection and model security, optimizing model performance and adaptive capability, and strengthening interdisciplinary cooperation and innovative applications to promote the research and development of sentence-matching tasks.




9.2. Future Research Directions II: Optimization Strategies That Focus on Model-Training Efficiency for Sentence-Matching Methods


Many users face the problem of a low training efficiency due to the high complexity of large language models, the high memory requirements, and long training time. To address this challenge, future research will explore the lightweight design of the model structure, the efficient tuning of algorithms, and the improvement of data-processing techniques. By optimizing the model structure, adopting efficient algorithms, and fine-tuning the data processing, we aim to reduce memory dependency and training time, thus promoting the development and application of sentence-matching techniques. These optimization strategies will help address current and future training efficiency issues and promote continued progress in the field of sentence matching.




9.3. Future Research Directions III: Optimization Strategies Focusing on the Efficiency of Model Training for Sentence-Matching Methods


These two challenges place high demands on the model’s semantic comprehension and information-filtering abilities. Propositional understanding is the core problem, which requires the model to deeply parse the semantic and contextual information of sentences to capture and understand deeper meanings and subtle differences. However, existing models have limitations in semantic understanding. Meanwhile, the interference of non-matching information is also a major challenge, and the model needs to filter out irrelevant information and focus only on matching key content. However, the existing models are still insufficient in dealing with interference. Therefore, future research should be devoted to improving the model’s semantic understanding and information-filtering capabilities, to better address these two challenges and promote new progress in the research and application of sentence-matching tasks.




9.4. Future Research Direction IV: Difficulties and Breakthroughs in Processing Key Detail Facts in Sentence-Matching Tasks


Sentence-matching tasks face multiple challenges in processing key detail facts, including the extraction of detailed information, representation, and the optimization of matching strategies. First, accurately extracting key detail information in sentences is a basic but challenging task. Due to the complexity and diversity of language, it is often difficult for existing methods to capture these details comprehensively, leading to confusion or omission in the matching process. Therefore, future research should explore more efficient information extraction techniques, such as utilizing recent advances in deep learning or natural language processing to enhance the ability to capture detailed information. Second, effective representation of this critical detail information is crucial for matching. Existing representation methods may not be able to convey the meaning of detailed information completely, leading to matching bias. Therefore, research should focus on more advanced representation-learning techniques, such as distributed representation or representation models that incorporate contextual information, to reflect the connotations of detailed information more accurately. Finally, the optimization of matching strategies is equally critical. Existing strategies often ignore the importance of detailed information, leading to inaccurate matching results. Future research should explore smarter matching strategies, such as using the attention mechanism to emphasize the role of key details in matching or combining machine learning techniques to automatically learn the optimal matching strategy.




9.5. Future Research Direction V: Addressing the Challenges of Diversity and Balance in Sentence-Matching Datasets


Although sentence-matching tasks are widely used, the diversity and balance of datasets are still the key challenges for performance improvement and generalization ability. Currently, English datasets are relatively rich, while Chinese and other languages are relatively scarce, which limits the model’s matching ability in different languages. At the same time, datasets for specific domains such as finance, healthcare, law, etc., are also insufficient, which limits the application of the model in these domains. In addition, the problem of dataset balance is an important factor that affects the model-training effect and matching accuracy. Therefore, future research should focus on constructing multilingual and domain-specific datasets, such as generating data using GPT4 [24] and GPT5, and exploring effective data-balancing methods, such as over-sampling, under-sampling, and adopting appropriate loss functions, to improve the model’s matching performance and generalization ability. These efforts will help promote the application of sentence-matching techniques in more languages and domains and facilitate the continuous development of the natural language processing field.





10. Conclusions


Text-matching technology has experienced a stepwise development from character-based matching methods, recursive neural network-based matching methods, and sentence vector matching methods based on large models, to large model-based matching methods utilizing different fine-grained features, and it has made significant progress. While string-based methods are simple and intuitive, they lack an in-depth understanding of semantics, while corpus-based methods make up for this by utilizing large-scale data to capture semantic relationships. With the development of deep learning, recurrent neural networks and sentence semantic interaction matching methods can further capture the hierarchical structure of text and contextual information, improving the accuracy of matching. However, these methods have high computational complexity. Graph structure-based matching methods are suitable for specific tasks such as relationship extraction but are challenging for unstructured text processing. In recent years, with improvements in arithmetic power and the enhancement of data resources, sentence vector matching methods based on large language models capture rich sentence semantic information through large-scale corpus pre-training and then utilize it to directly complete the calculation of the matching probability. In addition, large model-based matching methods utilizing different fine-grained features can accurately capture differences, but the computational complexity is also higher. These methods are developing in a complementary way, and jointly promote the progress of text-matching technology. In the future, with the promotion of downstream applications, matching technology will make breakthroughs in multimodal matching, model optimization, multi-granularity semantic understanding, and the domain adaptability of images, videos, and texts, which will further promote the development of matching technology and bring broader application prospects for its downstream applications.
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Figure 1. Graph of search sources versus number of papers. 
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Figure 2. Graph of number of papers vs. time. 
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Figure 3. Graph of the number of papers in relation to the distribution of countries. 
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Figure 4. Graph of journals versus number of conferences and papers. 
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Figure 5. Matching method overview diagram. 
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Figure 6. Overview of logical relationships based on character-matching methods. 
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Figure 7. Overview of logical relationships based on phrase-matching methods. 
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Figure 8. Corpus-based matching method. 
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Figure 9. Overview of logical relationships of recursive neural network-based matching methods. 
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Figure 10. Overview of logical relations of sentence semantic interaction matching methods. 
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Figure 11. Overview of logical relationships of graph structure matching methods. 
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Figure 12. Overview of logical relations of sentence vector matching method based on large language model. 
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Figure 13. Overview of the logical relationships of fine-grained matching methods. 
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Table 1. Comparison between leading studies.
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	Author or Comparative Content
	Large Language Modeling for Text Matching
	The Main Ideas and Methods of the Matching Approach Are Outlined and Analyzed in Detail
	Detailed Overview and Analysis of the Problems and Solutions of the Matching Methodology
	Detailed Overview and Analysis of the Logical Trajectories of Typical Matching Methods
	Comparison of Hardware Configurations and Training Details of Matching Methods
	Performance Comparison of Text-Matching Models for Different Tasks Using Different Metrics
	Overview and Analysis of Text-Matching Model Datasets and Evaluation Metrics
	Text Matching Model Application Programming Interface Overview
	Application of Text-Matching Models to Specific Domains
	Main Research Work





	Asha S et al. [30], (2024)
	   √   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	This study reviews string-matching methods based on artificial intelligence techniques, focusing on the application of neural networks, graph models, attention mechanisms, reinforcement learning, and generative models. The study demonstrates their advantages and challenges in practical applications and points out future research directions.



	Hu W et al. [31], (2019)
	   √   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	This paper reviews short text matching algorithms based on neural networks in recent years, introduces models based on representation and word interaction, analyzes the applicable scenarios of each algorithm, and provides a quick-start guide to short text matching for beginners.



	Wang Jet al. [32], (2020)
	   √   
	   ×   
	   ×   
	   ×   
	   ×   
	   ×   
	   √   
	   ×   
	   ×   
	This paper systematically combs through the current research status of text similarity measurement, analyzes the advantages and disadvantages of the existing methods, constructs a more comprehensive classification and description system, and carries out an in-depth discussion of the aspects of text distance and text representation. Meanwhile, the development trend of text similarity measurement is summarized, to provide a reference for related research and applications



	Ours
	   √   
	   √   
	   √   
	   √   
	   √   
	   √   
	   √   
	   √   
	   √   
	A detailed overview of the core ideas, methods, problems, and solutions for each phase of the matching model, comparing hardware and software configurations, performance per task, and datasets and evaluation methods for large models.







(√ indicates the presence of this element,   ×   indicates the absence of this element).
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	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	Longest common substring matching [1]
	Computing an array of thresholds for the two sequences, iteratively calculating each threshold, and then step-by-step determining the length of their longest common subsequence and ultimately finding the longest common subsequence.
	Inserting, deleting, and testing the affiliation of elements in a set, where all elements are restricted to the first n integers of the key operations, which in turn reduces the running time of the algorithm.
	Scalability of the algorithm.
	Parallelization [36] and distributed processing.



	Editorial distance [2]
	The analogous construction enables the correction of wounding, and the insertion and inversion of optimal codes.
	Correcting, inserting, and reversing binary code.
	(1) Error correction may be limited.

(2) Insertion errors are more difficult to recognize and handle.

(3) Detection and correction of inversion errors.

(4) Computational complexity and resource overhead may be high.
	(1) More powerful error-correcting codes, such as Hamming or BCH codes, can be used. At the same time, a combination of error-correcting and error-detecting codes can be used.

(2) Special synchronization marks or delimiters can be designed to separate blocks of data. In addition, coding schemes can be developed that can tolerate insertion errors.

(3) Errors can be detected using methods such as parity, checksum, or cyclic redundancy check (CRC), and corrected by complex error-correcting codes for multi-bit inversions.

(4) It is possible to optimize the implementation of error correction algorithms, to select an error correction method that suits the needs of the system, and to consider the use of specialized error correction circuits or gas pedals in the hardware design.



	Jaro similarity [3]
	Improving the record linkage method in the FellegiSunter model through string comparator metrics and enhanced decision rules.
	(1) Uses the Jaro string comparator method, which is able to partially take into account differences between strings.

(2) Proposed a method for adjusting the matching weights to trade off between perfect agreement and disagreement.

(3) Use of the FellegiSunter model to deal with record linkage.
	(1) Quality of empirical databases in record-matching applications.

(2) Parameterization of generic string comparators.
	(1) Enhance data cleaning and preprocessing, increase sample diversity [37], regularly update and maintain database.

(2) Development of adaptive string comparators, introduction of partial and fuzzy matching mechanisms, optimization of parameters using domain knowledge, optimization and testing through iterations.



	Dice coefficient method [4]
	Lies in the use of the dice coefficient to measure the degree of overlap between two text collections (e.g., a collection of words or word embedding vectors) and thus assess their semantic similarity. The higher the dice coefficient, the closer the two texts are semantically.
	The method usually includes text preprocessing, word embedding transformation, constructing a collection of word embedding vectors for the text, and calculating the intersection and concatenation of these collections, and finally using the dice coefficient formula to derive the similarity score.
	(1) Inability to deal effectively with synonyms or semantically similar words.

(2) Ignoring contextual information, leading to misinterpretation of semantics.

(3) Lower computational efficiency when dealing with large-scale text.
	(1) Using word embedding models that can capture synonyms and semantically similar words, such as context-based word embedding (e.g., BERT) [17].

(2) Using models or methods that can take contextual information into account, such as semantic similarity models based on deep learning [9].

(3) For large-scale text data, approximation algorithms [38] or optimized data structures can be used to reduce the computation.



	Jaccard method [5]
	The semantic similarity of two text collections is measured by calculating the ratio of their intersection to their concatenation, emphasizing the proportion of shared elements in the whole.
	The Jaccard method first preprocesses the text to obtain the set of lexical items, then calculates the intersection and concatenation of these sets, and finally obtains the similarity score of the text by a ratio calculation.
	(1) Insensitive to sparse text.

(2) Ignores word weights.

(3) Insensitive to word order.
	(1) The word items are converted into word embedding vectors [7,39], and the similarity between the vectors is utilized to measure the semantic similarity of the text, so as to capture the semantic information in the sparse text.

(2) When calculating the Jaccard similarity, the weight of the word items can be added, e.g., using methods such as TF-IDF [40] to weight the word items to reflect their importance in the text.

(3) The Jaccard method can be used in conjunction with other semantic similarity measures, such as cosine similarity and edit distance, in order to comprehensively assess the similarity of the text and to reduce the bias that may be introduced by a single method.
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	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	BOW [6]
	Treating text (or images) as a collection of words (or features) without regard to the order or grammatical relationships of those words (or features).
	(1) Extract features or vocabulary of the text or image.

(2) Count the frequency of occurrence of these features or words in the text or image.

(3) Combine these frequency values into a vector as a representation of the text or image.
	Inability to relate to lexical order and semantic similarity.
	The n-gram model [41] and word embedding techniques [7,39] can be used as an improvement scheme.



	TF-IDF [40]
	Evaluating the importance of words in a document by combining word frequency (TF) and inverse document frequency (IDF),
	The TF-IDF algorithm evaluates the weight of a word in a document by calculating its frequency in the document and its prevalence in the whole corpus to achieve an efficient processing of the text.
	Simplified processing of IDF may lead to loss of information and underestimation of keywords in similar texts.
	TF-IWF improvement methods can be used or combined with other text representation techniques, such as word embedding models [7,39].



	TP-IDF [42]
	Improvement of the traditional TF-IDF method by combining the positional information of lexical items in the document and the inverse document frequency, especially when dealing with short texts.
	By combining the position information of word items in documents with the TF-IDF model, the accuracy of assessing the importance of word items in documents is improved. This method is especially suitable for short text analysis, which can effectively use the word item position information to optimize the calculation of word item weights.
	How to rationally define positional factors to accurately reflect lexical item importance, the lack of stability of lexical item frequency and positional information in short texts, the interference of deactivated and noisy lexical items, and the computational complexity that may be associated with dealing with large document collections.
	The efficiency and accuracy of tp-idf in processing textual data is improved by optimizing the definition of positional factors through experiments or domain knowledge, enhancing the accuracy of word weights by combining them with other textual features, deactivating words on documents to reduce noise interference, and optimizing algorithms and data structures to reduce computational complexity.



	Word2vec [7]
	Quantitative representation of semantic information is achieved by mapping words to continuous vectors through neural network models.
	Two training methods, CBOW (continuous bag of words) and Skip-gram(word-skipping model), are used to learn word vectors by context-predicting words and word-predicting context, respectively.
	(1) Existence of ignored word order.

(2) Inability to handle multiple meanings of words.

(3) OOV words.
	(1) Models such as RNN [43] or Transformer [16] can be combined to capture word order information.

Dynamic word vector models such as ELMo [44] and BERT [17] are used to handle multiple meanings of a word.

(2) Introducing character embedding [7,39] or pre-trained language models to solve the OOV word problem.



	Word2VecF [45]
	Word2VecF is a flexible and controllable implementation of Word2Vec that allows users to customize word embeddings by providing word–context tuples to train models using global contextual information.
	The method includes data preparation, preprocessing, model training, and word embedding generation. The model is directly trained to generate custom word embeddings by preprocessing user-provided tuple data, combined with vocabulary lists and subsampling.
	The impact of data quality on model performance, the complexity of parameter tuning, and the consumption of computational resources when dealing with large-scale datasets.
	Solutions include data cleansing and filtering to improve data quality, parameter optimization to find the best configurations, use of distributed computing to reduce computational resource consumption, and model integration to improve the accuracy and robustness of word embeddings.



	Doc2Vec [46]
	Doc2Vec’s Distributed Memory model achieves the capture of semantic information at the paragraph level through a combination of paragraph vectors (representing paragraph topics) and local context words, thus improving the accuracy of text representation and prediction.
	The method trains the model by predicting the next word in the text based on the input of paragraph vectors and local context words. During the training process, the paragraph vectors and word vectors are updated to capture their respective semantic information, and the parameters are optimized iteratively to improve the predictive performance of the model.
	(1) High computational cost: when Doc2Vec handles a large number of documents, the computational cost increases significantly with the number of documents.

(2) Difficulty in scaling: For new documents, Doc2Vec usually needs to retrain the whole model, which limits its ability in dealing with large-scale or dynamically changing datasets.
	(1) Optimization algorithms: reduce training cost of Doc2Vec and improve computational efficiency by introducing optimization algorithms such as negative sampling and hierarchical softmax.

(2) Incremental learning: adopting an incremental learning approach allows Doc2Vec to update only some of the parameters when processing new documents, avoiding global retraining and enhancing scalability.



	Doc2VecC [47]
	A new approach based on Doc2Vec is introduced to capture the global context of a document. It does this by randomly sampling words in a document and computing the average of these word vectors to represent the semantics of the entire document, and then using this document vector to predict the current word along with local context words.
	First, a portion of the words are randomly extracted from the document in each training iteration; then, the average of the vectors of these extracted words is computed to form a document vector; and finally, this document vector and the local context words are used to predict the currently processed word.
	(1) The sparsity of the training data may lead to limited model-training effectiveness.

(2) The generated document vectors are usually high-dimensional and dense, which makes the vectors difficult to understand and visualize intuitively.

(3) Processing all the words in the whole document may lead to computational inefficiency.
	Increase the amount of training data by collecting more relevant documents or using data augmentation techniques; secondly, explore interpretable vector representations such as topic modelling to improve the interpretability and visualization of the document vectors; and lastly, construct document vectors using only some of the words in documents to improve the computational efficiency of the training process.



	glove [39]
	Constructing word vector representations to capture the global statistical information of words in the corpus through co-occurrence matrices.
	Construction of co-occurrence matrices and iterative optimization of word vectors
	Insufficient processing of rare words, missing local contextual information, and high computational complexity.
	External knowledge bases [48] can be introduced to strengthen the rare word representation, combined with local context methods to enhance semantic understanding, optimized algorithms and model structures to reduce the computational burden, and distributed computing frameworks to accelerate the processing of large-scale corpora.



	LSA [8] (Latent Semantic Analysis)
	Revealing implicit semantics in text by mapping high-dimensional document space to low-dimensional latent semantic space.
	By performing a singular value decomposition or a non-negative matrix decomposition of this matrix, LSA is able to obtain a low-dimensional topic vector space and map words and text to that space.
	(1) Dimensionality catastrophe.

(2) Data sparsity.

(3) Lack of interpretability.

(4) Inability to handle word order and syntactic information.

(5) Sensitivity to parameters and decomposition methods.
	(1) Feature selection [49], dimensionality reduction techniques.

(2) Data preprocessing [50], sparse matrix processing techniques.

(3) Topic labeling, visualization techniques.

(4) Combination of other text representation methods: e.g., word embedding techniques such as word2vec [7], BERT [17], use of more complex models: e.g., recurrent neural network (RNN) [43] or Transformer [16], etc.

(5) Parameter tuning, comparing different decomposition methods, e.g., evaluating the performance of different decomposition methods, such as SVD, NMF, etc., on a specific task and selecting the most suitable method
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	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	MaLSTM [9]
	The model captures the core meaning of a sentence through fixed-size vectors and learns to structure the representation space to reflect semantic relationships.
	The model utilizes LSTM to construct sentence representations and predicts semantic similarity by computing the Manhattan metric between vectors.
	(1) The effect of data sparsity and noise on the model’s ability to capture low-frequency lexical and semantic details.

(2) Limitations of models in understanding complex semantic relationships.

(3) Computational efficiency issues limit application of models on large-scale datasets.
	(1) Data preprocessing [50] and enhancement techniques [53].

(2) Introduction of attention mechanisms [52].

(3) Optimization of model structure and parameters, migration learning using pre-trained models [54].



	DBDIN [55]
	Lies in capturing semantic relevance from both directions and deep interaction through multiple attention-based interaction units for more accurate semantic matching.
	Precise semantic matching between sentences is achieved through two-way interaction and attention mechanisms, and interaction effects are enhanced through deep fusion and self-attention mechanisms.
	(1) Higher model complexity.

(2) Models may have difficulty accurately capturing certain complex or ambiguous semantic relationships.

(3) Affected by noisy data or uneven distribution of training data.
	(1) Adopt more efficient attention mechanisms or reduce number of network layers.

(2) Introduce more contextual information or utilize pre-trained models

(3) Data enhancement [56] and noise filtering.



	Combining character-level bi-directional LSTM and Siamese architectures [10]
	Deep earning models using bi-directional LSTM and Siamese architecture to learn character sequence similarity, capture semantic differences, and ignore non-semantic differences.
	String embeddings are compared via bi-directional LSTM and Siamese architectures; models are trained using similarity information, and datasets are augmented to enhance generalization.
	(1) High model complexity.

(2) Excessive attention to detail.

(3) Sensitivity to noisy data.
	(1) Reduce number of network layers or use efficient algorithms to reduce complexity and reduce computational resource consumption.

(2) Combine word-level or sentence-level embedding to compensate for the information loss of character-level processing.

(3) Remove noisy data and outliers to improve model robustness. Reduce the risk of overfitting and improve model stability and generalization ability.



	MKPM [11]
	Proposes a sentence matching method based on keyword pair matching that combines attention and two-way task architecture to improve matching accuracy.
	The method utilizes an attention mechanism to filter keyword pairs and models semantic relationships through a two-way task that combines word-level and sentence-level information to improve matching.
	(1) Keyword pair selection problem.

(2) Complex semantic relationship-processing limitations.

(3) Model complexity and computational cost.
	(1) Improve keyword pair extraction and selection.

(2) Expand or dynamically adjust the number of keyword pairs.

(3) Reduce computational cost and improve model efficiency and scalability by optimizing model structure and algorithms.



	Enhanced-RCNN [57]
	Enhanced-RCNN combines the advantages of CNN and attention-based RNN for sentence similarity learning, aiming to capture similarities and differences between sentences more accurately, while reducing computational complexity.
	Siamese multilayer CNN is utilized to extract sentence key information, attention-based RNN is employed to capture the interaction effects between sentences, and a fusion layer is designed to integrate the outputs of the CNN and RNN in order to calculate the similarity score.
	(1) Limited ability to process semantic relations.

(2) Dataset limitations.

(3) As model complexity increases, consumption of computational resources and time may become a challenge
	(1) Enhance the model’s understanding of complex semantic relationships by introducing advanced techniques such as context embedding or pre-trained language models.

(2) Improve the generalization ability of the model to adapt to more scenarios and domains by increasing the size and diversity of the dataset.

(3) Optimizing model structure and algorithms, exploring integrated learning [58] and migration learning [54].
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	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	DSSTM [12]
	This model considers the importance of distance markers and combines self-attention and co-attention mechanisms to enhance sentence semantic modeling and extract cross-sentence interaction features for sentence semantic matching tasks.
	The sentences are first encoded and embedded, then the distance-aware self-attention mechanism is used to enhance the semantic modeling, followed by the application of a co-attention layer to extract cross-sentence interaction features, and the fusing of these features into a multilevel matching function, and finally the model is validated by experiments in terms of effectiveness and performance.
	(1) Computational efficiency issues.

(2) Inadequate capture of deep semantic structure.

(3) The design of the multilevel matching function may need to be further optimized to better capture the subtle differences and diversity between sentence pairs.
	(1) Optimize model structures and algorithms.

(2) Utilize more complex semantic representations such as pre-trained language models or knowledge graphs.

(3) Optimizing multilevel matching function, designing more reasonable loss function and training strategy.



	DRCN [13]
	The architecture effectively preserves the original and synergetic attention feature information by means of dense connectivity, which enhances the understanding of semantic relations between sentences and improves the performance of the sentence-matching task.
	A sentence-matching architecture is proposed that combines a collaborative attention mechanism and dense connectivity to capture and preserve semantic information and feature representations between sentences, while an autoencoder is used to compress features and maintain model efficiency.
	(1) Increased computational complexity and feature dimensions.

(2) Information loss due to autoencoder.
	(1) Reduce computational complexity by utilizing advanced feature selection algorithms to reduce redundant features and introducing lightweight network structures to reduce the number of parameters.

(2) Employ finer reconstruction loss functions to ensure that key information is retained as much as possible when compressing features. Regularization terms are introduced to constrain the coding process and reduce information loss.



	DRr- Net [14]
	This method solves the problem of insufficient semantic comprehension that may result from selecting important parts at once by simulating the dynamic attention mechanism of human reading, focusing on a small part of the sentence area and rereading important words in each step, so as to understand the sentence semantics more accurately.
	(1) Introducing Attention Stack Gated Loop Unit (ASG).

(2) Design of dynamic rereading unit (DRr).
	(1) Insufficient richness of training data.

(2) Impact of data preprocessing quality.
	(1) Optimizing training strategies and increasing training data.

(2) Improving data preprocessing techniques [50], incorporating linguistic knowledge and rules.



	BiMPM [15]
	A bilateral multi-view matching model is used to achieve the comprehensive and in-depth matching of sentences and improve processing performance.
	BiLSTM is utilized to encode sentences, obtain matching information through bilateral matching and multi-view matching mechanisms, aggregate these into matching vectors, and make decisions to improve matching accuracy.
	(1) Higher model complexity.

(2) Limited ability to handle long sentences.

(3) Reduced performance in cross-domain or cross-language tasks.
	(1) Reduce complexity by optimizing the model structure, reducing the number of parameters, or using a lightweight network structure to reduce computation and storage requirements.

(2) Segmentation processing strategy to ensure that the model can adequately capture key information when processing long sentences.

(3) Utilizing domain-adaptive techniques or cross-language pre-training models, incorporating external knowledge [48] or resources to enhance the context-awareness of the models in cross-domain or cross-language tasks.
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	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	Wpath [59]
	A new semantic similarity measure, wpath, is proposed, which combines structural information and the information content of concepts in a knowledge graph to assess semantic similarity more comprehensively and accurately.
	The final semantic similarity is derived by calculating the information content and the shortest path length of the concepts, and weighting the path length using the information content. This approach integrates information of multiple dimensions of concepts in the knowledge graph and improves the accuracy of the similarity calculation.
	(1) Sparse knowledge graph applicability.

(2) The computation of wpath methods may become complex and time-consuming in large knowledge graphs.

(3) Information content, while reflecting conceptual universals, is not sufficient to fully capture semantic relationships.
	(1) Increase path diversity to improve reliability of similarity measures in sparse graphs.

(2) Reduce computational complexity in large-scale graphs by optimizing graph structure or using efficient algorithms.

(3) Evaluate semantic similarity more comprehensively by combining contextual information, co-occurrence relations, etc.

(4) Adjust the weights according to the knowledge graph characteristics to obtain a more accurate similarity measure.



	GMN [60]
	A neural graph matching network framework (GMN) is proposed to solve the performance problem in Chinese short text matching by utilizing multi-granularity input information and an attention graph matching mechanism.
	The GMN method uses word lattice graphs as inputs, updates node representations through the graph matching attention mechanism, fuses multi-granularity information, and can be combined with pre-trained language models to improve matching performance.
	(1) Higher computational complexity.

(2) Insufficient interpretability.

(3) Dependence on pre-trained models.

(4) Data quality and quantity challenges.
	(1) Improve the graph matching attention mechanism with distributed [61] or parallel processing techniques [62].

(2) Enhance the study of internal mechanisms to provide visualization or explanatory methods.

(3) Explore structures that do not rely on external models or utilize transfer learning methods [54].

(4) Expand training data by utilizing techniques such as data augmentation [63] and semi-supervised learning.
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	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	BERT [17]
	It lies in the use of a bi-directional encoder and self-attention mechanism to capture the deep semantic and contextual information of the text, and it realizes the efficient application of the model through two phases: pre-training and fine-tuning.
	BERT uses the Transformer model as an infrastructure and is pre-trained with large-scale unlabeled text data.
	(1) High consumption of computing resources.

(2) Insufficient learning.

(3) Difficulty in processing long text.
	(1) Model compression [64,65] and optimization, distributed training.

(2) Pre-training data enhancement [63], task-specific fine-tuning.

(3) Text truncation and splicing, designing model variants for long texts [18].



	SpanBERT [18]
	SpanBERT optimizes the pre-training process by masking successive text segments and predicting their contents to better capture contextual and semantic information in the text, and it is particularly suitable for tasks that require the recognition and exploitation of text segments.
	(1) Masking continuous text segments.

(2) Prediction using boundary representation.
	(1) Over-reliance on contextual information.

(2) Randomness of masking strategies.
	(1) Balanced learning of contextual information and segment internal details is achieved by designing adaptive masking method that combines multiple masking strategies.

(2) Adopting means such as increasing the number of training rounds, expanding the dataset, or using advanced optimization algorithms, assisted by unsupervised pre-training tasks, to improve the stability and generalization ability of the model.



	XLNet [19]
	Combined modeling of mask language models and alignment language models,
	(1) Randomized masking.

(2) Target position sampling.

(3) Self-attention and bi-directional contexts.

(4) Pre-training and fine-tuning.
	(1) Computational complexity problems.

(2) Long sequence-modeling problem.

(3) Large-scale pre-training problem.

(4) Explosive growth of permutations problem.

(5) Limitations of autoregressive models.
	(1) Approximate attentional mechanisms or sparse attention [66].

(2) Chunked processing and intermediate layer delivery [67].

(3) Transfer learning [68].

(4) Approximate sampling and masking techniques [69].

(5) Localized windows and window relative position coding [70].





	Roberta [20]
	The key idea of Roberta’s model is to further improve the model’s performance on natural language processing tasks by improving and optimizing the structure and training strategy of the BERT model.
	This study optimizes BERT’s performance by replicating the BERT pre-training process, tuning hyperparameters, and evaluating different training data volumes, and it demonstrates that its performance is comparable to other state-of-the-art models.
	(1) Hyperparameter tuning may not be comprehensive, leaving out some of the more optimal model settings.

(2) Training a language model requires significant computational resources and time, limiting in-depth exploration.

(3) The study mainly focuses on the BERT model itself and does not consider combining it with other state-of-the-art models, which may limit performance improvement.
	(1) Expand hyperparameter searches to incorporate automated optimization techniques, such as Bayesian optimization or grid searches, to fully explore model configurations.

(2) Utilize distributed computing or cloud computing resources to accelerate the training process and improve research efficiency.

(3) Combine BERT with other advanced models or techniques, such as integrated learning [58] and knowledge distillation [71], to enhance model performance. Also draw on other domain optimization methods, such as transfer learning [54], meta-learning, etc. to improve the pre-training process.



	GPT [21]
	Understanding natural language through unsupervised learning, generating coherent text sequences in a unidirectional decoder structure, and applying it to a variety of NLP tasks through a pre-training–fine-tuning framework.
	Pre-training and fine-tuning with a one-way Transformer decoder, learning language representations from large-scale data through self-supervised learning, and applying it on specific NLP tasks to improve performance.
	(1) Problem of bias in training data.

(2) Problem of dialog consistency.

(3) Problem of processing long text.
	(1) Diverse training data [72].

(2) Introduction of dialog history [73].

(3) Segmented processing [74].



	GPT2 [22]
	Pre-training using the Transformer network structure to generate text and model the contextual context by autoregression to learn a generic language representation.
	Pre-training, Transformer network architecture, Contextual Context Modeling, Multi-Layer Representation and Multi-Headed Attention, and fine-tuning.
	(1) Can only realize the one-way text generation problem.

(2) The problem of more parameters and high training costs.

(3) Lack of common sense and world knowledge problem.

(4) The problem of being susceptible to input bias.

(5) Lack of consistency and controllability problem.

(6) Difficulty in handling rare events problem.

(7) Safety and ethical issues.
	(1) Bi-directional encoders [72].

(2) Model compression techniques [75,76].

(3) Introduction of external knowledge [48].

(4) Dealing with input bias [77].

(5) Improving consistency and controllability [78].

(6) Data augmentation and domain-specific training [20].

(7) Safety and ethical measures [79].



	GPT3 [23]
	GPT-3 is based on a large-scale pre-trained language model, pre-trained by the Transformer architecture and massive text data. It is capable of generating coherent text with broad adaptability and flexibility, and it can demonstrate powerful language-processing capabilities on a variety of tasks.
	Pre-training utilizes self-supervised learning to gain linguistic knowledge and patterns. Fine-tuning optimizes the model for specific tasks with labeled data.
	(1) The problem of the high cost of training and reasoning.

(2) Problem of lack of common sense and reasoning skills.

(3) The problem of sensitivity to input bias.

(4) Difficulty in ensuring consistency of generated content.
	(1) Model size and efficiency optimization [80].

(2) External knowledge introduction [81,82,83], data augmentation [63], and domain-specific training.

(3) Improved interpretability [84] and control, social and ethical norms [85].

(4) Providing more contextual information, introducing additional constraints, tuning model parameters, incorporating human review or post-editing, and using larger training datasets.



	GPT4 [24]
	A Transformer-based multimodal pre-trained language model is used to predict the next token in a document.
	GPT-4 is a generative pre-trained model that uses an autoregressive Transformer architecture and uses more parameters and hierarchies in training to enhance its representation. It also utilizes larger datasets for pre-training to improve its understanding of different domains and contexts.
	(1) Problems of illusory facts and faulty reasoning.

(2) Problem of lack of understanding of updated data.

(3) Problems of confident error and bias presence.
	(1) Increasing the amount and diversity of training data [86], manual intervention for correction [87], continuous updating of the model e.g., reference to the BARD model to incorporate new knowledge and update the structure [88] and enhancement of the model’s interpretability [89].

(2) Adding the latest training data, optimizing the design of the GPT-4 algorithm e.g., ChatABL method [90], enhancing the quality control of the input data [91], and developing better evaluation metrics [92].

(3) Checking the quality of input data [93], increasing the dataset [94] and the number of training sessions, and using integrated learning techniques [58].



	PANGU-Σ [25]
	Improving the Performance of Natural Language Processing Tasks Using Large-Scale Autoregressive Language Models Obtained by Pre-Training on Massive Text Corpora.
	An autoregressive approach is used, containing stacked Transformer decoding and query layers. The bottom M layers are shared across all domains, while the top N layers are sparsely activated based on the domain of the input data. Each RRE layer consists of K experts in a G-group to provide a mixed, dense, and sparse mode selection.
	(1) The problem of constructing a user-friendly sparse architecture system.

(2) The problem of developing a language model for obtaining accurate feedback from open environments.

(3) The problem of effectively combining language models with multimodal perceptual inputs.

(4) Overcoming the cost of deploying large language models.

(5) The problem of effectively storing and updating the knowledge required for large language models online.
	(1) Designing optimized algorithms and system architectures.

(2) Improve data-labeling methods and self-supervised learning techniques.

(3) Design multimodal fusion network architecture.

(4) Using model compression and optimization techniques.

(5) Designing efficient storage systems and incremental training algorithms.










 





Table 8. Summary of key ideas, methods, key problems, and solutions for fine-grained matching methods.






Table 8. Summary of key ideas, methods, key problems, and solutions for fine-grained matching methods.





	Models
	Key Ideas
	Approaches
	Key Problems
	Solutions





	R2-Net [26]
	The accuracy of sentence semantic matching is improved by deep mining the semantic information and relational guidance of tags.
	First, BERT and CNN encoders are combined to capture the semantic information of sentences from the global and local perspectives, respectively; second, a self-supervised relation classification task is introduced to guide the matching process using the semantic relations between labels; and finally, a ternary loss function is used to refine relation distinctions and improve the model performance.
	The consumption of computational resources is high, and the speed is limited when dealing with large-scale datasets; the quality of labels affects the performance of the model, and the performance may be degraded in the presence of noisy or inaccurate labels; and the hyperparameter tuning and optimization is also a major challenge, as it needs to be carefully adjusted for specific tasks.
	For the model complexity problem, model compression and distributed computing can be used to improve efficiency; for the label quality problem, semi-supervised learning or migration learning can be explored to make up for deficiencies; and the manual workload can be reduced by utilizing automatic hyperparameter-tuning tools. The combined application of these solutions can improve the model’s performance and practicality.



	ASPIRE [27]
	This study proposes a method to accurately assess the similarity between scientific documents by matching fine-grained aspects using co-cited sentences in papers as natural supervised signals. This approach aims to capture the deeper associations between documents for a more precise and nuanced similarity assessment.
	The ASPIRE method is based on sentence context representation and aggregation techniques to efficiently assess inter-document similarity by capturing fine-grained matches at the sentence level through multi-vector modeling.
	(1) Data sparsity and noise.

(2) Computational complexity.
	(1) Data enhancement [63] and filtering.

(2) Model Optimization and Acceleration Simplifying structure, dimensionality reduction, and combining parallel and distributed computing [61] to improve the efficiency of processing large-scale corpora.



	DC-Match [28]
	This study addresses the need for matching at different granularities in the text semantic matching task, and it proposes to optimize the matching performance and improve the matching accuracy by distinguishing between keywords and intent and adopting a partitioning strategy.
	The proposed DC-Match training strategy contains three objectives: global matching model classification, remote supervised classification to distinguish between keywords and intent, and the special training of partitioning ideas to ensure that the distribution of global matches is similar to the distribution of combinatorial solutions distinguishing between keywords and intent, to achieve more accurate matches.
	(1) The accuracy of the remotely supervised classification loss is affected by the quality of external resources, which may lead to misleading keyword extraction.

(2) The special training objective of the partitioning idea may increase the computational resources and model complexity, and prolong the training time.

(3) DC-Match methods may not be flexible enough and may need to be adapted for specific scenarios.
	(1) Optimize the selection of external resources and quality control, and use advanced remote supervision technology to improve the accuracy of supervision information.

(2) Optimize the algorithm and model structure to reduce the amount of computation, and use distributed or parallel computing to accelerate the training process [25].

(3) Introduce domain adaptive or migration learning techniques [68] to improve the flexibility and adaptability of DC-Match methods in different domains and types of text-matching tasks.



	MCP-SM [29]
	Proposes a multi-concept parsing approach to optimize multilingual semantic matching and reduce the dependence on traditional named entity recognition.
	The study proposes an MCP-SM framework based on a pre-trained language model that parses text into multiple concepts and incorporates categorical tokens to enhance the model’s semantic representation capability and achieve flexible multilingual semantic matching.
	(1) Uncertainty in concept extraction.

(2) Differences in language and domain.

(3) Limitations of computational resources.
	(1) Optimize the concept extraction algorithm.

(2) Introducing multi-language and domain adaptation mechanisms.

(3) Optimize the model structure and computation process.
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	Models
	Parameters
	Hardware

Specifications
	Training Duration
	Context

Learning





	DBDIN [55]
	7.8 M
	NVIDIA GTX1080 GPU card (NVIDIA, Santa Clara, CA, USA)
	-
	Yes



	MKPM [11]
	1.8 M
	-
	-
	Yes



	Enhanced-RCNN [57]
	7.7 M
	Nvidia P100 GPU (NVIDIA, Santa Clara, CA, USA)
	-
	Yes



	DRCN [13]
	6.7 M
	-
	-
	Yes



	DC-Match [28]
	-
	RTX 3090 GPU
	-
	Yes



	MCP-SM [29]
	-
	A100 GPUs
	-
	Yes



	R2-Net [26]
	-
	Nvidia Tesla V100-SXM2-32 GB GPUs (NVIDIA, Santa Clara, CA, USA)
	-
	Yes



	BERT [17]
	340 M
	Nvidia A100, V100 (NVIDIA, Santa Clara, CA, USA)
	Depends on model parameter scale
	Yes



	SpanBERT [18]
	-
	V100 GPU
	15 days
	Yes



	GPT [21]
	125 M
	-
	-
	Yes



	XLNet [19]
	340 M
	512 TPU v3
	5.5 days
	Yes



	Roberta [20]
	355 M
	V100 GPU
	about 1 day
	Yes



	GPT2 [22]
	1.5 B
	-
	-
	Yes



	GPT3 [23]
	175 B
	V100 GPU
	-
	Yes



	GPT4 [24]
	1.8 Trillion
	-
	-
	Yes



	PANGU-Σ [25]
	1.085 T
	Ascend 910 NPU (Huawei, Shenzhen, China)
	about 100 days
	Yes
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Models

	
Accuracy/MAP/MRR/r/ρ/MSE/F1/GLUE

	
Task






	
MaLSTM [9]

	
Pearson correlation (r), Spearman’s ρ and MSE are 0.8822, 0.8345, and 0.2286, respectively. The accuracy of MaLSTM features + SVM is 84.2%.

	
The Pearson correlation (r), Spearman’s ρ, and MSE of MaLSTM on SICK are 0.8822, 0.8345, and 0.2286, respectively. The accuracy of MaLSTM features combined with SVM is 84.2%.




	
DBDIN [55]

	
The accuracy rates are 88.8%, 86.8%, and 89.03% respectively.

	
The accuracy rates of DBDIN on SNLI, SciTail, and QQP are 88.8%, 86.8%, and 89.03%, respectively.




	
MKPM [11]

	
The accuracy rates are 86.71%, 84.11%, 89.66%, and 88.2% respectively.

	
The accuracy rates of MKPM on LCQMC, BQ, QQP, and SNLI are 86.71%, 84.11%, 89.66%, and 88.2%, respectively.




	
Enhanced-RCNN [57]

	
The accuracies (Acc) are 89.3%, 75.51%, 90.28%, and 90.35%, respectively, while the F1 scores are 89.47%, 73.39%, 76.85%, and 74.20%, respectively.

	
The accuracy (Acc) of Enhanced-RCNN on QQP and Ant Financial are 89.3% and 75.51%, respectively, with F1 scores of 89.47% and 73.39% respectively. The accuracy (Acc) of Enhanced-RCNN (ensemble) on QQP and Ant Financial are 90.28% and 90.35%, respectively, with F1 scores of 76.85% and 74.20%, respectively.




	
DRCN [13]

	
The accuracy rates are 86.5%, 90.1%, 80.6%, 79.5%, 82.3%, 81.4%, and 91.3%, respectively.

	
DRCN (-Attn, -Flag) achieved an accuracy of 86.5% on SNLI, while DRCN achieved 90.1%. On MultiNLI, DRCN and DRCN + ELMo* achieved accuracies of 80.6% and 79.5%, and 82.3% and 81.4%, on matched and mismatched datasets, respectively. DRCN achieved an accuracy of 91.3% on QQP.




	
The MAP values are 0.804, 0.830, and 0.925, while the MRR values are 0.862, 0.908, and 0.930, respectively.

	
DRCN achieved MAP and MRR of 0.804 and 0.830, respectively, on TrecQA: raw, and 0.862 and 0.908, respectively, on TrecQA: clean. On SelQA, DRCN achieved MAP and MRR of 0.925 and 0.930. respectively.




	
BiMPM [15]

	
The accuracy is 88.17% and 88.8% respectively. The MAP values are 0.802 and 0.875, while the MRR values are 0.718, and 0.731, respectively.

	
The accuracy of BiMPM on QQP and SNLI is 88.17% and 88.8%, respectively. On the TREC-QA and WikiQA datasets, the MAP values are 0.802 and 0.875, while the MRR values are 0.718 and 0.731, respectively.




	
BERT [17]

	
The GLUE scores are 84.6/83.4, 71.2, 90.5, 93.5, 52.1, 85.8, 88.9, 66.4, 86.7/85.9, 72.1, 92.7, 94.9, 60.5, 86.5, 89.3, 70.1, and 82.1, respectively.

	
The GLUE scores of BERT-base on MNLI (-m/mm), QQP, QNLI, SST-2, CoLA, STS-B, MRPC, and RTE are 84.6/83.4, 71.2, 90.5, 93.5, 52.1, 85.8, 88.9, and 66.4 respectively. While the GLUE scores of BERT-large on MNLI (-m/mm), QQP, QNLI, SST-2, CoLA, STS-B, MRPC, and RTE are 86.7/85.9, 72.1, 92.7, 94.9, 60.5, 86.5, 89.3, and 70.1, respectively.




	
SpanBERT [18]

	
The GLUE scores are 64.3, 94.8, 90.9/87.9, 89.9/89.1, 71.9/89.5, 88.1/87.7, 94.3, and 79.0, respectively.

	
The GLUE scores of SpanBERT on CoLA, SST-2, MRPC, STS-B, QQP, MNLI, QNLI, and RTE are 64.3, 94.8, 90.9/87.9, 89.9/89.1, 71.9/89.5, 88.1/87.7, 94.3, and 79.0 respectively.




	
XLNet [19]

	
The GLUE scores are 77.4, 88.4, 93.9, 91.8, 81.2, 94.4, 90.0, 65.2, and 91.1, respectively.

	
The GLUE scores of XLNet-Large wikibooks on RACE, MNLI, QNLI, QQP, RTE, SST-2, MRPC, CoLA, and STS-B are 77.4, 88.4, 93.9, 91.8, 81.2, 94.4, 90.0, 65.2, and 91.1, respectively.




	
Roberta [20]

	
The GLUE scores are 90.8/90.2, 98.9, 90.2, 88.2, 92.3, and 67.8, respectively.

	
RoBERTa’s GLUE scores on MNLI, QNLI, QQP, RTE, MRPC, and CoLA are 90.8/90.2, 98.9, 90.2, 88.2, 92.3, and 67.8, respectively.




	
GPT [21]

	
The accuracy rates are 82.1, 81.4, 89.9, 88.3, 88.1, and 56.0, respectively. The MC, ACC, F1, PC, and F1 scores are 45.4, 91.3, 82.3, 70.3, and 82.0, respectively.

	
GPT achieves accuracy rates of 82.1/81.4, 89.9, 88.3, 88.1, and 56.0 on MNLI (-m/mm), SNLI, QNLI, SciTail, QNLI, and RTE, respectively. On CoLA, SST2, MRPC, QQP, and STSB, GPT’s scores are 45.4 for MC, 91.3 for ACC, 82.3 for F1, 70.3 for PC, and 82.0 for F1.




	
GPT3 [23]

	
The accuracy rate is 69%.

	
The accuracy rate of GPT-3 Few-Shot on RTE is 69%.




	
PANGU-Σ [25]

	
The accuracy rates are 51.14%, 45.97%, 68.49%, and 56.93%, respectively.

	
The accuracy rates of PANGU-Σ on CMNLI, OCNLI, AFQMC, and CSL are 51.14%, 45.97%, 68.49%, and 56.93%, respectively.




	
GMN [60]

	
The accuracy rates are 84.2% and 84.6%, and the F1 scores are 84.1% and 86%, respectively.

	
The GMN model achieves accuracy rates of 84.2% and 84.6% on LCQMC and BQ, respectively, with F1 scores of 84.1% and 86%.




	
DRr- Net [14]

	
The accuracy rates are 87.7%, 71.4%, 76.5%, 88.3%, and 89.75%, respectively.

	
The accuracy rates of DRr-Net on different SNLI datasets are 87.7%, 71.4%, and 76.5%, respectively, while the accuracy rates on the SICK and QQP datasets are 88.3% and 89.75%, respectively.




	
DC-Match [28]

	
The accuracy rates are 91.7%, 92.2%, 88.1%, 88.9%, 73.73%, and 74.22%, respectively, while the Macro-F1 scores are 72.96% and 73.67%.

	
DC-Match (RoBERTa-base) and DC-Match (RoBERTa-large) achieve accuracy rates of 91.7% and 92.2% on QQP, 88.1% and 88.9% on MRPC, and 73.73% and 74.22% on Medical-SM, respectively. The Macro-F1 scores for DC-Match (RoBERTa-base) and DC-Match (RoBERTa-large) are 72.96% and 73.67%, respectively.




	
MCP-SM [29]

	
The accuracy rates are 91.8%, 92.4%, 88.9%, 89.7%, 73.90%, 74.82%, 76.59%, 76.05%, 71.93%, and 72.49%, respectively. The Macro-F1 scores are 73.31%, 73.90%, 76.59%, 76.05%, 71.98%, and 72.42%, respectively.

	
MCP-SM (DEBERTa-base) and MCP-SM (DEBERTa-large) achieve accuracy rates of 91.8% and 92.4% on QQP, and 88.9% and 89.7% on MRPC, respectively. MCP-SM (MacBERT-base) and MCP-SM (MacBERT-large) achieve accuracy rates of 73.90% and 74.82% on Medical-SM, with Macro-F1 scores of 73.31% and 73.90%, respectively. MCP-SM (ARBERT) achieves an accuracy rate of 76.59% and a Macro-F1 score of 76.05% on the MQ2Q dataset. MCP-SM (AraBERT-base) and MCP-SM (AraBERT-large) achieve accuracy rates of 71.93% and 72.49% on XNLI, with Macro-F1 scores of 71.98% and 72.42%, respectively.




	
R2-Net [26]

	
The accuracy rates are 90.3%, 81%, 89.2%, 92.9%, 91.6%, and 84.3%, respectively.

	
The accuracy rates of R2-Net on the Full test and Hard test of the SNLI dataset are 90.3% and 81%, respectively, 89.2% on SICK, 92.9% on SciTail, and 91.6% and 84.3% on Quora and MSRP, respectively.
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	API
	API-Providing

Companies
	Supported Languages
	Interface Type
	Application Scenario
	Dominance
	Drawbacks





	Google Cloud Natural Language API
	Google
	polyglot
	RESTful API interface
	Suitable for search engine optimization, information retrieval, sentiment analysis, and many other scenarios
	(1) Leading technology, based on Google’s powerful AI and NLP technology.

(2) Provides rich natural language processing functions.

(3) High accuracy and reliability.
	(1) May be subject to Google’s terms of service and geographic restrictions.

(2) May be expensive to use, especially for large-scale projects.



	IBM Watson Natural Language Understanding API
	IBM
	polyglot
	RESTful API interface
	It is suitable for Q&A system, intelligent customer service, sentiment analysis, and other fields.
	(1) Combined with Watson’s cognitive computing capabilities, it provides in-depth text understanding and matching.

(2) Powerful customization capabilities that can be configured according to specific needs.
	(1) May require higher technical investment and learning costs.

(2) IBM services and fees may be more expensive.



	Microsoft Azure Text Analytics API
	Microsoft
	polyglot
	RESTful API interface
	It is suitable for scenarios such as text mining, theme analysis, and sentiment tendency judgement.
	(1) Seamlessly integrates with other services on the Azure platform.

(2) Provides efficient and stable text-processing capabilities.
	(1) May be limited by the ecosystem and fee structure of the Azure platform.

(2) Integration may be cumbersome for non-Azure users.



	Amazon Comprehend API
	Amazon
	polyglot
	RESTful API interface
	It is suitable for scenarios such as content analysis, topic detection, and sentiment analysis.
	(1) Easy to integrate with other AWS services as part of AWS.

(2) Provides efficient and scalable text-processing capabilities.
	(1) May be subject to AWS terms of service and geographic coverage.

(2) Additional integration work may be required for non-AWS users.



	Rasa NLU
	Rasa
	polyglot
	RESTful API interface
	It is widely used in customer service, online helpdesks, education platforms, e-commerce, and intelligent assistant and other scenarios, aiming to enhance user engagement and satisfaction.
	(1) Provides flexible and powerful natural language understanding functions, including user intent recognition, entity extraction and parameter optimization.

(2) Supports pre-loaded training models, providing developers with a convenient way to build dialogue-driven automated intelligent customer service assistants.

(3) Active community and leading technology, tracking the most cutting-edge technology and applying it to the system.
	(1) For beginners, some learning cost may be required to familiarize and master its usage and API interface.

(2) Additional customization and optimization work may be required when dealing with complex or domain-specific natural language understanding tasks.



	Hugging Face Transformers
	Hugging Face
	polyglot
	Model libraries and tool sets
	The Hugging Face Transformers library is widely used for tasks related to natural language processing, such as text categorization, sentiment analysis, language translation, and so on. It is particularly popular with developers, providing them with easy-to-use and flexible interfaces to handle NLP tasks.
	(1) Provides a range of high-quality pre-trained models, enabling developers to rapidly build and deploy NLP applications.

(2) Has an active community and developer ecosystem that provides a wealth of resources and support.

(3) High ease of use and flexibility, adapting to a variety of NLP tasks and scenarios.
	(1) For complex NLP tasks, in-depth NLP knowledge and experience may be required for model selection and tuning.

(2) In some specific domains or scenarios, additional data labeling and model training work may be required.



	Semantic Scholar API
	Semantic Scholar
	polyglot
	RESTful API interface
	Focusing on text matching and searching in the academic field, it is suitable for researchers, scholars, and academic institutions to conduct literature searches, citation analysis, research trend tracking, and so on.
	(1) Provides high-quality academic text-matching results that can accurately identify relevant academic literature and research content.

(2) Integrates a wealth of academic resources covering a wide range of subject areas.

(3) Provides a flexible API interface, which is convenient for users to integrate into their own systems or applications.
	(1) Primarily for academic fields, with limited applicability to other non-academic fields.

(2) May require paid subscription or purchase of specific services to enjoy full functionality.

(3) May require higher computational resources and time costs when dealing with large-scale or complex academic text-matching tasks.



	TexSmart Text Matching API
	TexSmart
	polyglot
	HTTP Online Service Interface
	This API supports text content matching, accessed via HTTP-POST, providing efficient text matching.
	(1) High accuracy to ensure precise text matching.

(2) Provides flexible API interfaces and configuration options to meet specific needs.

(3) Fast response time, suitable for real-time or high concurrency scenarios.
	(1) Relatively low visibility and small user base.

(2) May lack thorough documentation and community support.



	Baidu AI Text Similarity API
	Baidu
	polyglot
	RESTful API interface
	An API provided by Baidu for calculating the similarity of two texts, supporting multiple languages and domains.
	(1) Strong Chinese-processing capability, especially good at processing Chinese text.

(2) High stability and reliability to ensure service quality

(3) Provides rich API interface and SDK for easy integration.
	(1) May be subject to geographical restrictions, and foreign use may be limited or delayed.

(2) Further customized development may be required for specific needs.



	AliCloud NLP Text Similarity API
	Alibaba
	polyglot
	API Interface
	AliCloud’s natural language processing service also includes an API for text similarity matching.
	(1) Strong technical strength and support for high scalability and flexibility.

(2) Synergizes with other AliCloud services for easy integration and expansion.

(3) Provides powerful data-processing and analysis capabilities.
	The cost of use may be high and require some investment of resources.



	Jingdong AI Text Matching API
	JD.com
	polyglot
	API Interface
	The Jingdong AI platform provides text-matching services for a variety of text-matching needs.
	(1) Applicable to text-matching needs in the field of e-commerce, with industry advantages.

(2) Rich in data resources, providing accurate matching potential.

(3) Can help merchants achieve accurate marketing and promotion.
	(1) There may be domain limitations that apply to specific scenarios.

(2) Openness and usability may be limited and need to be evaluated.



	Tencent Cloud NLP Text Matching API
	Tencent
	polyglot
	RESTful API interfaces and SDKs
	Tencent Cloud’s natural language processing service includes a text-matching function that can support a variety of application scenarios.
	(1) Leading technology, providing advanced NLP technology and algorithms.

(2) Supports multi-language processing to meet global needs.

(3) Provides customized solutions to meet specific industry and scenario needs.
	(1) Cost of use may be high and budgetary constraints need to be considered.

(2) Integration into existing systems may present some technical challenges.
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Classification of Datasets

	
Natural Language Inference and Implication (NLI) Dataset

	
Q&A and Matching Datasets

	
Sentiment Analysis Datasets

	
Other Specific Data Sets

	
Evaluation Method




	
LLMs/Dataset

	
MNLI

	
QNLI

	
SNLI

	
XNLI

	
RTE

	
SciTail

	
CMNLI

	
OCNLI

	
TREC-QA

	
WikiQA

	
SelQA

	
LCQMC

	
BQ

	
QQP

	
MQ2Q

	
SST-2

	
MRPC

	
SICK

	
Ant Financial

	
MultiNLI

	
Medical-SM

	
CoLA

	
STS-B

	
AFQMC

	
CSL

	
MSPR

	
Evaluation algorithm






	
MaLSTM [9]
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DBDIN [55]
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MKPM [11]
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Enhanced-RCNN [57]

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc/F1




	
DRCN [13]

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   √   

	

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc/MAP/MRR




	
BiMPM [15]

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc/MAP/MRR




	
GMN [60]

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc/F1




	
DRr- Net [14]

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
ACC




	
DC-Match [28]

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc/Macro-F1




	
MCP-SM [29]

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc/Macro-F1




	
R2-Net [26]

	
   ×   

	
   ×   

	
   √   

	
   ×   

	

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	

	

	
   ×   

	
   ×   

	
   √   

	
Acc




	
BERT [17]

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
GLUE




	
SpanBERT [18]

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
GLUE




	
XLNet [19]

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
GLUE




	
Roberta [20]

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
GLUE




	
GPT [21]

	
   √   

	
   √   

	
   √   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
Acc/MC/F1/PC




	
GPT3 [23]

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
Acc




	
PANGU-Σ [25]

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   ×   

	
   √   

	
   √   

	
   ×   

	
Acc




	
Size

	
392 k

	
108 k

	
570,152

	
-

	
2.5 k

	
27,026

	
-

	
5.6 k

	
-

	
-

	
-

	
120,000

	
260,068

	
404,276

	
-

	
67 k

	
5801

	
10,000

	
492 k

	
433,000

	
48,008

	
10,657

	
5.7 k

	
-

	

	
5801

	
-




	
Source

	
Transcribed speech, novels, government reports

	
Converted from SQuAD

	
Flickr30 k corpus (Young et al., 2014, [95])

	
Developed by the Facebook AI Institute in collaboration with a team of NYU researchers

	
-

	
Multiple-choice science exams and web sentences (Khot et al., 2018, [96])

	
CLUE (Liang Xu, et al., 2020, [97])

	
Ocnli Hai Hu, et al., 2020, [98]

	
-

	
-

	
-

	
LCQMC (Liu et al., 2018, [99])

	
BQ (Chen et al., 2018a, [100])

	
Quora website (Iyer et al., 2017, [101])

	
-

	
-

	
Online News

	
8 K image Flickr dataset and STS MSR video description dataset (Marelli et al., 2014, [102])

	
Alibaba

	
Built by researchers at New York University, Princeton University, and Georgetown University.

	
Chinese search engine

	
Books and journals on language theory

	
-

	
CLUE Liang (Xu, et al., 2020, [97])

	
CLUE (Liang Xu, et al., 2020, [97])

	
Nes clusters from the web (Dolan and Brockett, 2005, [103])

	
-








(√ indicates the presence of this element,  ×   indicates the absence of this element).













 





Table 13. Field-specific application of text matching.
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Domains

	
Time/Author

	
Main Contributions

	
Limitation

	
Future Research Directions






	
education

	
(2024, Alkhidir T et al.) [106]

	
(1) An AI-based curriculum-planning methodology is proposed to improve planning efficiency by automatically aligning learning objectives within and outside of disciplines through semantic matching techniques.

(2) A data science pipeline is designed to analyze the similarity of learning objectives and identify subject clustering and dependencies.

(3) Provides a visualization tool for course similarity, which facilitates course cross-mapping analysis by experts.

(4) Reveals new similarities between courses and provides a basis for optimizing course structure.

	
(1) Current research focuses mainly on semantic aspects and does not comprehensively consider the cognitive complexity of learning objectives.

(2) Although prerequisite inferences based on student performance have been proposed, the specific method of implementation has yet to be investigated.

	
(1) Using AI technology to automatically extract learning objectives and keywords from textbooks and link courses across disciplines.

(2) Combine learning objectives with cognitive skills to comprehensively assess the complexity of learning objectives.

(3) Integrate student performance to study in depth the relationship between prerequisites and learning objectives and optimize curriculum planning.

(4) Explore the application of AI technology in personalized course recommendation and adjustment.




	
(2021, Hayden K A et al.) [107]

	
This study provides a comprehensive review of the research methodology of text-matching software in education, reveals its multiple application roles in higher education, and provides important evidence support and methodological insights for academic integrity research.

	
The failure of this study to provide definitive conclusions regarding the effectiveness of text-matching software and the continued lack of understanding of the limitations of the software and its available evidence demonstrates the limitations and challenges of the current study.

	
Future research should further explore the practical effects of text-matching software, focus on new developments in the field of academic integrity, and delve into the limitations of the software and its evidence to provide a more comprehensive reference for educational decision-making.




	
study of medicine

	
(2024, Jeong J et al.) [108]

	
(1) The X-REM method is proposed for radiology report retrieval generation using image and text matching, and its superiority is verified by quantitative analysis and manual evaluation.

(2) X-REM better captures image–report interactions, with multimodal encoders and similarity metrics to enhance performance.

	
(1) There are still gaps in X-REM compared to reports prepared by radiologists.

(2) The study is based on a single dataset, which may be biased, and the performance of datasets external to the model is not empirically validated.

(3) The evaluation process, although optimized for clinical and natural language metrics, may have overlooked other important factors.

	
(1) Expand dataset diversity and size to validate model generalization capability.

(2) Deepen the research on multimodal coding and similarity metrics to improve the accuracy of report generation.

(3) Incorporate more medical knowledge and contextual information to enhance model applicability.

(4) Study more influencing factors and develop more comprehensive evaluation criteria.




	
(2019, Luo Y F et al.) [109]

	
A novel approach combining dictionary lookups and deep learning models is proposed for medical text entity-linking and shows advantages in capturing semantic similarities.

	
The method is limited in handling data with diverse semantics and no uniform representation, and is affected by the size of small datasets, resulting in limited performance improvement.

	
Data inconsistencies and ambiguities need to be resolved, more efficient methods of handling semantically diverse data need to be explored, and datasets need to be expanded to improve model performance




	
(2022, Wang L et al.) [110]

	
This paper proposes the BMA integrated depth architecture, which combines BERT, MSBiLSTM, and a dual-attention mechanism, to solve the semantic similarity matching problem in automatic medical Q&A systems and significantly improve the performance.

	
BMA model may have limitations in processing specific types of medical texts, its generalization capabilities need to be strengthened, and it may require high computational resources. In addition, its performance is affected by the quality and quantity of training data.

	
In the future, the application of the model on more diverse and large-scale medical datasets can be explored to optimize the model architecture and improve its generalization capability and efficiency. At the same time, the combination of more natural language processing techniques with BMA can be investigated to further improve performance, and new ways to deal with non-canonical text and expressive diversity can be investigated.




	
economics

	
(2024, Ajaj S H) [111]

	
(1) highlights the importance of job-posting quality in recruitment and proposes the concept of an AI-optimized assistant to improve recruitment efficiency.

(2) Proposes an AI assistant based on knowledge base and semantic matching aimed at providing accurate job postings and industry-specific recommendations.

	
Although AI optimization assistants can theoretically improve the quality of job postings, their effectiveness may be affected by a variety of factors, such as the type of job, industry characteristics, and the search habits of job seekers.

	
Developing and testing AI optimization assistants, studying their applicability across different industries and positions, exploring in-depth candidate search behaviors, and considering more recruitment-related factors.




	
(2024, Ren H. et al.) [112]

	
(1) Fills the research gap of policy tourism in public management cooperation, and puts forward a new perspective on policy tourism for economic cooperation.

(2) Using a non-parametric matching method, the study empirically analyzes the impact of policy tourism on inter-provincial trade flows in China, and find that it decreases over time and has a more significant impact on less developed jurisdictions.

	
(1) The study is mainly based on the Chinese context and may have geographical and cultural limitations.

(2) Failure to fully control for all factors that may affect interprovincial trade flows and results may be biased.

(3) Lack of in-depth description and classification of specific forms and mechanisms of policy tourism.

	
(1) Expand the scope of the study to other countries and regions to explore the universality and specificity of policy tourism.

(2) Explore in depth the specific forms and mechanisms of policy tourism, and improve understanding of the path and extent of its impact.

(3) Combine more data and methods to improve the accuracy and reliability of the impact estimates of policy tourism.

(4) To study the interaction between policy tourism and other public management network efforts.




	
(2012, Gopalakrishnan V et al.) [113]

	
An end-to-end unsupervised system is proposed for matching product titles in different formats. Highly accurate matching is achieved by enriching titles with search engine results, calculating word importance, and optimizing the number of search engine calls. Experiments verify that the system outperforms IDF’s cosine similarity method in terms of F1 score and is efficient and accurate.

	
The current approach is limited when dealing with product titles with no distinguishing features, and an over-reliance on search engines can lead to performance fluctuations.

	
(1) Enhancing domain adaptation: improving algorithms to adapt to different product domains.

(2) Combining multiple learning methods: fusing unsupervised and semi-supervised learning to improve performance.

(3) Reduce reliance on external data sources: develop internal data sources or alternatives.

(3) Fusing contextual information: utilizing more contextual information to improve matching accuracy.

(4) Handling multimodal data: investigating methods to fuse information from images, videos, etc., to optimize matching.




	
(2020, Akritidis L K et al.) [114]

	
UPM enables unsupervised product matching through clustering, where combinations of headline terms are constructed and scored, with the highest-scoring combination representing the product identity. Morphological analysis is performed to identify useful tokens and assign them to virtual fields. Virtual fields are scored and used to evaluate the combinations, considering the position and frequency of the combination in the headline. Once clusters are are formed, post-processing validation is performed by blocking conditions to avoid entities coexisting in the same cluster. UPM avoids pairwise comparisons between products, reduces computational complexity, does not rely on additional blocking strategies, and has a small dependence on hyperparameters.

	
The main limitation of the UPM algorithm is its restricted generality, which is designed and optimized primarily for the e-commerce domain and may not be applicable to other domains. In addition, the algorithm relies on blocking conditions that require domain expertise and in-depth knowledge of the data, increasing the complexity of implementation. The choice of hyperparameters may also affect the matching results and needs to be tuned for specific applications. Finally, UPM currently supports mainly English headings, and its adaptability to multilingual environments needs to be improved.

	
Future research can extend and optimize the UPM algorithm in the following areas: exploring cross-domain applications, automated blocking condition formulation, automatic tuning of hyperparameters, support for multi-language environments, and integration with other text processing techniques. At the same time, attention is paid to the real-time and scalability of the algorithm to accommodate large-scale datasets and rapid updates.




	
(2013, De Bakker M et al.) [115]

	
This research proposes and validates a new hybrid similarity method that combines product title and attribute information to significantly improve the accuracy of online product duplicate detection. By constructing a weighted similarity based on attribute key-values and extracting model words from key-value pairs, the method in this paper outperforms the existing techniques in several metrics and provides a new and effective solution in the field of product duplicate detection.

	
Although the hybrid similarity method performs well, its performance depends on the accuracy and completeness of the dataset, its processing efficiency for large-scale datasets needs to be improved, and it is mainly applicable to products with explicit attribute information.

	
(1) Introducing more metrics and algorithm optimization: future research could explore more string distance metrics and optimize algorithms to improve processing efficiency.

(2) Application of ontology and domain knowledge: research on how to use ontology and domain background knowledge to assist duplicate detection and improve accuracy and efficiency.

(3) Research on method extension and adaptability: explore the extension of the method to more types of products, and study how to improve its adaptability and practicality in different domains and scenarios.




	
industry

	
(2024, Zheng K et al.) [116]

	
(1) Propose an image–text matching method based on a priori knowledge graph, which improves the model’s ability to understand the real scene.

(2) Transformer and BERT are utilized in the matching module to improve the model accuracy.

(3) Introducing relative entropy to optimize the loss function and reduce inter-modal feature differences.

(4) Experimentally verify the contribution of each module to prove the effectiveness of the method.

	
(1) Challenges of knowledge graph construction and maintenance of updates are not mentioned.

(2) High complexity may affect real-time performance.

(3) Other potential problems of cross-modal matching are not explored in depth.

	
(1) Explore more advanced fusion mechanisms to improve matching performance.

(2) Study the effective use and dynamic update of knowledge graph.

(3) Optimize the model structure to reduce complexity and improve real-time performance.

(4) Study other issues of cross-modal matching in depth.




	
agriculture

	
(2024, Song Y et al.) [117]

	
To propose a local matching-based retrieval method for digital agricultural text information to improve retrieval efficiency and provide an effective and scientific retrieval method for digital agricultural text information.

	
(1) The text notes that the data collected were not comprehensive, which may affect the method’s widespread use and accuracy.

(2) Although the experimental results show high recall and precision, the text does not discuss in detail how the method performs on different types or sizes of agricultural text data.

	
(1) Research in this area needs to be further strengthened to collect more comprehensive data to improve the broad applicability and accuracy of the method.

(2) Explore the performance of the method on different types and sizes of agricultural text data, as well as the possibility of its application in other related fields.

(3) It is possible to study how to integrate more advanced natural language processing techniques into the method to further enhance the retrieval of digital agricultural text information




	
natural language processing (NLP)

	
(2022, Xu B et al.) [118]

	
The multimodal named entity recognition framework proposed in this paper solves the limitation of strict matching’s in traditional approach through a cross-modal matching and alignment mechanism, and effectively fuses the semantic information of text and image. The specially designed cross-modal matching (CM) module dynamically adjusts the utilization of visual information according to the similarity between text and image, while the cross-modal alignment (CA) module narrows the semantic gap between the two modalities and improves the recognition accuracy.

	
The limitations of the framework are mainly in terms of dataset dependency, high model complexity, and limited interpretability. Specific datasets may not fully reflect the complexity of real social media data, model complexity may affect the efficiency of handling large-scale data, and the opacity of the model decision-making process increases the difficulty of user understanding and trust.

	
Future research can explore the directions of multimodal data extension, dynamic parameter adjustment, contextual information fusion, and model interpretability enhancement. By combining research in these directions with existing frameworks, the performance of multimodal named entity recognition can be further improved and its applications in areas such as social media can be expanded.




	
(2018, Zhu G

et al.) [105]

	
This paper proposes two innovative approaches, SCSNED and Category2Vec, to improve the performance of entity disambiguation by utilizing semantic similarity in knowledge graphs and jointly learned embedding models, respectively. These two approaches are validated in real-world datasets.

	
Although the proposed method is effective, the aspects of universality, accuracy of semantic similarity computation, and real-time performance still need to be further verified and optimized.

	
Future research could explore more advanced semantic representations, cross-domain cross-language disambiguation techniques, optimization of real-time performance, and interactive disambiguation methods incorporating user feedback.




	

	
(2024, Gong J

et al.) [119]

	
A unified framework named MORE is proposed to effectively solve the over-segmentation and over-merging problems in the author name disambiguation (AND) task. By combining LightGBM, HAC, and improved HGAT (iHGAT) techniques, and introducing the SimCSE algorithm to optimize the paper representation, MORE significantly improves the performance on the AND task.

	
(1) Complexity of academic domains: existing author name disambiguation methods have limitations in dealing with the complexity and diversity of academic domains, especially when dealing with special or complex author names.

(2) Maintenance of knowledge graph: with the growth and update of academic data, it is a challenge to effectively maintain and update the knowledge graph in terms of timeliness and accuracy.

(3) Granularity of disambiguation: current research focuses on disambiguation at the paper level, with less attention paid to disambiguation at finer granularity, such as at the paragraph or sentence level.

	
(1) Technological innovation: explore and apply more advanced natural language processing and machine learning techniques to improve the accuracy and efficiency of author name disambiguation.

(2) Dynamic updating of knowledge graph: to study how to construct and maintain a knowledge graph that can be dynamically updated and expanded to adapt to changes in academic data.

(3) Fine-grained disambiguation: in-depth study of fine-grained disambiguation methods to improve the ability to identify and handle author name conflicts in fine-grained text analysis tasks.

(4) Practical activities and competitions: promote the development of related technologies and encourage researchers to explore new methods and ideas by conducting practical activities such as online knowledge alignment competitions.




	

	
(2011, Arifoğlu D

et al.) [120]

	
Two innovative techniques are proposed for solving difficult problems in historical document analysis. One is a cross-document word-matching-based approach, which realizes the automatic segmentation of words in damaged and deformed historical documents; the other is an image analysis method based online and sub-pattern detection, which has been successfully applied to pattern matching and duplicate pattern detection in images of Islamic calligraphy (Kufic script). These two techniques not only provide new tools for the study of historical documents, but also expand the technical boundaries of the document analysis field.

	
Although certain results have been achieved in word segmentation of historical documents and pattern matching of Islamic calligraphy images, they are still facing problems such as limited recognition accuracy, strong dependence on data sources, difficulties in processing complex images, and algorithmic performance bottlenecks, which are challenges that limit the wide application and in-depth development of the existing technologies.

	
Future research will be dedicated to improving the accuracy and efficiency of historical document recognition and Islamic calligraphy image analysis through technological innovation and algorithm optimization. At the same time, it is possible to explore the possibility of multimodal data fusion, develop user-friendly interactive tools, and expand the application of the research results to the digitization of ancient books and the preservation of cultural heritage to promote the progress and development of related disciplines.
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The combined CNN and RNN matching method focuses on
the fusion of local and global information in the text. CNNs
are good at extracting local features in the text, such as
keywords or phrases, while RNNs are good at processing
sequential data and capturing global contextual information.
By combining the two, the method can understand the text
content more comprehensively and improve the accuracy of
matching.

The method is widely used in text-matching tasks such as
question-and-answer systems, information retrieval, semantic
similarity computation, etc.

The combined CNN and RNN matching approach has
powerful feature extraction and context modeling
capabilities. the CNN extracts local features of the text
through convolutional operations, while the RNN captures
global contextual information through a recurrent structure.
This combination enables the model to consider both local
and global information of the text, improving the accuracy
and robustness of matching. In addition, the method has good
generalization ability and can be adapted to the text-matching
needs of different domains and tasks.

The BiGRU-based matching method focuses on the

bidirectional gated loop information in the text sequence. It
utilizes the bi-directional nature of gated recurrent units
(GRUs) to capture both forward and backward contextual
information of the text, thus providing a more comprehensive
understanding of the semantic content of the text and
improving the accuracy of the matching.

The method is widely used in text-matching tasks in natural
language processing, such as question-and-answer systems,
information retrieval, and dialogue generation.

BiGRU-based matching method has efficient and stable
performance. Compared with LSTM, GRU has a simpler
structure, which reduces the computational complexity and
the number of parameters, thus improving the training speed
and model efficiency. Meanwhile, the bidirectional
processing mechanism of BiGRU enables the model to make
more comprehensive use of the contextual information of the
text, which enhances the semantic comprehension of the
model. This enables the BIGRU-based matching method to
show better results when dealing with complex text-matching
tasks

Recursive neural network-based matching method

LSTM-based matching methods focus on long-term
dependencies in text sequences and capture these
dependencies to gain a deeper understanding of the
contextual semantics of the text, thus improving the matching
accuracy.

The method is widely used in question-and-answer systems,
information retrieval, and other tasks, which can improve the
accuracy of matching the query with the answer or document
and provide more accurate information to the user.

The LSTM-based matching method has a strong memory
ability to remember and pass on key information, allowing
the model to perform well when dealing with complex text-
matching tasks.

BiLSTM-based matching methods focus on bidirectional
contextual information in text sequences. By simultaneously
considering the content of the preceding and following texts,
BiLSTM can capture the semantic dependencies in the text
more comprehensively, thus improving the accuracy of the
matching.

The method is widely used in tasks such as question and
answer systems, dialogue generation, and sentiment analysis

The BiLSTM-based matching method has powerful context
modeling capabilities. By simultaneously considering the pre-
and post-text information of the text, it can capture the
semantic details and contextual dependencies in the text more
accurately and thus performs well in dealing with complex
text-matching tasks. In addition, BILSTM has a strong
generalisation ability, which can be adapted to the text-
matching needs of different domains and tasks.
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Focus: Improving the accuracy of sentence semantic
matching by deep mining the semantic information and
relational guidance of tags

Application Scenario: Suitable for information retrieval,
Q&A system, dialogue generation, and other scenarios that

Semantic matching methods using tag information require sentence semantic matching.

Features: Integrated use of multiple technologies to improve
matching performance, efficient use of label information,
reduced training costs, flexible and adjustable to adapt to
different task requirements.

Focus: The method focuses on capturing deep associations
between scientific documents through fine-grained matching
using co-cited sentences as natural supervised signals.

Application Scenario: Applicable to scientific literature

search, academic impact assessment, and other fields, helping
Fine-grained matching based on co-quoted sentences and researchers to accurately find relevant literature and
naturally supervised signals understand the development of the research field.

A matching method based on a large language model

Features: Enables more precise and fine-grained similarity
assessment, effectively captures deep connections between
documents, and improves the accuracy and reliability of
matching.

using different features

Focus: The approach focuses on the different granularity
requirements for distinguishing between keywords and
intentions in textual semantic matching tasks to optimize
matching performance.

Application Scenario: Applicable to search engines,

intelligent Q&A, information recommendation, and other
Distinguishing between keyword and intent for textual scenarios, which can more accurately understand the user's
semantic matching query intent and provide accurate matching results.

Features: By distinguishing between keywords and intent, it
improves the relevance and flexibility of matching, can better
meet different granularity matching needs, and improves the
accuracy of text semantic matching.
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Focus: matching using entities, relationships and semantic
links in the knowledge graph.

Application Scenario: widely used in semantic search,
knowledge graph intelligent Q& A, recommender system, etc., providing more

accurate matching results through knowledge graph.

Features: rich semantics, strong interpretability, accurate and
reliable matching results, easy for users to understand.

Focus: learning a representation of graph-structured data
through graph neural networks for a matching task.

Graph Structure Matching Methods

Application Scenario: suitable for processing complex graph-

structured data, such as social networks, bioinformatics

networks, etc., capable of capturing the complex relationship
graph neural network between nodes and edges.

Features: powerful representation learning capability and
flexibility, able to automatically learn the representation of
nodes and edges in the graph to achieve efficient matching,
and good generality and scalability.
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Based on the phrase-matching method

Dice coefficient method

The dice coefficient method (often referred to as the Dice
Coefficient, which measures the similarity of two samples),
on the other hand, focuses more on calculating the common
parts between two sets of samples, and thus determining how
similar they are. It focuses on the degree of overlap between
sets.

Dice coefficient methods are commonly used in fields such as
natural language processing, text categorization,
bioinformatics, etc. to measure the similarity between
different texts or samples.

Jaccard method

The dice coefficient method is simple and intuitive, easy to
calculate, and can better reflect the similarity between
samples.

The Jaccard method, on the other hand, measures the
similarity of two sets by calculating the ratio of their
intersection to their union. It focuses on the overall similarity
of the sets, including the composition and number of
elements of the sets.

The Jaccard method, on the other hand, is commonly used in
scenarios such as recommender systems, image processing,
and text similarity computation to compare the similarity
between different objects or sets.

The Jaccard method, on the other hand, is able to assess the
similarity of sets more comprehensively by calculating the
ratio of intersection to concatenation, but is also affected by
the size of the set.
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Focus: The bag-of-words matching methods focus on the
frequency of occurrence of text or image features without
considering their position or order, and are suitable for
counting the frequency of text words and the number of
image feature points.

Application Scenario: The method is widely used in text
. processing tasks such as text classification, sentiment
-8- _~f > analysis, information retrieval, as well as feature matching
' Bag Of WOI'dS matChlng methOd and closed-loop detection in visual SLAM, and is suitable for
quickly comparing and matching text or image data.

Characteristics: The bag-of-words matching method is simple
and easy to implement, robust, and able to cope with the
changes of some external factors; it also has scalability and is
suitable for the processing of large-scale datasets. However,
it may also lead to mismatching by ignoring contextual and
semantic information.

Focus: On how to efficiently achieve data matching and
synchronization in a distributed environment to ensure data
consistency, availability, and fault tolerance.

Application Scenario: There is a wide range of application
scenarios, especially for processing large-scale data and

Based on corpus-matching method —— Q- Distributed matching method - achicving high availability, such as scarch engines,

recommender systems, social networks, and so on.

Characteristics: The features are mainly efficiency,
scalability, fault tolerance, and flexibility. It can improve
matching efficiency through parallel processing and load
balancing, easily scale clusters to accommodate growth, has
high fault tolerance, and can be customized and optimized
according to business needs.

Focus: LSA focuses on the underlying semantic structure
between words in a text, revealing this structure through
statistical computation, eliminating word correlations, and
simplifying the text vector representation.

Application Scenario: LSA is widely used in natural language
processing, information retrieval, text mining, and other

."'- Latent Semantic analysis methods fields for knowledge acquisition, text similarity computation,

document classification, keyword extraction, and other tasks.

Characteristics: LSA is able to reveal underlying semantic
structures in text, relying on contextual associations to
represent words and text; it is scalable, utilizing large
amounts of data to improve performance; and it is
computationally efficient, handling large amounts of textual
data. However, it may not be able to fully capture complex or
subtle semantic relationships.
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Focus: Concerned with considering the importance of
different distance tokens when modelling sentence semantics
and using a multi-level interaction matching approach to
capture raw semantics and cross-sentence interaction
features.

Application Scenario: Suitable for tasks that require accurate
capture of sentence semantics and cross-sentence interaction

analysis, such as dialogue systems, semantic role annotation,
Distance-aware multi-level interaction matching etc.

Features: The ability to provide more in-depth and
comprehensive sentence matching and analysis by taking into
account the semantic structure within sentences and
interactions across sentences.

Focus: Attention is given to the retention of raw and
synergetic attention feature information by means of dense
connectivity in order to enhance the understanding of
semantic relations between sentences.

Application Scenario: Suitable for tasks that require sentence
matching using rich feature information, such as machine
Dense connections synergise with attention to matching translation and text alignment.

Features: It can effectively integrate and retain multi-source
feature information to improve the performance and accuracy
of sentence-matching task.

Focus: Concerned with matching sentences comprehensively
Sentence semantic interaction matching method and deeply from multiple directions and perspectives to
capture complex semantic relationships.

Application Scenario: It is suitable for natural language
processing tasks that require a comprehensive understanding
of the complex semantic relationships between sentences,

Bilateral multi-view matching such as question and answer systems, semantic similarity
judgement and so on.

Features: It can overcome the singularity and limitations of
traditional matching methods and provide more accurate and
comprehensive sentence matching results.

Focus: Focus on mimicking the dynamic attentional
mechanisms used in human reading to accurately understand
semantics by focusing on small areas of a sentence and
rereading important words.

Application scenarios: Suitable for tasks that require a fine-
grained understanding of sentence semantics, such as
question and answer, sentiment analysis, etc.

Dynamic attention cycle matching

Features: It can solve the problem of insufficient semantic
understanding caused by selecting important parts at one
time, and provide a more precise and detailed semantic
understanding of sentences.
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Focus: The BERT family of models focuses on capturing rich
semantic information in textual contexts through self-
supervised learning, while the variant models are dedicated to
solving specific prob