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Abstract: In addressing the nuanced interplay between consumer attitudes and Artificial Intelligence
(AI) use readiness in physical retail stores, the main objective of this study is to test the impacts
of prior experience, as well as perceived risks with AI technologies, self-assessment of consumers’
ability to manage AI technologies, and the moderator role of gender in this relationship. Using a
quantitative cross-sectional survey, data from 243 consumers familiar with AI technologies were
analyzed using structural equation modeling (SEM) methods to explore these dynamics in the context
of physical retail stores. Additionally, the moderating impacts were tested after the invariance
analysis across both gender groups. Key findings indicate that positive prior experience with AI
technologies positively influences AI use readiness in physical retail stores, while perceived risks
with AI technologies serve as a deterrent. Gender differences significantly moderate these effects,
with perceived risks with AI technologies more negatively impacting women’s AI use readiness and
self-assessment of the ability to manage AI technologies showing a stronger positive impact on men’s
AI use readiness. The study concludes that retailers must consider these gender-specific perceptions
and attitudes toward AI to develop more effective strategies for technology integration. Our research
also highlights the need to address gender-specific barriers and biases when adopting AI technology.

Keywords: artificial intelligence; physical stores; structural equation modeling; gender differences;
perceived risks; retail technology

1. Introduction

The rise of Artificial Intelligence (AI) in the retail sector marks a pivotal shift in how
businesses engage with consumers and manage operations. As AI technologies carve out
new pathways for interaction and efficiency, it becomes essential to understand their impact
on consumer attitudes and readiness to adopt these technologies.

Our focus on the physical retail environment brings a distinctive dimension to the dis-
course on AI in retail, in contrast to the existing literature, which predominantly centers on
digital or online interactions. We explore how in-store AI technologies influence consumer
behavior, specifically analyzing gender differences—a facet that has not been extensively
explored in previous research. This approach not only provides actionable insights for
retailers in physical stores but also contributes to the academic discourse by highlighting
the importance of context in the deployment of AI technologies.

The proliferation of AI has transformed numerous sectors, including marketing, where
its capability to mimic human cognition—encompassing perception, reasoning, learning,
and prediction—promises substantial enhancements [1]. Identified as a pivotal application
of AI, the marketing sector leverages these technologies to refine strategies and improve
consumer engagement [2]. However, the swift advancements in AI, driven by increased
computational power and data availability [3], have ushered in both opportunities and
significant challenges. Concerns regarding the inevitable replacement of human roles
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with AI technologies spotlight the need for a balanced exploration of AI’s advantages and
societal impacts. Despite its benefits, such as enhanced marketing outcomes, efficiency
improvements, and cost reductions, the integration of AI into marketing strategies raises
crucial ethical issues, emphasizing the importance of safeguarding privacy and ensuring
fair AI use.

To address these challenges and opportunities systematically, it is crucial to under-
stand the factors influencing AI use readiness. Anica-Popa et al. [4] highlight the positive
outcomes of AI use readiness, such as improved user experiences, advanced data analytics
capabilities, and tailored product offerings. However, Mahmoud et al. [5] caution against
overlooking the challenges and ethical considerations inherent in AI deployment, such as
workforce displacement, privacy concerns, and potential societal impacts. These studies
showcase the necessity for a granular examination of AI readiness factors, particularly as
they relate to ethical considerations and consumer acceptance in physical retail environ-
ments, which is imperative for stakeholders seeking to navigate this dynamic landscape
effectively. The research questions we pose are: How do prior experience, perceived risks,
and self-assessment of the ability to manage AI technologies influence AI use readiness
among consumers in physical retail stores? What is the role of gender in mediating the
impact of consumers’ prior experience, perceived risks, and self-assessed ability to manage
AI technologies on their readiness to use AI?

Drawing on a quantitative cross-sectional survey involving 243 AI-familiar consumers,
this research leverages structural equation modeling (SEM) in AMOS to navigate the terrain
of consumer attitudes toward AI. By incorporating the multifaceted perspectives on AI
provided by Xu et al. [1] and the marketing-centric insights of Sterne [2], the study examines
the relationships between key constructs influencing AI use readiness. Further, it resonates
with the concerns that Buchanan et al. [6] raised regarding AI’s societal implications,
ensuring a balanced exploration of AI’s benefits and challenges in the retail context, such
as job displacement, security issues, privacy concerns, etc.

According to previous studies, we propose a positive link between prior AI experience
with AI technologies and AI use readiness, compared to the deterrent effect of perceived
risks with AI technologies. Furthermore, our analysis considers the role of gender differ-
ences in shaping these dynamics, revealing varying sensitivities to perceived risks and
self-assessed capabilities to manage AI technologies. This aspect of our study echoes
the findings of recent literature on digital transformation in retail by Crittenden [7] and
Hansen [8], emphasizing the importance of tailoring strategies to different demographic
groups to foster broader AI acceptance, and Nouraldeen [9], who uncovers that gender
moderates the relationship between technology readiness and perceived usefulness in AI
adoption.

Our study employs structural equation modeling (SEM) to analyze the complex in-
terplay of consumer attitudes, prior experiences, perceived risks, and AI use readiness
specifically within the physical retail context. This methodological approach provides a
comprehensive analysis of effects among these factors including testing impacts in relation-
ships according to gender, offering a level of detail not commonly found in the existing
literature. To our knowledge, such a nuanced application of SEM in exploring these dy-
namics in physical retail settings has not been extensively undertaken in previous research.
However, this application reveals only the difference in AI adoption between genders,
but not the relational differences that are essential for strategically planning activities to
enhance adoption rates. This work contributes to the ongoing academic and practical
discourse on AI in retail by providing a nuanced understanding of consumer attitudes,
underscored by the significance of gender differences. It builds on foundational research
by Martinez-Lopez and Casillas [10] and Grewal [11], using an adapted methodology by
Meuter et al. [12], providing a fresh viewpoint that enhances discussions in both academic
and practical realms concerning strategies for implementing AI.
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As AI continues to redefine the retail landscape, this study stands as a testament to
the complex interplay of factors shaping consumer AI use readiness of these technologies,
urging a thoughtful consideration of the ethical and societal dimensions of AI integration.

2. Literature Review

The evolution of artificial intelligence (AI) stands as a testament to humanity’s en-
during quest to simulate and replicate cognitive faculties within machines. As delineated
by Xu et al. [1], AI represents a sophisticated emulation of human intelligence, encom-
passing a spectrum of capabilities, from perception to reasoning, learning, planning, and
prediction. This pursuit has historical roots, aligning with the rise of computing machinery.
Yet, it has recently experienced significant growth, driven by remarkable advancements in
computational capabilities and the widespread adoption of various technologies, includ-
ing machine learning and natural language processing [3]. The rapidly evolving digital
environment, characterized by swift technological innovation and transformative digital-
ization, underscores the prevalence and indispensability of AI across various domains,
including marketing. Crittenden [7] explains the profound impact of digital transformation,
portraying it as a dynamic force reshaping business practices and customer interactions,
with AI emerging as a cornerstone technology driving this metamorphosis. In concurrence,
Hansen [8] underscores the significant impact of AI on marketing paradigms, highlighting
how technological progress has revolutionized marketing strategies and led to a need
for industry practitioners to adjust their skills and expertise to meet the new demands
brought about by AI in marketing. Martinez-Lopez and Casillas [10] highlight the po-
tential of AI-based tools to enhance strategic decision-making, customer acquisition and
retention, and marketing planning in business-to-business contexts. Amidst these advance-
ments, ethical considerations remain paramount, as articulated by Buchanan et al. [6], who
caution against overlooking the societal implications of AI development, including job
displacement, security concerns, and privacy infringements.

Marketing researchers recognize the growing prevalence of interactions between
consumers and AI, identifying significant potential benefits these interactions bring to
consumers and their lives [13,14]. However, increased AI utilization also brings inherent
tensions for consumers, including concerns about privacy, dehumanization, and even
addiction [15].

The advantages of AI implementation in marketing have been highlighted by Haleem [16],
who points out that neural networks develop dynamic tools for providers, facilitating the
processing of large datasets and providing more meaningful insights to understand better
and cater to refined customer segments. The precision of AI in targeted marketing, improved
advertising efficiency, and campaign optimization, among others, has been found to yield
significant benefits across various business environments, including business-to-consumer (B2C)
and business-to-business (B2B) settings [16]. However, despite these positive aspects, concerns
persist, particularly regarding trust issues and power asymmetries, emphasizing the need
for comprehensive approaches to balance AI usage’s advantages and potential drawbacks in
marketing [11].

Recent research elucidates the dynamics between consumer perceptions, demographic
characteristics, and organizational readiness in AI adoption. Flavián et al. [17] illustrate
that technological optimism can enhance consumer intentions to use AI services like robo-
advisors, while technological discomfort, paradoxically, may also promote adoption by
being offset by the perceived benefits of AI.

Further, the importance of how consumers are informed about such services pro-
foundly impacts their acceptance, emphasizing the need for effective communication
strategies. Tavera-Mesías et al. [18] extend this analysis to lower-income urban consumers,
finding that perceived usefulness is the main driver of intention to use mobile payment
apps, with gender differences notably influencing adoption pathways; specifically, opti-
mism plays a critical role for women, reducing their technological insecurity.
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Complementing these findings, Tehrani et al. [19] connect consumer attitudes to
organizational capacities, identifying eight dimensions of AI readiness crucial for successful
AI implementation: informational, environmental, infrastructural, participant, process,
customer, data, and technological readiness.

Integrating AI into physical retail stores has also become a focal point of scholarly
inquiry, reflecting its profound implications for consumer behavior and retail operations.
In line with Strube et al. [20], who demonstrated that individuals’ task choices are largely
driven by self-assessment motives, AI in retail could be leveraged to enhance consumers’
ability to assess products and services effectively. Lin [21] defines AI in retail as utilizing
AI technologies and algorithms to harness customer data and drive business growth. This
encompasses a spectrum of applications delineated by Chen et al. [22], including smart retail
outlets, autonomous shopping processes, customized services, contactless transactions,
data analytics, labor cost reduction, efficiency enhancement, and competitive advantage
strategies. These multifaceted implementations underscore AI’s transformative potential
within the retail sector, enabling personalized marketing strategies, optimized inventory
management, and enhanced customer experiences.

Murugan and Kumar [23] found that AI-driven recommendation systems significantly
impact consumer purchasing decisions by providing tailored product suggestions, enhanc-
ing real-time assistance through chatbots, and improving the overall shopping experience.
This increased level of personalized service fosters customer satisfaction and repeat pur-
chases, highlighting the importance of these systems in preparing customers for AI use in
retail.

The existing literature offers significant insights into the role of artificial intelli-
gence (AI) in retail environments and its impact on consumer experiences. Beyari and
Garamoun [24] contribute to this understanding by demonstrating how AI tools can tailor
product offerings and influence customer consideration sets through data-driven insights.
This can enhance the effectiveness of AI-powered digital assistants in retail by providing
a more customized and responsive consumer experience. Appreciating these findings is
essential for devising effective strategies to optimize the deployment of AI-powered digital
assistants in stores, ensuring they meet consumer needs and cultivate positive shopping
environments.

Nouraldeen [9] explores how technology readiness (TR) and perceived usefulness
positively influence AI adoption among accounting and auditing students, while perceived
ease of use does not significantly affect their decision to adopt AI. This study also highlights
that gender plays a moderating role in AI adoption, with males showing a higher tendency
towards adopting AI compared to females.

Moore et al. [25] conducted an ethnographic inquiry shedding light on the complex
dynamics observed between consumers and AI-powered digital assistants in retail settings.
Their findings revealed a diverse spectrum of experiences, ranging from apprehension
and social discomfort to amusement and enjoyment, highlighting the challenges and
opportunities inherent in these interactions.

Expanding on this discourse, Chen et al. [22] conducted a study involving twenty in-
depth interviews to explore consumer perceptions of artificial intelligence and its marketing
communication. The findings revealed that consumers perceive artificial intelligence
through a multidimensional and relational lens, focusing on functionality, emotions, and
the comparison between artificial intelligence and humans.

Gursoy et al. [26] proposed a conceptual framework to understand consumer accep-
tance of AI devices within service contexts, emphasizing the interplay of factors such as
social influence and hedonistic motivations. On the other hand, Pillai et al. [27] further
explored the predictors of consumer purchase intentions in AI-driven retail environments,
identifying factors like perceived enjoyment and adaptability as key drivers of consumer
behavior.

Lv et al. [28] explored the impact of AI application aesthetics on consumer readiness
to engage in emotional versus knowledge-based service tasks. Their research uncovered
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the contextual factors influencing consumer receptivity, indicating a preference for visually
appealing interfaces in emotional tasks, while more functional designs were favored for
knowledge-based activities. Additionally, Ho et al. [29] emphasize crucial governance
and design considerations that require attention to ensure that emotional AI systems and
devices effectively serve the welfare of individuals and communities.

Sharma et al. [30] found that effort expectancy, performance expectancy, facilitating
conditions, and social influence positively influence customer adoption of autonomous
decision-making processes. Additionally, they noted that collectivism strengthens the
effect of social influence on customer attitudes, while uncertainty avoidance weakens the
impact of performance and effort expectancy, as well as social influence. These findings
underscore the complexity of consumer adoption of AI technologies, influenced by both
technological expectations and cultural contexts. Building on this understanding, Kelly
et al. [31] further contribute to the discourse by demonstrating that perceived usefulness,
performance expectancy, attitudes, trust, and effort expectancy significantly and positively
predict behavioral intention, willingness, and use behavior of AI across multiple industries.
However, they also highlight a cultural caveat: the need for human contact in some
scenarios cannot be replaced by AI, pointing to the limits of technological substitution
in contexts where human interaction is highly valued. Additionally, the study by Song
and Kim [32] reveals that consumers’ anxiety toward robots moderates the impact of
humanoid robots’ social capabilities and appearance on attitudes towards human–robot
interaction, indicating that perceived risks can significantly influence AI use readiness and
acceptance. Interestingly, the study by Borau et al. [33] revealed a preference for the female
chatbot over the male counterpart, as it is perceived as more human-like and capable of
considering individual needs. These findings underscore the ethical dilemma encountered
by AI designers and policymakers: while there is a concern about women being objectified
in AI, imbuing AI entities with women’s traits tends to humanize them and increase their
acceptability.

Ameen et al. [34] underscore the crucial role played by trust and perceived sacrifice in
mediating the impact of perceived convenience, personalization, and AI-enabled service
quality on the overall customer experience with AI. Furthermore, the research emphasizes
the considerable influence of relationship commitment on the AI-enhanced customer
experience. Furthermore, Guha et al. [35] mention that it is worth noting that the immediate
effects of AI on retailing may not be as significant as portrayed in mainstream media.
Additionally, AI is anticipated to achieve greater efficacy when it is employed to enhance
managerial decisions rather than entirely supplanting them.

These studies collectively contribute to understanding the complex dynamics sur-
rounding AI use readiness in retail and its implications for consumer behavior. By lever-
aging these insights, retailers can develop strategic initiatives aimed at harnessing the
potential of AI-driven digital assistants to curate immersive shopping experiences that
resonate with consumer expectations and preferences.

The literature in consumer behavior understands perceived risk as any activity by
the consumer that will result in unpleasant consequences for them. This view has been
adopted by Sweeney et al. [36], who state that perceived risk can be defined as the subjective
expectation of a certain loss or the subjective assessment of consumers regarding the
potential consequences of wrong decisions. Therefore, perceived risk plays a crucial role
in consumer behavior, especially in the context of innovative products or technology [37],
when consumers might be unsure about the functionality of a new product or service.

Jacoby and Kaplan [38] extended Bauer’s work and were the first to propose that
perceived risk is a multidimensional concept that includes different types of risks, namely,
financial risk, i.e., the risk that the consumer will “lose” money; psychological risk, i.e.,
the risk that a poor choice will negatively affect the consumer’s ego; physical risk, i.e., the
risk that the consumer will harm their safety or the safety of others; functional risk, i.e.,
the risk that the product or service will not function as the consumer expected; social risk,
i.e., the risk that the consumer’s status in their social environment (among friends, family,
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colleagues) will change; and perceived risk of losing time, i.e., the risk that the time spent
will be wasted.

Recent studies have highlighted that perceived risk affects various consumer behaviors,
including online shopping intentions, impulse buying, and customer loyalty [39]. Perceived
risk remains a critical factor in consumers’ acceptance of new technologies and services [40].
Furthermore, recent literature on the acceptance of a certain new technology emphasizes
perceived risk as an essential factor affecting consumers’ willingness to use technology [41].
Because AI is a recent, emerging, and sophisticated technology, we can understandably
assume that the average consumer may not correctly understand how the technology
works [42].

Self-assessment is defined by Panadero et al. [43] as “a wide variety of mechanisms
and techniques through which students describe (i.e., assess) and possibly assign merit
or worth to (i.e., evaluate) the qualities of their own learning processes and products”,
while Eva and Regehr [44] state that self-assessment is often (implicitly or otherwise)
conceptualized as a personal, unguided reflection on performance for the purposes of
generating an individually derived summary of one’s own level of knowledge, skill, and
understanding in a particular area. Ross [45], citing Klenowski [46], defines self-assessment
as “the evaluation of judgment of ‘the worth’ of one’s performance and the identification
of one’s strengths and weaknesses with a view to improving one’s learning outcomes”.
Epstein et al. [47] define concurrent self-assessment as “ongoing moment-to-moment self-
monitoring; self-monitoring refers to the ability to notice our own actions, curiosity to
examine the effects of those actions, and willingness to use those observations to improve
behavior and thinking in the future”.

Prior experience, as explored by Varma and Marler [48], is defined within the context
of technology usage as a multifaceted construct that encompasses both the competence and
duration of an individual’s engagement with technology. This concept is defined through
multiple dimensions: competence, which includes technical skills and general literacy as
highlighted in studies such as Gallivan et al. [49], and time-based factors, which refer to the
duration and frequency of use as explored by Harrison et al. [50]. Varma and Marler’s study
elucidates how these dimensions collectively influence technology acceptance, indicating
that prior experience affects individuals’ adaptability to new technologies [48].

Prior experience, as defined by Yi and Choi [51], encompasses the knowledge, feelings,
memories, evaluations, and skills acquired through participation in or observation of
events, particularly involving technology use. They further specify that experience with
technology, such as artificial intelligence (AI), includes direct interactions with AI products
and services that shape users’ knowledge and emotional evaluations. According to Taylor
and Todd [52], cited in Yi and Choi’s study, past experience is a significant determinant of
behavioral intentions, with knowledge from past experiences playing a pivotal role in the
intention formation process.

3. Conceptual Framework and Hypothesis

In our research, we examined four hypotheses within the context of consumer Artificial
Intelligence (AI) use readiness in physical retail stores. The formulation and testing of
these hypotheses draw upon the existing literature, aiming to contribute to the ongoing
discourse in smart retail and AI use readiness.

The increasing integration of AI technologies within retail environments presents a
significant shift in consumer interaction and the retail landscape. The foundational research
conducted by Chen and Chang [22] highlights the critical role that consumer readiness
and the convenience offered by smart technologies play in facilitating retail purchases.
This study, along with subsequent research by Sohn [53] and Abed [54], underscores the
positive impact of prior experience with AI technologies and similar technologies (e.g.,
IoT devices) on consumers’ perceptions of utility and ease of use, as well as their AI use
readiness in physical retail stores. Specifically, Sohn’s findings indicate that AI’s ability to
reduce consumer uncertainty about product fit significantly enhances the attractiveness
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of retail platforms. Similarly, Abed emphasizes how prior experience with technology-
enhanced shopping, such as augmented reality (AR), can predispose consumers to be more
receptive to new technological integrations, including AI, in retail. This body of research
suggests that previous positive interactions with AI and related technologies can mitigate
reservations about and enhance the acceptance of new AI implementations in physical
stores. Although Bandeira et al. [55] emphasize that augmented reality has not been
established as a leading marketing tool or a particularly profitable investment, it is deemed
applicable in the contexts of blended marketing and immersive augmented reality, where it
has brought out favorable reactions from participants. Liu et al. [56] further corroborate
this perspective, exploring the dynamics of technology acceptance and consumer behavior
in retail. Chen et al. [57] report that consumers view AI marketing communications as an
unavoidable and largely acceptable aspect of their interactions with brands. If consumers
find AI marketing communication generally acceptable, this acceptance might reflect a
familiarity and comfort with AI, suggesting a positive prior experience that could enhance
their readiness to engage with AI technologies more broadly, including in physical retail
stores. This reinforces the hypothesis that prior experience is likely to influence consumers’
AI use readiness technologies in physical retail stores. Accordingly, we propose the first
hypothesis:

H1: Consumers’ prior experience with AI technologies has a statistically significant positive impact
on their AI use readiness in physical retail stores.

The consumer interface with AI technologies in physical retail stores raises significant
questions about privacy and data confidentiality, which are becoming increasingly critical
to consumer AI use readiness. The study by Schepman and Rodway [58] serves as a foun-
dational reference in this discourse, highlighting consumer apprehensions about personal
data mining by AI applications. This privacy concern is not isolated to AI but extends to
related technologies such as the Internet of Things (IoT), as noted by Abed [54], suggesting
a broader apprehension towards digital technologies’ encroachment on personal privacy.
Further exploration by Joshi et al. [59] into the dynamics of retail system reliability and
trust elucidates the integral role of perceived security and trustworthiness in consumer
decision-making processes, particularly in AI use readiness. This body of work collectively
underscores a significant barrier to AI use readiness in physical retail stores: the perceived
risks regarding confidentiality and privacy. Donepudi [60] identifies several additional
risks associated with the integration of AI technologies in retail environments, including
customer concerns, technical issues, dependency on technology, and inadequate training.
Additionally, Liang et al. [61] found that perceived performance risk negatively influences
consumers’ attitudes towards AI and the key findings from Wang et al. [62] indicate that
perceived risk significantly moderates the relationship between consumers’ attitudes to-
wards using unmanned technology and their behavioral intentions to make purchases.
The study by Choung et al. [63] also demonstrates that trust plays a significant role in
determining users’ intention to use AI technologies and Hasan et al. [42] demonstrate
that factors such as perceived risk, consumer trust, interaction, and novelty value signif-
icantly influence brand loyalty for AI-supported devices. Their findings emphasize the
importance of considering these factors in assessing consumer readiness for AI adoption.
Such perceptions can profoundly influence consumer trust and, by extension, their AI use
readiness technologies, positing that concerns over data privacy might significantly hinder
the acceptance of AI use readiness in physical retail stores. Hence, we formulate our second
hypothesis:

H2: Perceived risks with AI technologies have a statistically significant negative impact on
consumers’ AI use readiness in physical retail stores.

Chang and Chen [64] found that perceived ease of use significantly influences per-
ceived usefulness and perceived enjoyment, which directly impact shopping intentions.
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Additionally, they observed that the effect of perceived ease of use on perceived usefulness
and shopping intentions is amplified in customers with high technology readiness. This
suggests that customers’ positive self-assessment of their capability to manage technology
enhances their readiness to engage with it, supporting the notion that a self-assessed ability
to handle AI technologies has a significant positive impact on AI use readiness in physical
stores. Similarly, Alam et al. [65] found that self-efficacy significantly influences behavioral
intention to use augmented reality technology in retail, mediated by customer attitudes to-
wards technology use. Park and Zhang [66] found that technology readiness influences user
attitudes and intentions toward unmanned stores indirectly through technology paradoxes;
higher technology readiness leads to more positive attitudes and greater usage intentions.
Jan et al. [67] also explored various factors influencing the adoption and resistance of AI-
powered conversational agents in retail settings, identifying both motivators and inhibitors
affecting customer behavior. Their findings reveal that motivators such as optimism and
innovativeness, which can be seen as aspects of technology readiness, significantly enhance
the likelihood of AI usage, whereas inhibitors like discomfort and insecurity detract from it.
Similarly, Shim et al. [68] emphasize that consumer readiness significantly enhances percep-
tions of service quality in self-service technologies, affecting attitudes and usage intentions
toward these technologies in restaurants. It highlights how consumer readiness, which
can be seen as a form of self-assessment of their ability to manage technology, significantly
enhances perceptions of service quality in self-service technologies. This enhancement in
perceived service quality positively affects their attitudes and intentions towards using
these technologies in restaurant settings. Yin et al. [69] further corroborate these observa-
tions by demonstrating that customers with higher technology readiness are more engaged
and perform better in AI-enhanced service environments, particularly when they perceive
a high degree of self-congruity and trust in such settings. The study by Wang and Zhao [70]
illuminates the importance of consumer-related mitigators like innovativeness and self-
efficacy in navigating the perceived risks associated with autonomous retail technologies.
Specifically, their findings suggest that a higher degree of self-assessed ability to manage
AI technologies correlates with reduced perceived risks and an enhanced willingness to
engage with these technologies. This relationship between a consumer’s confidence in their
technological capabilities and their propensity for AI use readiness forms the cornerstone
of our understanding of consumer behavior in tech-enhanced retail stores. Consequently,
we propose the third hypothesis:

H3: Customers self-assessment of their ability to manage AI technologies has a statistically
significant positive impact on their AI use readiness in physical retail stores.

The examination of demographic factors, particularly gender, in the context of AI use
readiness in physical retail stores, offers a nuanced understanding of consumer behavior.
The foundational work by Meuter et al. [12] provides a comprehensive framework that un-
derscores the influence of individual differences—including technological anxiety, need for
interaction, and demographic characteristics—on technology acceptance. This framework,
together with the findings from Joshi et al. [59], which indicate that demographic factors
significantly impact consumer preferences and acceptance of new retail technologies, sug-
gests that gender might play a mediating role in the relationship between prior experience
with AI technologies, perceived risks with AI technologies, self-assessment of consumers’
ability to manage AI technologies, and AI use readiness in physical retail stores. Chung
et al. [71] specifically found that AI models trained on gender-specific data show decreased
performance when applied to the opposite gender, emphasizing the significant impact of
gender as a mediating factor in AI model efficacy and highlighting its potential implications
for AI use readiness in diverse applications. Noor et al. [72] further corroborate these views
by showing that gender and prior experience with AI significantly affect the development
of parasocial relationships with AI service agents, impacting subjective well-being and
potentially AI use readiness. Adding to this perspective, Nouraldeen [9] uncovers that



Information 2024, 15, 346 9 of 18

gender moderates the relationship between technology readiness and perceived useful-
ness in AI adoption. Although derived from a study within an educational setting, these
insights about gender moderation could provide valuable implications for understanding
how gender might similarly influence AI adoption and readiness in retail environments,
where consumer interactions with technology also vary by demographic characteristics.
We seek to explore whether there are statistically significant differences in the AI use
readiness between male and female consumers in physical retail stores, influenced by
their prior experience with AI technologies, perceived risks with AI technologies, and
self-assessments of their ability to manage AI. Drawing from these insights, we introduce
the fourth hypothesis:

H4: Gender mediates the relationships between (1) prior experience with AI technologies, (2)
perceived risks with AI technologies, and (3) self-assessment of consumers’ ability to manage AI
technologies, and their respective influences on AI use readiness in physical retail stores.

4. Materials and Methods
4.1. Measurement Instrument

For the empirical research, a structured questionnaire was developed as the primary
measurement instrument. This instrument was based on quantitative cross-sectional
research and included questions on both 7-point and 5-point Likert scales. AI use readiness
was measured on a 5-point Likert scale with six items, perceived risks with AI technologies
on a 7-point Likert scale with three items, self-assessment of consumers’ ability to manage
AI technologies on a 7-point Likert scale with five items, and prior experience on a 7-point
Likert scale with three items, reflecting our aim to match the scale’s complexity with the
nuanced nature of each construct and optimize respondent experience. The 5-point scale
for AI use readiness facilitates easier responses for less nuanced perceptions, while the
7-point scales allow for finer distinctions in more complex areas such as risk perception, self-
assessment, and prior experience. AI use readiness is conceptually more straightforward,
often presenting a clearer dichotomy between readiness states. The 5-point scale reduces
cognitive load, facilitating easier and more decisive responses from participants, which is
appropriate given the direct and less nuanced nature of readiness assessment. Conversely,
the constructs of perceived risks with AI technologies, self-assessment of consumers’ ability
to manage AI technologies, and prior experience with AI technologies were measured
using 7-point Likert scales, because they require capturing a broader spectrum of nuanced
perceptions and experiences. The 7-point scales were chosen to allow for more detailed
differentiation in responses, essential for accurately assessing the complex dimensions of
perceived risk, self-efficacy, and prior engagement with technology. This granularity is
particularly valuable as it reduces central tendency biases and enhances the reliability of the
data concerning these multifaceted constructs. The content validity was tested by including
three experts from the fields of marketing research, services, and retail. The questionnaire’s
construction drew upon the framework established by the study by Meuter et al. [12],
ensuring that it comprehensively covered aspects such as consumers’ prior experience with
AI technologies, perceived risks with AI technologies, and self-assessment of the ability
to manage AI technologies. We designed the items to assess AI use readiness, which was
reviewed by three academics in the field of marketing research and services marketing,
and included demographic details, such as gender. The questionnaire was designed and
disseminated using the online platform 1KA, targeting consumers’ attitudes towards the
use of AI in physical retail stores.

4.2. Sample

To gather our sample, we utilized a purposive sampling strategy, drawing participants
from the networks and social circles of the authors, supplemented by a snowball sampling
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technique where participants were encouraged to disseminate the questionnaire among their
acquaintances, friends, and family. This approach resulted in a total of 243 respondents.

The target population for this study consisted of consumers who had engaged in
shopping activities within physical retail stores over the past year and were familiar with
the concept of AI.

4.3. Validity and Reliability of Measurement Scales

We utilized confirmatory factor analysis (CFA) to test both convergent and discrim-
inant validity of our measurements. To ensure the reliability of our measurements, we
assessed their composite reliability indicators (CRs). The composite reliability represents
the correlation between a construct and an unweighted composite of its indicators, squared.
To assess convergent validity, we calculated the average variance extracted (AVE), while
for discriminant validity, we employed the Fornell–Larcker test and heterotrait–monotrait
ratio of correlations (HTMT), as recommended by Fornell and Larcker [73] and Hensler,
Ringle, and Sarstedt [74], respectively.

Table 1 demonstrates that all composite reliabilities surpassed the recommended value
of 0.6 and are in the range from 0.84 to 0.88. Furthermore, all indicator loadings exceeded
0.6, and the average variance extracted (AVE) was greater than 0.5, indicating satisfactory
convergent validity. Two tests were performed to assess discriminant validity. Firstly, the
Fornell and Larcker [73] test (Table 2) revealed that the square roots of AVE for all latent
variables were higher than the correlations between latent variables. Additionally, Table 3
showed that heterotrait–monotrait ratios of correlations (HTMT) met the cutoff criteria of
0.85. As per Henseler et al. [74], we can conclude that the requirements for discriminant
validity were satisfied.

Table 1. Indicators, means, standard deviations with factor loadings, CR, and AVE.

Items and Constructs Mean Standard
Deviations

Factor
Loadings CR AVE

Prior experience with AI technologies

I use many products and services supported by artificial
intelligence. 4.23 1.67 0.88

I do not have much experience using artificial intelligence
technologies. 4.52 1.78 0.65 0.84 0.63

In everyday life, I usually use many artificial intelligence
technologies. 4.28 1.69 0.84

Perceived risks with AI technologies

The use of artificial intelligence technologies invades my
privacy. 4.30 1.85 0.87

I am afraid that the use of artificial intelligence technologies in
physical stores reduces the confidentiality of my data. 4.57 1.88 0.78 0.86 0.68

In general, the use of artificial intelligence technologies is risky. 4.45 1.75 0.82

Self-assessment of consumer’ ability to manage AI
technologies

I am confident in my ability to use artificial intelligence
technologies. 5.01 1.65 0.87

I am fully capable of using artificial intelligence technologies. 5.06 1.67 0.84
I do not feel that I am skilled enough for the task of using

artificial intelligence technologies. 5.14 1.66 0.68 0.88 0.59

My past experiences increase my confidence that I will be able
to successfully use artificial intelligence technologies. 4.76 1.71 0.61

The use of artificial intelligence technologies is within my
capabilities. 5.24 1.57 0.81
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Table 1. Cont.

Items and Constructs Mean Standard
Deviations

Factor
Loadings CR AVE

AI use readiness (for specific technologies)

Autonomous shopping processes 4.76 2.08 0.78
Data collection 3.89 1.88 0.60

Self-service terminals 5.76 1.53 0.66 0.86 0.50
Electronic mirrors 4.73 2.05 0.71

Chatbots 3.96 2.16 0.72
Smart shelves 4.98 1.81 0.76

Table 2. Correlations between latent variables, and Fornell and Larcker’s test.

1. 2. 3. 4.

1. Prior experience with AI
technologies 0.795

2. Perceived risks with AI
technologies −0.362 *** 0.822

3. Self-assessment of
consumers’ ability to manage
AI technologies

0.661 *** −0.430 *** 0.767

4. AI use readiness 0.563 *** −0.578 *** 0.588 *** 0.706
Significance of correlations: *** p < 0.001. Bolded values represent square roots of AVE.

Table 3. HTMT correlation matrix.

1. 2. 3.

1. Prior experience with AI technologies
2. Perceived risks with AI technologies 0.366
3. Self-assessment of consumers’ ability
to manage AI technologies 0.688 0.459

4. AI use readiness 0.571 0.595 0.610

5. Results

The direct relationship between consumers’ prior experience with AI technologies
and their AI use readiness technologies in physical stores was positive but at a lower
significance level (β1 = 0.258; p < 0.01), and hypothesis H1 was confirmed. As can be
observed from Table 4 and Figure 1, consumers who expressed perceived risks regarding
confidentiality had a negative and strong impact on their AI use readiness in physical stores
(β2 = −0.374; p < 0.001), meaning H2 was confirmed. Further analysis shows that differ-
ences exist between genders. In the case of females, the relationship is significant and strong
(βfemale = −0.431; p < 0.001) and non-significant in the case of males (βmale = −0.074; n.s.).
The results also showed that the self-assessment of consumers’ ability to manage AI tech-
nologies had a positive and significant impact on their readiness to use these technologies
in physical stores (β3 = 0.257; p < 0.01). Therefore, hypothesis H3 was confirmed. Further
analysis revealed differences between genders. In the case of males, the relationship is
significant (p < 0.01) and stronger (βmale = 0.490) than in the case of females (βfemale = 0.204;
p < 0.05).
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Table 4. Results of the structural model for the entire sample and single groups (females and males).

All Sig. Female Sig. Male Sig.

H1: Prior experience with
AI technologies -> AI use
readiness

0.258 p < 0.01 0.264 p < 0.01 0.267 p < 0.01

H2: Perceived risks with
AI technologies -> AI use
readiness

−0.374 p < 0.001 −0.431 * p < 0.001 −0.074 * n.s.

H3: Self-assessment of
consumers’ ability to
manage AI technologies->
AI use readiness

0.257 p < 0.01 0.204 * p < 0.05 0.490 * p < 0.01

* Significant differences between groups exist.

Information 2024, 15, x FOR PEER REVIEW 12 of 18 
 

 

Table 4. Results of the structural model for the entire sample and single groups (females and males). 

 All Sig. Female Sig. Male Sig. 
H1: Prior experience with AI technolo-
gies -> AI use readiness 0.258 p < 0.01 0.264 p < 0.01 0.267 p < 0.01 

H2: Perceived risks with AI  
technologies -> AI use readiness 

−0.374 p < 
0.001 

−0.431 * p < 
0.001 

−0.074 * n.s. 

H3: Self-assessment of consumers’ abil-
ity to manage AI technologies-> AI use 
readiness 

0.257 p < 0.01 0.204 * p < 0.05 0.490 * p < 0.01 

* Significant differences between groups exist. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Conceptual Model with Path Coefficients of AI Use Readiness in Physical Retail Stores. 

5.1. Invariance between Groups 

An invariance test was implemented to verify the uniform comprehension of con-
structs across the two groups. Our objective was to measure variations in the impacts of 
constructs, necessitating an evaluation of configural, metric, and scalar invariance. As 
Steenkamp and Baumgartner [75] suggested, attaining at least configural and partial met-
ric invariance was important to facilitate valid comparisons of latent variable impacts. 

We conducted several model comparisons between the female and male groups to 
test the invariance of the structural model and the difference in paths. First, we allowed 
structural weights to differ between groups within the measurement model. We found 
that according to the resulting well-fitting model (refer to Table 5), we achieved configural 
invariance (χ2/pdf = 346.082, IFI = 0.938, TLI = 0.924, CFI = 0.936, and RMSEA = 0.050). The 
constraining weights uniformly across groups also did not significantly deteriorate the fit 
(χ2/df = 360.22, IFI = 0.937, TLI = 0.927, CFI = 0.936, and RMSEA = 0.049), indicating full 
metric variance. The same was also true for structural covariances. Lastly, we tested full 
scalar variance and constrained residuals across the groups. We did not achieve full scalar 
variance, but this is not necessary for testing the differences between the latent impacts of 
both groups. Table 5 provides a detailed overview of the results. 

Table 5. Invariance test results and comparisons between structural models 

Measurement Model χ2 df χ2/df sig. IFI TLI CFI RMSEA 
Configural invariance 346.082 226   0.938 0.924 0.936 0.050 
Full metric invariance 360.217 239 p = 0.364 0.937 0.927 0.936 0.049 
Structural covariances 377.631 249 p = 0.110 0.933 0.926 0.932 0.049 
Full scalar invariance 422.674 266 p > 0.001 0.917 0.915 0.917 0.053 

Structural Model χ2 df χ2/df sig. IFI TLI CFI RMSEA 

Gender Prior experience with AI 
technologies 

Percieved risks with AI 
technologies 

Self-assessment of consumers’ 
ability to manage AI technologies 

AI use readiness 
−0.431 (Female), −0.074 (Male) 

Figure 1. Conceptual Model with Path Coefficients of AI Use Readiness in Physical Retail Stores.

5.1. Invariance between Groups

An invariance test was implemented to verify the uniform comprehension of constructs
across the two groups. Our objective was to measure variations in the impacts of constructs,
necessitating an evaluation of configural, metric, and scalar invariance. As Steenkamp and
Baumgartner [75] suggested, attaining at least configural and partial metric invariance was
important to facilitate valid comparisons of latent variable impacts.

We conducted several model comparisons between the female and male groups to
test the invariance of the structural model and the difference in paths. First, we allowed
structural weights to differ between groups within the measurement model. We found
that according to the resulting well-fitting model (refer to Table 5), we achieved configural
invariance (χ2/pdf = 346.082, IFI = 0.938, TLI = 0.924, CFI = 0.936, and RMSEA = 0.050).
The constraining weights uniformly across groups also did not significantly deteriorate the
fit (χ2/df = 360.22, IFI = 0.937, TLI = 0.927, CFI = 0.936, and RMSEA = 0.049), indicating full
metric variance. The same was also true for structural covariances. Lastly, we tested full
scalar variance and constrained residuals across the groups. We did not achieve full scalar
variance, but this is not necessary for testing the differences between the latent impacts of
both groups. Table 5 provides a detailed overview of the results.
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Table 5. Invariance test results and comparisons between structural models.

Measurement Model χ2 df χ2/df sig. IFI TLI CFI RMSEA

Configural invariance 346.082 226 0.938 0.924 0.936 0.050
Full metric invariance 360.217 239 p = 0.364 0.937 0.927 0.936 0.049
Structural covariances 377.631 249 p = 0.110 0.933 0.926 0.932 0.049
Full scalar invariance 422.674 266 p > 0.001 0.917 0.915 0.917 0.053

Structural Model χ2 df χ2/df sig. IFI TLI CFI RMSEA

Free structural weights 370.679 245 0.934 0.926 0.933 0.049
Constrained structural

weights 377.606 248 p = 0.074 0.932 0.925 0.931 0.050

Partially constrained
structural weights 372.412 246 p = 0.188 0.934 0.926 0.933 0.049

5.2. Differences in the Latent Variable Impacts

Next in line was testing the difference in impacts of constructs between the female
and the male group. Initially, the model was examined without imposing any restrictions
between latent paths. Subsequently, equality constraints were introduced to the structural
paths while maintaining any constraints derived from non-invariant metric invariance.

Table 5 presents the results of the free structural weights model, where paths were left
free across both groups, and the constrained structural weights model, where constraints
were imposed. As can be observed, there are statistically significant differences at p < 0.10
between both models and the free structural weights model was better than the constrained
structural weights model. Following this, individual tests were conducted for each path,
partially constrained models were assessed, and statistically significant differences were
found for the impact of perceived risks with AI technologies on AI use readiness and
self-assessment on AI use readiness. The partially constrained model was shown to have
just as good a fit as the free structural weights model and better than the constrained
structural weight model. The model has resulted in the following fit indices: χ2/df = 342.41,
IFI = 0.934, TLI = 0.926, CFI = 0.933, and RMSEA = 0.049.

Table 4 shows differences between genders in terms of the impact of perceived risks
with AI technologies and self-assessment on AI use readiness. The study found that
perceived risks with AI technologies have a significantly negative impact on use for females
(βfemale = −0.431; p < 0.001), while the impact is insignificant for males. The impact of
self-assessment on use is also different across groups, namely stronger for males than
females (βfemale = 0.204; p < 0.05; βmale = 0.490; p < 0.01).

6. Discussion
6.1. Theoretical Implications

Our research extends the domain of AI use readiness theories by providing a nuanced
exploration of consumer AI use readiness in physical retail stores, with a focus on the
interplay of gender differences. This research contributes to theoretical advancement in
several key areas.

The findings of this study challenge and expand traditional Technology Acceptance
Models (TAMs) by introducing and empirically testing the mediating role of gender differ-
ences in the context of AI use readiness in retail. While prior studies have predominantly
centered on the direct effects of perceived usefulness and perceived ease of use, our research
enriches this narrative by demonstrating how gender-specific perceptions—particularly
towards perceived risks with AI technologies and self-efficacy—modulate the AI use readi-
ness. This contributes to a more comprehensive understanding of the multifactorial nature
of technology acceptance, advocating for the inclusion of gender as a critical variable in
future models.

Our study empirically emphasizes the significant influence of perceived risks with AI
technologies and self-efficacy on AI use readiness. By dissecting these constructs through a
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gendered lens, we provide evidence that supports and extends these theories within the
context of emerging retail technologies. This explanation not only deepens the theoretical
discourse on the psychological mechanisms supporting AI use readiness but also suggests
that these mechanisms are differentially activated in men and women.

Our findings contribute to gender theories in AI use readiness, presenting gender not
merely as a demographic variable but as a lens through which the complexities of AI use
readiness in retail can be understood. The gender gap observed in the impact of perceived
risk on AI adoption readiness raises important questions about the underlying factors driv-
ing these differences. Societal norms and gender roles may shape individuals’ perceptions
of risk differently based on gender. Women, who often face greater societal pressure to
prioritize safety and security, may be more attuned to potential risks associated with new
technologies like AI. Key dimensions of perceived risk in AI, such as concerns about pri-
vacy, data security, and job displacement, may contribute to this gender gap. Additionally,
individual experiences and exposure to technology may vary between genders, influencing
their perceptions of risk and readiness to adopt AI. Women, who have historically been
under-represented in STEM (science, technology, engineering, and mathematics) fields,
may have less familiarity and comfort with technology compared to men. Consequently,
they may perceive AI-related risks as more salient and consequential, resulting in greater
hesitation or reluctance to embrace these technologies. Moreover, cultural and contextual
factors may play a role in shaping gender differences in risk perception and AI adoption
readiness.

The reason why self-assessment of technological competence has a stronger impact on
AI adoption could be due to the fact that men, who often hold leadership roles in technology-
related fields, tend to have more confidence and proficiency in managing AI technologies.
As a result, they are more likely to embrace AI because they feel equipped to handle any
challenges or complexities that may arise. On the other hand, women, who may have
faced barriers and biases, may feel insecure about their technological skills and abilities,
which weakens the link between self-assessment of competence and AI adoption readiness.
This could also be related to social norms, as men are typically socialized to exhibit more
confidence and assertiveness in their abilities, which could lead to overestimating their
competence in managing AI technologies, thus strengthening the relationship between
self-assessment of competence and AI adoption readiness. In contrast, women may feel
more pressure to demonstrate humility and caution in their self-assessments, which could
lead to understating their competence and a weaker association between self-assessment
and readiness to adopt AI.

6.2. Managerial Implications

From a managerial standpoint, the insights gained from this study accentuate the ne-
cessity for retailers to adopt gender-sensitive approaches when integrating AI technologies
in their operations. The study found that perceived risks with AI technologies negatively
impact women’s AI use readiness more than men. Therefore, retailers should focus on
creating gender-specific strategies. For women, enhancing security features and providing
clear, transparent information about how AI technologies protect privacy could reduce
perceived risks. For men, who showed a stronger self-assessment of the ability to manage
AI technologies, retailers might focus on promoting AI features that cater to enhancing
control and technical engagement. The retail staff should also be trained not only in AI
technology but also in understanding gender-specific consumer concerns and responses
to AI. This would enable them to provide better support and guidance to customers, ad-
dressing specific fears and enhancing the customer service experience by making it more
personalized and secure.

Given that positive prior experiences with AI technologies impact greater AI use readi-
ness, retailers should develop initiatives to increase AI familiarity among all consumers.
This could include interactive AI experiences in-store or workshops that demonstrate
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the ease of use and benefits of AI, potentially reducing perceived risks and improving
self-assessment scores across genders.

The findings suggest that both perceived risks and self-assessment abilities signifi-
cantly influence AI readiness. Retailers should tailor their communication to address these
two factors distinctly. For instance, promotion materials could emphasize robust secu-
rity measures to mitigate perceived risks and showcase easy-to-use AI interfaces to boost
confidence among consumers who may feel less adept at using such technologies. They
should continually collect and analyze consumer feedback specifically focused on their AI
interactions. This feedback should be stratified by gender to tailor future technologies and
strategies more effectively, ensuring they align with evolving consumer expectations and
readiness levels.

6.3. Limitations and Further Research

While our findings offer insightful contributions to the understanding of gender differ-
ences in AI readiness among retail consumers, certain limitations must be acknowledged.
The cross-sectional nature of our survey methodology precludes us from making causal in-
ferences or tracking the evolution of consumer attitudes towards AI over time. Additionally,
the focus on a singular cultural and geographical context may limit the applicability of our
conclusions across different regions or retail environments, suggesting a need for caution
in generalizing these results. Future research endeavors could address these limitations
through longitudinal studies that examine the trajectory of consumer attitudes towards AI
in retail, providing a dynamic perspective on AI use readiness. Moreover, investigating the
impact of other demographic and psychographic variables on AI readiness could unveil
further layers of complexity in consumer technology interactions. Expanding the research
to include diverse cultural settings would also enrich our understanding of the global
implications of AI in retail.

Finally, this study bridges the gap between consumer psychology, marketing, and
information systems by leveraging interdisciplinary theories to explain the phenomena
observed. The intersection of gender psychology with technology acceptance models offers
a fruitful ground for cross-disciplinary research, suggesting that the exploration of AI use
readiness and consumer technology interactions can benefit from a more holistic approach
that incorporates insights from multiple academic domains.

Considering these contributions, we call for further scholarly exploration into the
gendered dimensions of technology acceptance, advocating for more granular, context-
specific investigations that can unravel the complex tapestry of factors influencing consumer
AI use readiness in retail. Future theoretical models should consider the multifaceted
interplay of psychological, sociocultural, and technological factors to provide a more
nuanced understanding of consumer behavior in the digital era.
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