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Error in Figure/Table

In the original publication [1], Table 2 contained errors. Specifically, there were
mistakes in the time complexity of five matrices and in the formula for F. The corrected
version of Table 2 is provided below.

Table 2. The time complexity of each matrix in our proposed algorithm.

Matrix Formula Time Complexity

U U = [uii] ∈ Rn×n O(n)
E E = [eij] ∈ Rn×n O(dn2)

W
Wij =

Wij
[XF+2βXST XTW]ij

[XXTW+βXXTW+βXSST XTW+θHW]ij

O(max(dcn, dn2, d2c))

F Fij = Fij
[XTW+UY+αSF]ij
[F+αDF+UF]ij

O(max(dcn, cn2))

S Sij = Sij
[αFFT+2βXTWWT X]ij
[2βXTWWT XS+λE]ij

O(max(cn2, dn2, dcn))

In the original publication [1], there were two errors in Table 3 as published. Specifi-
cally, there was a mistake in the algorithm complexity of SFS-AGGL and a mistake of the
order of reference for FDEFS method. The corrected version of Table 3 is presented below.

Table 3. Computational complexity of each iteration for FS methods.

Method Number of Variables Algorithm Complexity

RLSR [19] 2 O(iter×max(ndc, n3))
FDEFS [50] 3 O(max(cmn, cn2))
GS3FS [43] 4 O(iter×max(d3, n3))
S2LFS [44] 3 O(cd2n + cd3 + cn2)

AGLRM [47] 4 O(iter×max(d3, n3))
ASLCGLFS [48] 4 O(iter×max(n3, d3))

SFS-AGGL 3 O(dn2 + (iter×
max(dcn, dn2, cn2, d2c)))
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In the original publication [1], there were errors in Table 4 as published. Specifically,
mistakes were made in the first-order derivatives of F, the second-order derivatives of F,
and S. The corrected version of Table 4 is provided below.

Table 4. First- and second-order derivatives of each formula.

W
ψij(Wij)

ψij(Wij) = [XTWWT X− 2FWT X + βWT XXTW − 2βWT XST XTW
+βWT XSST XTW + θWT HW]ij

ψ′ ij(Wij)
ψ′ ij(Wij) = 2[XXTW − XF + βXXTW − 2βXST XTW

+βXSST XTW + θHW]ij
ψ′′ ij(Wij) ψ′′ ij(Wij) = 2[XXT + βXXT − 2βXSXT + βXSST XT + θHT ]ii

F
ψij(Fij) ψij(Fij) = [−2FWT X + FFT + αFT(D− S)F + FTUF− 2FTUY]ij
ψ′ ij(Fij) ψ′ ij(Fij) = 2[XTW + F + α(D− S)F + UF−UY]ij
ψ′′ ij(Fij) ψ′′ ij(Fij) = 2[I + α(D− S) + U]ii

S
ψij(Sij) ψij(Sij) = [−αFTSF− 2βWT XST XTW + βWT XSST XTW + λSE]ij
ψ′ ij(Sij) ψ′ ij(Sij) = [−αFFT − 2βXTWWT X + 2βXTWWT XS + λE]ij
ψ′′ ij(Sij) ψ′′ ij(Sij) = 2[βXTWWT X]ii

In the original publication [1], there were some mistakes in Figure 2 as published.
Specifically, errors were made in the calculation and update process. The corrected version
of Figure 2 is presented below.
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Figure 2. Flow chart of SFS-AGGL algorithm.

In the original publication [1], there were some mistakes in sub-images of Figure 7 as
published. Specifically, errors were made in the feature dimensions of the sub-images in
Figure 7. The corrected version of Figure 7 is presented below.
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Figure 7. Clustering results of SFS-AGGL under different parameter values and different feature
dimensions, where different colors represent different feature dimensions.

Equations Correction

There were errors in some equations in the original publication [1]. Specifically,
mistakes were made in the definition of symbol, the matrix transposition operation, or the
absence of the matrix trace operation. The corrected equations are provided below.

min
α
‖α‖0

s.t. x = D× α.
(5)

min
α
‖α‖1

s.t. x = D× α.
(6)

min
α
‖α‖2

s.t. x = D× α.
(7)

min
α
‖α‖21

s.t. x = D× α.
(8)
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min
F≥0

n
∑

i=1

n
∑

j=1
|| fi − f j||22sij +

n
∑

i=1
|| fi − yi||22uii

= tr(FT LF) + tr((F−Y)TU(F−Y))
(11)

∂ε(W, ϑ)

∂W
=

(
2XXTW − 2XF + 2βXXTW − 4βXSTXTW
+2βXSSTXTW + 2θHW + ϑ

)
= 0 (25)

minε(F)
= tr((XTW − F)(XTW − F)T

) + αtr(FT LF) + tr((F−Y)TU(F−Y))
= tr(XTWWTX− 2FWTX + FFT) + αtr(FT LF) + tr(FTUF− 2FTUY + YTUY)
= tr(XTWWTX− 2FWTX + FFT + αFT LF + FTUF− 2FTUY + YTUY)

(29)

ε(F, µ) = tr
(

XTWWTX− 2FWTX + FFT

+αFT(D− S)F + FTUF− 2FTUY + YTUY

)
+ tr(µF) (30)

∂ε(F,µ)
∂F = (−2XTW + 2F + 2α(D− S)F + 2UF− 2UY + µ) = 0 (31)

(−2XTW + 2F + 2α(D− S)F + 2UF− 2UY)ijFij = 0 (32)

Fij = Fij
[XTW + UY + αSF]ij
[F + αDF + UF]ij

(33)

minε(S) = αtr(FT LF) + βtr((WTX−WTXS)(WTX−WTXS)T
) + λtr(SE)

= αtr(FT LF) + βtr(WTXXTW − 2WTXSTXTW + WTXSSTXTW) + λtr(SE)
= tr(αFT DF− αFTSF + βWTXXTW − 2βWTXSTXTW + βWTXSSTXTW + λSE)

(35)

ε(S, ξ) =

(
tr(αFT DF− αFTSF + βWT XXTW − 2βWT XST XTW + βWT XSST XTW)
+λtr(SE) + tr(ξS)

)
(36)

F(iter+1)
ij = argmin

Fij

ϕ(Fij, F(iter)
ij )

= F(iter)
ij − F(iter)

ij
ψ′′ (Fij)

[F+αDF+UF]ij
= F(iter)

ij
[XTW+UY+αSF]ij
[F+αDF+UF]ij

(52)

||u||2 −
||u||22
2||v||2

≤ ||v||2 −
||v||22

2||v||2
(54)

tr
(
(XTW(iter+1) − F(iter+1))(XTW(iter+1) − F(iter+1))

T)
+ αtr

(
(F(iter+1))

T
LF(iter+1)

)
+tr

(
(F(iter+1) −Y)

T
U(F(iter+1) −Y)

)
+βtr

(
((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))

T
)

+θtr
(
(W(iter+1))

T
H(iter)W(iter+1)

)
+ λtr(S(iter+1)E)

≤ tr
(
(XTW(iter) − F(iter))(XTW(iter) − F(iter))

T)
+ αtr

(
(F(iter))

T
LF(iter)

)
+tr

(
(F(iter) −Y)

T
U(F(iter) −Y)

T)
+βtr

(
(W(iter))

T
X− (W(iter))

T
XS(iter))((W(iter))

T
X− (W(iter))

T
XS(iter))

T
)

+θtr
(
(W(iter))

T
H(iter)W(iter)

)
+ λtr(S(iter)E)

(56)
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tr
(
(XTW(iter+1) − F(iter+1))(XTW(iter+1) − F(iter+1))

T)
+ αtr

(
(F(iter+1))

T
LF(iter+1)

)
+tr

(
(F(iter+1) −Y)

T
U(F(iter+1) −Y)

)
+βtr

(
((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))

T
)

+θ
d
∑

i=1

||(W(iter+1))
i ||22

2||(W(iter))
i ||2

+ λtr(S(iter+1)E)

≤ tr
(
(XTW(iter) − F(iter))(XTW(iter) − F(iter))

T)
+ αtr

(
(F(iter))

T
LF(iter)

)
+tr

(
(F(iter) −Y)

T
U(F(iter) −Y)

)
+βtr

(
((W(iter))

T
X− (W(iter))

T
XS(iter))((W(iter))

T
X− (W(iter))

T
XS(iter))

T
)

+θ
d
∑

i=1

||(W(iter))
i ||22

2||(W(iter))
i ||2

+ λtr(S(iter)E)

(57)

tr
(
(XTW(iter+1) − F(iter+1))(XTW(iter+1) − F(iter+1))

T)
+ αtr

(
(F(iter+1))

T
LF(iter+1)

)
+tr

(
(F(iter+1) −Y)

T
U(F(iter+1) −Y)

)
+βtr

(
((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))

T
)

+θ
d
∑

i=1
||(W(iter+1))

i||2 − θ

(
d
∑

i=1
||(W(iter+1))

i||2 −
d
∑

i=1

||(W(iter+1))
i ||22

2||(W(iter))
i ||2

)
+ λtr(S(iter+1)E)

≤ tr
(
(XTW(iter) − F(iter))(XTW(iter) − F(iter))

T)
+ αtr

(
(F(iter))

T
LF(iter)

)
+tr

(
(F(iter) −Y)

T
U(F(iter) −Y)

)
+βtr

(
((W(iter))

T
X− (W(iter))

T
XS(iter))((W(iter))

T
X− (W(iter))

T
XS(iter))

T
)

+θ
d
∑

i=1
||(W(iter))

i||2 − θ

(
d
∑

i=1
||(W(iter))

i||2 −
d
∑

i=1

||(W(iter))
i ||22

2||(W(iter))
i ||2

)
+ λtr(S(iter)E)

(58)

d

∑
i=1
||(W(iter+1))

i
||2 −

d

∑
i=1

||(W(iter+1))
i||22

2||(W(iter))
i||2
≤

d

∑
i=1
||(W(iter))

i
||2 −

d

∑
i=1

||(W(iter))
i||22

2||(W(iter))
i||2

(59)

tr
(
(XTW(iter+1) − F(iter+1))(XTW(iter+1) − F(iter+1))

T)
+ αtr

(
(F(iter+1))

T
LF(iter+1)

)
+tr

(
(F(iter+1) −Y)

T
U(F(iter+1) −Y)

)
+βtr

(
((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))((W(iter+1))

T
X− (W(iter+1))

T
XS(iter+1))

T
)

+θ
d
∑

i=1
||(W(iter+1))

i||2 + λtr(S(iter+1)E)

≤ tr
(
(XTW(iter) − F(iter))(XTW(iter) − F(iter))

T
) + αtr((F(iter))

T
LF(iter)

)
+tr

(
(F(iter) −Y)

T
U(F(iter) −Y)

)
+βtr

(
((W(iter))

T
X− (W(iter))

T
XS(iter))((W(iter))

T
X− (W(iter))

T
XS(iter))

T
)

+θ
d
∑

i=1
||(W(iter))

i||2 + λtr(S(iter)E)

(60)

mintr(FT LF) + tr((F−Y)TU(F−Y)) + ||XTW + 1nbT − F||p2,p + λ||W||p2,p
s.t. F ≥ 0, W, p ∈ (0, 1].

(65)

min
{

γtr(FT LF) + tr((F−Y)TU(F−Y)) + α||S||2F + tr(WTXLWTX)
+θtr(WT AW) + ||XTW + 1nbT − F||2F + λ||W||2,1

s.t. 0 ≤ Sij ≤ 1, Si1n= 1.
(67)
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min

 ||X
TW − F||2F +

n
∑
ij
||WT(Xi − Xj)||22Sij + α||S− A||2F + tr(FT LF)

+tr((F−Y)TU(F−Y)) + ||WTX−WTXZ||2F + β||Z||2,1 + λ||W||2,1
s.t. 0 ≤ Sij ≤ 1, ST

i 1n= 1,α, β, λ ≥ 0.

(68)

Error in Algorithm

In the original publication [1], there were errors in Algorithm 1 as published. Specif-
ically, mistakes were made in the calculation and update of the matrices. The corrected
version of Algorithm 1 is presented below.

Algorithm 1: SFS-AGGL

Input: Sample Matrix: X = [XL, XU ] ∈ Rd×n

Label Matrix: Y = [Yl ; Yu] ∈ Rn×c

Parameters: α ≥ 0, β ≥ 0, θ ≥ 0, λ ≥ 0
Output: Feature Projection Matrix W

Predictive Labeling Matrix F
Similarity Matrix S

1: Initialization: the initial non-negative matrix W0, F0, S0, iter = 0;
2: Calculation of the matrices U and E according to Equations (12) and (19), compute D and H
according to S0 and W0;
3: Repeat
4: According to Equation (27) update Witer as

Witer ←
XF+2βXST XTW

XXTW+βXXTW+βXSST XTW+θHW ;

5: According to Equation (33) update Fiter as Fiter ← XTW+UY+αSF
F+αDF+UF ;

6: According to Equation (39) update Siter as Siter ←
αFFT+2βXTWWT X
2βXTWWT XS+λE ;

7: According to Siter and Witer update matrices D and H;
8: Update iter = iter + 1;
9: Until converges

Text Correction

There were errors in the first paragraph of Section 2.1 in the original publication [1].
Mistakes were made regarding the sizes of matrices X and Y. The corrected content
appears below.

Let X = [Xl , Xu] = [x1, · · ·, xl , xl+1, · · ·, xl+1+u] ∈ Rd×n denote the training samples,
where xi ∈ Rd denotes the i-th sample. Y = [Yl ;Yu] ∈ Rn×c is the label matrix, and Yl
denotes the true label of the labeled sample. If the sample xi belongs to the class j, then
its corresponding class label is Yij = 1; otherwise, Yij = 0. Yu denotes the true label of the
unlabeled sample. Since Yu is unknown during the training process, it is set as a 0 matrix
during training [49]. The main symbols in this paper are presented in Table 1.

There was an error in the first paragraph of Section 2.2 in the original publication [1].
Specifically, a mistake was made in the symbol X. The corrected content appears below.

Given a sample x ∈ Rd and a target dictionary D, it is desired to find a coefficient
vector a such that the signal x can be represented as a linear combination of the basic
elements of the target dictionary D.

There was an error in the first paragraph of Section 2.3 in the original publication [1].
Specifically, a mistake was made in the definition of matrix S. The corrected content appears
below.

Then, the weight matrix formed by the L1 graph is expressed as S = [α1, α2, . . . , αn].
There was an error under Equation (11) in the first paragraph of Section 2.4 in the

original publication [1]. Specifically, a mistake was made in the size of matrix U. The
corrected content is provided below.
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where sij can be computed by Equation (9) or Equation (10). U ∈ Rn×n is a diagonal
matrix that effectively utilizes category information from all samples in SSL.

There was an error under Equation (23) in Section 3.2 in the original publication [1].
Specifically, there was a mistake in the definition of matrix H. The corrected content is
provided below.

where H ∈ Rd×d is a matrix consisting of diagonal elements hii = 1/||Wi||2.
There was an error under the Equation (30) in Section 3.2 in the original publication [1].

Specifically, there was a mistake in the definition of matrix D. The corrected content is
provided below.

where D is a diagonal matrix, whose diagonal elements are dii = ∑n
j=1 sij.

There were errors in Section 3.4.1 in the original publication [1]. Specifically, they are
the matrix description and the total complexity of the SFS-AGGL algorithm. The corrected
content is provided below.

Based on Algorithm 1, the SFS-AGGL algorithm’s computational complexity com-
prises two parts. The first part is the computation of the diagonal auxiliary matrices
U and E in step 2, and the second part is the updating of three matrices (W, F, and
S) during each iteration. The computational or updating components of each matrix
are defined in Table 2. Therefore, the total complexity of the SFS-AGGL algorithm is
O(dn2 + (iter×max(dcn, dn2, cn2, d2c)), where iter is the iteration count. Furthermore, the
computational complexities of other related FS methods are also presented in Table 3.

Error Citation

There was an error of references in the original publication [1]. Specifically, there was
an incorrect information on reference [50]. The corrected content is provided below.

50. Zhu, R.; Dornaika, F.; Ruichek, Y. Learning a discriminant graph-based embedding
with feature selection for image categorization. Neural Netw. 2019, 111, 35–46.

Missing ORCID

There was a missing orcid of an author in the original publication [1]. Specifically,
there was a missing orcid of Gengsheng Xie. The corrected content is provided below.

The orcid of Gengsheng Xie is https://orcid.org/0000-0003-1224-6414.
The authors state that the scientific conclusions are unaffected. This correction was

approved by the Academic Editor. The original publication has also been updated.
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