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Abstract: There is a pressing need for healthcare conversational agents with domain-specific expertise
to ensure the provision of accurate and reliable information tailored to specific medical contexts.
Moreover, there is a notable gap in research ensuring the credibility and trustworthiness of the
information provided by these healthcare agents, particularly in critical scenarios such as medical
emergencies. Pilgrims come from diverse cultural and linguistic backgrounds, often facing difficulties
in accessing medical advice and information. Establishing an AI-powered multilingual chatbot can
bridge this gap by providing readily available medical guidance and support, contributing to the
well-being and safety of pilgrims. In this paper, we present a comprehensive methodology aimed at
enhancing the reliability and efficacy of healthcare conversational agents, with a specific focus on
addressing the needs of Hajj pilgrims. Our approach leverages domain-specific fine-tuning techniques
on a large language model, alongside synthetic data augmentation strategies, to optimize performance
in delivering contextually relevant healthcare information by introducing the HajjHealthQA dataset.
Additionally, we employ a retrieval-augmented generation (RAG) module as a crucial component
to validate uncertain generated responses, which improves model performance by 5%. Moreover,
we train a secondary AI agent on a well-known health fact-checking dataset and use it to validate
medical information in the generated responses. Our approach significantly elevates the chatbot’s
accuracy, demonstrating its adaptability to a wide range of pilgrim queries. We evaluate the chatbot’s
performance using quantitative and qualitative metrics, highlighting its proficiency in generating
accurate responses and achieve competitive results compared to state-of-the-art models, in addition
to mitigating the risk of misinformation and providing users with trustworthy health information.

Keywords: text generation; deep learning; large language models (LLMs); healthcare chatbot; Hajj

1. Introduction

Research around building a healthcare agent for Hajj pilgrims is essential due to
the healthcare challenges faced during the event. Hajj draws millions of Muslims from
around the world, leading to a massive congregation in a confined space. This congregation
presents significant health challenges, including the risk of infectious diseases spreading
rapidly due to close proximity and crowded conditions, as well as the potential for heat-
related illnesses, accidents, and other medical emergencies [1–5].

A healthcare agent customized for Hajj pilgrims can address several critical needs.
Firstly, it will provide pilgrims with accurate and up-to-date information on preventive
measures, such as vaccination requirements, hygiene practices, and crowd management
strategies, to minimize the risk of disease transmission. Secondly, it will offer guidance on
managing common health issues encountered during the pilgrimage, such as dehydration,
heatstroke, and musculoskeletal injuries. Additionally, the healthcare agent will facilitate
access to medical assistance by providing information on nearby healthcare facilities,
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emergency contacts, and virtual consultations with healthcare professionals. This highlights
the importance of a virtual agent in this context. Given the sheer scale of pilgrims and their
diverse backgrounds and languages, a virtual agent offers a scalable and easy-to-access
solution to deliver healthcare information and support. Pilgrims can access the virtual
agent via their smartphones or other devices, allowing for widespread dissemination of
critical health-related guidance. This accessibility is particularly valuable in emergency
situations when immediate access to reliable healthcare information and assistance can
be life-saving.

The advent of LLMs has revolutionized various natural language processing (NLP)
tasks, ranging from text generation to question answering. With the growing complexity of
human–computer interactions, there is an increasing demand for LLMs that are not only
powerful but also finely tuned to specific domains and trustworthy. LLMs have shown im-
mense value in the medical field. Their uses span from medical writing and documentation
to medical education. With their advanced capabilities, they can analyze data thoroughly,
assisting in translational medicine and drug development. Additionally, LLMs improve
tasks like medical reporting, diagnostics, and treatment planning, resulting in a better
overall patient experience [6,7]. Following the global pandemic, significant advancements
have been observed in the implementation of medical chatbots as conversational agents
for patients. Traditionally, these chatbots were designed to handle specific tasks such as
answering user queries on specific medical subjects by using a pre-defined database and
incorporating user feedback to enhance their responses [8].

GPT-3 is one of the LLMs that is built upon the Transformer architecture, which was
introduced by Vaswani et al. in the paper “Attention is All You Need” [9]. This architecture
relies on self-attention mechanisms to capture long-range dependencies in sequences
efficiently. GPT employs an unaltered Transformer decoder, distinguishing itself by the
absence of an encoder attention component [10]. This distinction is evident in the visual
representations provided in the diagrams above. Unlike BERT, which utilizes Transformer
encoder blocks, GPT, GPT-2, and GPT-3 are constructed using Transformer decoder blocks.
Notably, GPT-3 underwent training with extensive Internet text datasets totaling 570 GB,
marking it as the most substantial neural network upon its release, boasting an impressive
175 billion parameters, a hundredfold increase from GPT-2. GPT-3 comprises 96 attention
blocks, each housing 96 attention heads. As Transformers do not inherently understand
the order of tokens, positional embeddings are added to the token embeddings to give the
model information about the position of each token. This helps the model understand the
order of tokens in a sequence. The attention mechanism which is used in Transformers is
called scaled dot-product attention.

The retrieval-augmented generation (RAG) module can be utilized for uncertainty
validation. The RAG module serves two primary functions:

• Knowledge retrieval: When the model encounters uncertain or ambiguous input,
the RAG module retrieves relevant knowledge from specific external resources. This
retrieval process enables the model to augment its understanding of the topic at hand
and generate more informed responses.

• Validation of uncertain text: After retrieving relevant knowledge, the RAG module
validates the uncertain text generated by the GPT-3.5 Turbo model against the retrieved
information. By cross-referencing the model’s output with external knowledge sources,
the RAG module assesses the accuracy and credibility of the generated text, identifying
and correcting any inaccuracies or inconsistencies before finalizing the response.

The knowledge retrieval process within the RAG module involves several key steps.
Firstly, the module analyzes the input text, identifying keywords, entities, and contextual
cues that signal the need for additional information or clarification. Next, it formulates
structured queries based on the identified context, aiming to retrieve pertinent knowledge
vectors from the inherited databases. These queries are carefully crafted to extract relevant
information aligned with the topic at hand, ensuring that the retrieved knowledge is both
informative and contextually appropriate.
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Research conducted in the field of health promotion and communication consistently
underscores the effectiveness of strategic messaging and communication campaigns in driv-
ing awareness and promoting positive health behavior among different populations [11]. By
leveraging technology like a medical chatbot, healthcare providers can efficiently manage
the influx of inquiries and deliver prompt assistance to those in need. This automated sys-
tem can contribute to enhancing the overall healthcare experience during mass gatherings
like Hajj, ensuring a safer and more organized environment. When individuals have access
to a reliable and credible source of information, they are more likely to trust and utilize the
health-related information provided by that source. This, in turn, increases their likelihood
of effectively reducing potential health threats. A thorough investigation was carried out,
involving 280 pilgrims from 28 different countries, in order to assess the perception of
health risks associated with the Hajj pilgrimage [12]. The results of this study demonstrate
a decline in the awareness level among pilgrims when it comes to these risks [13]. Hence, it
emphasizes the immediate need for a thorough strategy that includes increasing awareness,
implementing surveillance systems, enforcing hygiene standards, providing healthcare
services, and promoting international cooperation [14].

The objective of this study is to present a medical chatbot that specifically caters to
the needs of Hajj pilgrims. By using real-world data and integrating a synthetic dataset,
an AI-powered multilingual chatbot is developed. This chatbot effectively interacts with
pilgrims, providing them with medical advice and addressing their common inquiries.
For pilgrims, having access to accurate and current medical information is essential for
providing reliable suggestions and treatment options. The data used are sourced from
trustworthy sources and are consistently updated. This not only saves time for healthcare
providers but also improves the overall experience for pilgrims. The LLM’s advanced
natural language understanding capabilities enable it to offer pilgrims highly accurate
and relevant information. The contributions of the presented work can be summarized
as follows:

• Domain-specific fine-tuning of LLM: We fine-tune a large language model (LLM)
specifically for the domain of healthcare and cultural sensitivities relevant to Hajj
pilgrims. This fine-tuning process ensures that the model is capable of understanding
and generating relevant responses within the context of healthcare conversations
during the pilgrimage.

• Introducing the HajjHealthQA dataset: To facilitate the development and evaluation
of our healthcare chatbot, we introduce the HajjHealthQA dataset. This dataset
contains a diverse collection of questions, answers, and conversations relevant to
healthcare issues faced by Hajj pilgrims. We also employ synthetic data augmentation
techniques (https://github.com/AbeerMostafa/HajjHealthQA-Dataset (accessed on
1 March 2024)).

• RAG module for uncertainty validation: We add a retrieval-augmented generation
(RAG) module to validate uncertain information provided by the chatbot. This
mechanism enhances the reliability and accuracy of the chatbot’s responses by cross-
referencing generated text with external knowledge sources.

• Training a secondary AI agent on the HealthVer dataset: We train two separate models
as part of our framework, one on the HajjHealthQA dataset for Hajj-specific healthcare
inquiries and another on the HealthVer dataset for medical information verification.
The latter is used to verify that the medical information generated by our chatbot is
supported by medical evidence.

• Prompt engineering for case study specifics: We employ prompt engineering tech-
niques tailored to the specific case study of building a healthcare chatbot for Hajj pil-
grims. This ensures that the chatbot’s responses are optimized for relevance, accuracy,
and cultural appropriateness within the context of Hajj-related healthcare scenarios.

• Multilingual support: To accommodate the linguistic diversity of Hajj pilgrims, our
chatbot offers multilingual support, allowing users to interact in their preferred language.

https://github.com/AbeerMostafa/HajjHealthQA-Dataset
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2. Related Work

The annual Hajj pilgrimage, the largest gathering in the Islamic world, involves
millions of pilgrims facing considerable physical and mental challenges. Two studies,
conducted during different time frames, contribute to understanding the common health
problems encountered by Hajj pilgrims and emphasize the need for further research to
address these challenges effectively.

2.1. Health Challenges Faced by Hajj Pilgrims

The study in [15] conducted a comprehensive analysis of common health problems
(CHPs) faced by Hajj pilgrims between 1998 and 2013. The research aimed to identify
patterns and types of illnesses through a review of articles retrieved from various databases.
The analysis of 27 studies involving 17,753 respondents highlighted respiratory diseases
(76.2%) as the predominant health issue, followed by skin diseases (7.4%), meningococcal
disease (3.7%), and heat stroke (3.7%). The findings, while significant, underscored a
limitation in available studies, hindering the formation of definitive conclusions. The study
advocated for more research to accurately report the incidence of respiratory diseases
among Hajj pilgrims and a big need for methods to help pilgrims overcome these diseases.

The authors in [2] examine the health challenges faced by 2–3 million pilgrims during
the Hajj pilgrimage every year from 2008 to 2016. This study focused on diseases and
emergency incidents. Respiratory diseases, including pneumonia, influenza, and asthma,
were identified as the primary health problems (73.33%), followed by non-communicable
diseases such as heat stroke or heart attack (16.67%) and cardiovascular diseases (10%).
The study also highlighted the scarcity of research in this domain, emphasizing the need
for further investigations to address the diverse health problems experienced by pilgrims
during Hajj.

In conclusion, these studies collectively underscore the critical need for further re-
search to comprehensively overcome and address the health challenges faced by Hajj
pilgrims. The synthesis of findings from both papers emphasizes the importance of a
holistic approach to healthcare assistance and intervention during the Hajj pilgrimage,
considering both communicable and non-communicable diseases and the most recent
technological approaches to help pilgrims during this significant religious event.

2.2. Medical Q&A

Medical-question-answering chatbots have emerged as a major breakthrough in the
field of medical science. These chatbots utilize neural networks and natural language
processing to provide personalized healthcare information and advice to users. They can
answer user queries related to various health issues, ranging from psychological counseling
to domain-specific medical knowledge [16,17]. These advancements in medical-question-
answering chatbots have the potential to revolutionize healthcare delivery and improve
access to information for patients.

One such chatbot called MedBot aims to identify illnesses, provide necessary informa-
tion, and promote a healthy lifestyle, reducing the need for hospital visits and healthcare
costs [18]. The authors contribute the largest Arabic Healthcare Question and Answer
(Q&A) dataset, named MAQA. Three distinct models, namely, long short-term memory
(LSTM), bidirectional LSTM (Bi-LSTM), and Transformers, are employed to experiment
with the Q&A system. Evaluation metrics such as cosine similarity and BLeU score reveal
that the Transformer model surpasses traditional deep learning models, emphasizing its
efficacy in Arabic healthcare information processing.

The authors in [19] introduce ChatENT, a specialized knowledge question-and-answer
platform. The authors systematically gather OHNS-relevant data from open-access internet
sources, indexing it into a database. Retrieval-augmented language modeling (RALM) is
employed to recall information, which is integrated into ChatGPT 4.0, creating ChatENT.
This paper marks the inception of the first specialty-specific large language model (LLM)
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in the medical field, demonstrating improved Q&A performance through domain-specific
knowledge augmentation.

Focused on biomedical reasoning and classification, the authors in [20] evaluate the
performance of various language models, comparing large language models (LLMs) with
classic machine learning (ML) approaches. Using the HealthAdvice dataset for classification
and CausalRelation for reasoning, the authors compare LLMs with logistic regression
models using bag-of-words representations and fine-tuned BioBERT models. Notably, fine-
tuning BioBERT yields the best results for both classification and reasoning, emphasizing
the importance of tailored approaches in biomedical tasks.

In reference to [21], the paper highlights the innovative use of synthetic data in ques-
tion and answer generation to enhance the accuracy of question-answering (QA) models,
addressing the challenge of limited human-labeled data. The study explores various factors
such as model size, pre-trained model quality, scale of synthesized data, and algorithmic
choices to bridge the gap between synthetic and human-generated question–answer pairs.
Notably, the researchers achieve higher accuracy on the SQUAD1.1 question-answering
task using solely synthetic questions and answers compared to using the SQUAD1.1 train-
ing set questions alone. The absence of access to real Wikipedia data prompts the synthesis
of questions and answers from an 8.3 billion-parameter GPT-2 model, demonstrating that
state-of-the-art question-answering networks can be trained on entirely model-generated
data with impressive results, achieving an 88.4 exact match (EM) and 93.9 F1-score on the
SQUAD1.1 dev set. The methodology is extended to SQUAD2.0, showcasing a 2.8 absolute
gain on EM score compared to prior work using synthetic data. This emphasizes the
pivotal role synthetic data play in significantly improving the accuracy and performance of
QA models.

2.3. Use of Synthetic Data

Reference [22] from Google DeepMind supports the use of synthetic data in mitigating
undesirable behaviors exhibited by language models, such as sycophancy. The study
explores how models tend to tailor their responses to align with a human user’s viewpoint,
even when that viewpoint may not be objectively correct. In response, the researchers
propose a synthetic-data intervention to reduce sycophantic behavior. The study con-
ducts evaluations on sycophancy tasks and observes that model scaling and instruction
tuning exacerbate sycophancy for large language models. The evaluation is extended to
statements that are objectively incorrect, revealing that language models may agree with
these statements to align with user opinions. The synthetic-data intervention, presented
as a straightforward fine-tuning step using public NLP tasks, is shown to significantly
reduce sycophantic behavior on held-out prompts. This supports the broader idea that
synthetic data can serve as a valuable tool in addressing and mitigating undesirable behav-
iors in language models, further emphasizing its positive impact on model performance
and behavior.

2.4. Hajj Q&A

In terms of the Hajj Q&A system, various studies have been conducted to address
questions related to Hajj rituals. An example of such an approach is the Hajj-QAES,
proposed by Sulaiman et al. [23]. This expert system utilizes knowledge-based techniques
to offer real-time responses to all inquiries regarding the Hajj pilgrimage. In addition to
addressing queries, this system plays a crucial role in educating pilgrims by encoding
pertinent facts and rules to effectively address their questions during the preparation
phase. Sharef et al. [24] worked towards enabling self-guided education for pilgrims.
They proposed a semantic-based question-and-answer system that utilizes ontology for
knowledge representation. Additionally, M-Hajj [25] introduced the concept of the mobile
decision support system, which utilizes case-based reasoning (CBR) and decision trees to
offer optimized answers.
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As we can observe, all AI agents and apps concerning Hajj and Umrah primarily focus
on providing general instructions and logistical assistance for pilgrims (such as Nusuk [26],
Mecca WABot [27]). However, they lack specific features designed to deliver healthcare
information and support the customized medical needs of pilgrims. There is a notable gap
in the availability of apps specifically dedicated to addressing healthcare concerns during
Hajj and Umrah, and that is what we propose in this research.

3. HajjHealthQA Dataset

The success of any healthcare chatbot hinges on the quality and diversity of its dataset.
In the context of assisting pilgrims during Hajj, a critical and challenging event that draws
millions of people annually, it is paramount to have a robust dataset that encompasses real-
world medical scenarios and synthetic data to enhance the chatbot’s performance. In this
section, we provide a detailed overview of the two datasets we collected and used in our
study, highlighting their sources, characteristics, and the rationale behind their inclusion.
The datasets are publicly available at (https://github.com/AbeerMostafa/HajjHealthQA-
Dataset (accessed on 1 March 2024)).

The HajjHealthQA dataset has been obtained from three primary sources: the Ministry
of Health (MOH) in the Kingdom of Saudi Arabia (KSA) [28], the World Health Organiza-
tion (WHO) [29], and the Ministry of Hajj and Umrah (MOHU) in KSA [30]. These sources
were accessed on 1 November 2023, as mentioned in the References section. Of the data,
60% are retrieved Q&A from the MOH, 20% from the WHO, and the remaining 20% from
the MOHU. The HajjHealthQA dataset includes frequently asked and common questions
from users, along with corresponding authoritative answers retrieved from these reputable
resources. The MOH resource is the official website of the Ministry of Health in Saudi
Arabia, a governmental organization subsidized and funded by the Saudi government.
The MOHU portal is a verified website for the Ministry of Hajj and Umrah, a government
agency responsible for facilitating the procedures for performing the rituals of Hajj and
Umrah in KSA. The WHO, on the other hand, is the United Nations agency that connects
nations, partners, and people to promote health, keep the world safe, serve the vulnerable,
and spearhead international public health efforts.

The primary foundation of our dataset is comprised of real-world medical questions
and answers sourced from reputable platforms, including the official website of the Ministry
of Health in Saudi Arabia [28] and various other trusted healthcare websites [29,31,32].
This dataset is a reflection of the actual health concerns and inquiries that pilgrims may
encounter during their Hajj journey. To ensure the authenticity and reliability of the data,
we employed a systematic approach to curate the real medical questions and answers. Web
scraping techniques using Python version 3.10.12 were applied to extract information from
the official Ministry of Health website and other credible health platforms. Only verified
and authoritative sources were used to compile a diverse range of questions related to
common health issues faced by pilgrims during Hajj.

The real-world medical dataset comprises a vast array of health-related queries, cov-
ering topics such as preventive measures, vaccination requirements, common ailments,
and emergency protocols [28,33,34]. Each question is paired with its corresponding au-
thoritative answer, often sourced directly from healthcare professionals or government
health agencies. The inclusion of real-world medical data serves to ground the chatbot’s
knowledge in the practical concerns of pilgrims. By drawing on actual questions posed
by individuals preparing for or participating in Hajj, the chatbot can offer relevant and
accurate information tailored to the specific health challenges associated with this religious
pilgrimage. Figure 1 shows examples of the collected real-world Q&A data.

https://github.com/AbeerMostafa/HajjHealthQA-Dataset
https://github.com/AbeerMostafa/HajjHealthQA-Dataset
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Figure 1. Q&A examples from real-world data.

In addition to real-world data, we incorporated a synthetic dataset generated using
ChatGPT, a powerful language model developed by OpenAI. This dataset was designed
to supplement the real medical questions and answers, providing a broader spectrum of
potential queries and responses that may not be covered by the real dataset alone. Our
synthetic dataset was created by prompting ChatGPT with healthcare-related questions
specific to the context of Hajj. We first extracted the topics and general themes from the
real questions asked by users. Based on these insights, we then formulated synthetic data
that accurately reflected these themes. The model’s responses were then used to generate
a diverse set of synthetic Q&A pairs. Figure 2 shows examples of synthetic Q&A data.
This process allowed us to explore hypothetical scenarios, address niche concerns, and
anticipate questions that may not have been explicitly addressed in the real medical dataset.
The synthetic dataset enhances the chatbot’s versatility by introducing a wide range of
hypothetical medical scenarios, preventive measures, and nuanced inquiries that pilgrims
might have. It complements the real dataset, providing a more comprehensive knowledge
base for the chatbot to draw upon when assisting users.

Figure 2. Q&A examples from synthetic data.

Our curated dataset comprehensively addresses a spectrum of health concerns preva-
lent during the Hajj pilgrimage, drawing insights from research papers identifying the most
common diseases [1–5]. It encompasses detailed Q&A pairs covering respiratory diseases,
pneumonia, influenza, asthma, sunlight effects, cardiovascular diseases, heart diseases,
heat strokes, skin diseases, and meningococcal diseases. Recognizing the crowded condi-
tions and environmental factors during Hajj, our dataset provides valuable information
on respiratory diseases, pneumonia, and influenza, offering guidance on prevention and
intervention. For asthma, tailored advice is given to manage and prevent attacks in the
pilgrimage setting. The dataset also delves into the impact of prolonged sunlight exposure
and addresses associated health risks. With a focus on cardiovascular diseases, heart dis-
eases, and the potential for heat strokes, the dataset equips pilgrims with knowledge on
prevention and management. Skin-related queries cover sun protection, hygiene practices,
and managing skin conditions during the pilgrimage. Lastly, preventive measures against
meningococcal diseases, including vaccination information and symptom awareness, are
integrated into the dataset. This collective information ensures that the healthcare chatbot
is well equipped to provide nuanced guidance on a wide array of health challenges faced
by pilgrims during Hajj.

4. Methodology

In crafting a robust methodology for the development of our healthcare chatbot
tailored to the needs of Hajj pilgrims, a strategic approach was undertaken. In this section,
we describe the methodology employed in our research, detailing the process of fine-tuning
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GPT-3.5 Turbo and Llama 3 for domain-specific healthcare applications, utilizing the RAG
module for uncertainty validation, evaluating text generation using quality metrics, and
training a different model on a specialized dataset for medical information verification.

Our methodology workflow, as illustrated in Figure 3, begins with the step of model
fine-tuning, where we adapt the LLM to the domain of healthcare communication cus-
tomized for Hajj pilgrims. This process involves iterative cycles of hyperparameter tuning
to optimize the model’s performance. Following model fine-tuning, we address the as-
pect of medical information validation within the generated text. Initially, we add the
retrieval-augmented generation (RAG) module, which retrieves knowledge from databases
inherited from reputable websites such as the World Health Organization (WHO), the
Ministry of Health in the Kingdom of Saudi Arabia (KSA), and the Ministry of Hajj and
Umrah. This ensures that our responses are grounded in reliable medical information.
Subsequently, we employ another chatbot trained on the HealthVer dataset [35] to verify
the accuracy and consistency of our responses against established medical evidence. This
dual-validation approach enhances the reliability and trustworthiness of our chatbot’s
output. Additionally, we incorporate prompt engineering techniques to further refine and
optimize the relevance and specificity of our responses within the context of Hajj-related
healthcare inquiries. Through this comprehensive workflow, we aim to develop a robust
and dependable healthcare chatbot capable of providing accurate and evidence-based
support to pilgrims.

Figure 3. Proposed system architecture.

4.1. Model Fine-Tuning

Central to our methodology is the utilization of the GPT-3.5 Turbo model. It is consid-
ered a fine-tuned version of GPT3. GPT-3.5 stands out for its notably superior performance
compared to any open-source LLMs. This performance advantage underscores its effec-
tiveness in various tasks and domains, making it a preferred choice for many applications
requiring advanced natural language processing capabilities. The model operates on a
highly parallelized architecture, enabling efficient processing of vast amounts of data
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during both pre-training and fine-tuning phases. The fine-tuning process involves modify-
ing the model’s pre-trained parameters to specialize in healthcare queries relevant to the
pilgrimage context.

GPT-3 follows a pre-training strategy where it is initially trained on a large corpus
of diverse text data. During this phase, the model learns to predict the next word in a
sentence, given the context of preceding words. This process enables the model to acquire a
rich understanding of grammar, syntax, and semantics. After pre-training, GPT-3 leverages
the power of transfer learning. The model, once pre-trained, can be fine-tuned for specific
downstream tasks, such as language translation, question answering, summarization,
and more. This flexibility makes it a versatile tool for a wide array of natural language
processing applications.

The model exhibits remarkable zero-shot and few-shot learning capabilities. Zero-
shot learning involves making predictions on tasks the model has never seen during
training, while few-shot learning involves providing the model with a small amount of
task-specific information. It can perform surprisingly well in both scenarios. In our case,
we employ a few-shot learning strategy to make the model capture the context of our
custom chatbot application. GPT-3.5 allows fine-tuning on specific tasks, enabling users to
customize the model for their particular application. This feature enhances the model’s
adaptability and ensures better performance on domain-specific tasks. There is already
evidence that fine-tuning with a few samples is sufficient to improve results from GPT in
health domains [36]. We conducted domain-specific fine-tuning using a combination of
real-world and synthetic data obtained from the HajjHealthQA dataset. The fine-tuning
process involves exposing the model to 150 samples of text data related to healthcare
queries, responses, and conversations pertinent to the Hajj pilgrimage. This enables the
model to learn domain-specific nuances, language patterns, and cultural sensitivities
relevant to healthcare interactions during Hajj. While we tested and evaluated the model’s
performance on 33 data samples, experiments were performed on real data alone, synthetic
data alone, and a combination of real and synthetic data. Details of our experiments are
further discussed in Section 5.

In addition, we utilized the Llama3 model, an advanced language model renowned
for its enhanced capabilities over its predecessors in handling complex natural language
processing tasks. The primary objective was to assess its performance against the GPT-3.5
model, specifically in the context of the same dataset. The fine-tuning process involved ex-
tensive training on our dataset, ensuring that both Llama3 and GPT-3.5 were optimized for
the same tasks under identical conditions. By maintaining consistent training parameters
and evaluation metrics, we aimed to establish a fair and rigorous comparative analysis.

4.2. Retrieval-Augmented Generation

The RAG module stands as a cornerstone of our methodology, serving as a powerful
mechanism for enhancing the accuracy, relevance, and reliability of generated text within
our healthcare chatbot framework. This module integrates advanced techniques in knowl-
edge retrieval from vector databases inherited from esteemed websites, including the World
Health Organization (WHO) [29], the Ministry of Health in the Kingdom of Saudi Arabia
(KSA) [28], and the Ministry of Hajj and Umrah [30]. These sources contain a wealth of
information spanning diverse healthcare topics, including disease prevention, treatment
guidelines, health advisories, and cultural considerations specific to the Hajj pilgrimage.

Using the RAG module, the vector database is prepared as follows. We first collect
and load our data from the previously mentioned sources. Afterwards, we split these
documents into smaller chunks of data. Lastly, we embed and store these chunks of
data using vector embeddings to enable semantic search across the text chunks. All
this process is implemented using langchain. As an example, if a user poses a query
regarding the management of a specific medical condition during the Hajj pilgrimage,
the RAG module retrieves relevant knowledge from the inherited databases, such as
WHO’s recommendations for managing infectious diseases in crowded settings or the
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Ministry of Health’s guidelines for providing medical care to Hajj pilgrims. This retrieved
knowledge is then used to validate the accuracy of the generated response, ensuring that it
aligns with authoritative medical information and cultural considerations specific to the
Hajj pilgrimage.

4.3. Evidence-Based Verification

Using an LLM to evaluate another LLM enhances the reliability and objectivity of the
assessment process by leveraging advanced language understanding capabilities [37]. In
this stage, we conducted evidence-based verification to ensure the accuracy and reliability
of the responses generated by our healthcare chatbot. Our approach involved fine-tuning
the GPT-3.5 Turbo model on the HealthVer dataset [35], which comprises medical questions
paired with claims and corresponding evidence. This dataset served as a valuable resource
for training a model to discern whether the provided evidence supports, refutes, or is
neutral to the given claim. By fine-tuning the model on this dataset, we aimed to imbue
it with the ability to evaluate the validity and credibility of medical claims based on
supporting evidence.

During the fine-tuning process, we presented the model with medical questions
accompanied by claims and associated evidence, prompting it to classify the evidence as
supporting, refuting, or neutral in relation to the claim. This iterative training procedure
enabled the model to learn to recognize patterns and correlations between medical claims
and evidence, thereby enhancing its ability to make evidence-based judgments.

Once trained, we integrated this verification model into our healthcare chatbot frame-
work for testing purposes. When generating responses to inquiries using our original
model, which was fine-tuned on the HajjHealthQA dataset, we employed the verification
model to assess the validity of the generated answers. After obtaining a response from our
original model, we presented it to the verification model and asked whether the provided
evidence supported, refuted, or was neutral to the reference answer. An example of this
workflow is illustrated in Figure 4.

Figure 4. Example of verification via another AI agent.

This verification step served as a crucial quality control measure, allowing us to vali-
date the accuracy and reliability of the responses generated by our chatbot. By leveraging
the verification model trained on the HealthVer dataset, we were able to evaluate the
consistency and alignment of the generated answers with established medical evidence.
Responses that were deemed to be supported by the evidence provided a higher level of
confidence in their accuracy, while those refuted by the evidence signaled potential inaccu-
racies or inconsistencies that required further refinement. This rigorous validation process
underscores our commitment to upholding standards of evidence-based practice in health-
care communication, ultimately contributing to the provision of reliable and trustworthy
support for Hajj pilgrims and other users seeking medical information.
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4.4. Prompt Engineering

Prompt engineering plays a pivotal role in the effectiveness and user experience of
conversational agents. In the context of our healthcare chatbot, the process of crafting
prompts is particularly crucial to ensure accurate, relevant, and context-aware responses.
Here, we explore the strategies and considerations involved in prompt engineering for
our specialized chatbot. This prompt engineering process is mainly considered role-based
as we assign a specific role to the conversational agent to stick to the specified topics and
provide only relevant responses.

• Task-specific prompts
The healthcare chatbot serves a range of purposes, from providing medical in-

formation to offering guidance on common health concerns during the pilgrimage.
Task-specific prompts are necessarily formulated to elicit relevant information from
users. For instance, a pilgrim seeking advice on managing heat-related illnesses might
receive prompts that inquire about their current location, symptoms, and recent ac-
tivities. We made sure that all aspects of potential prompts were included in our
dataset. The Q&A datasets include prompts about protection, identifying symptoms,
healthcare tips and advice, vaccination, and handling emergency situations. Figure 5
shows an example of a conversation about dealing with symptoms.

Figure 5. Example of task-specific prompts.

• Multilingual support
Hajj attracts a diverse group of pilgrims from various linguistic backgrounds. The

chatbot’s prompt system is designed to handle multiple languages to accommodate
the linguistic diversity of the users. Pilgrims can interact with the chatbot seamlessly
in their preferred language, ensuring inclusivity and accessibility. We can see this
when using Arabic language in the prompt illustrated in Figure 6.

• Customization for cultural sensitivity
Understanding the cultural and religious context of Hajj is paramount in pro-

viding meaningful interactions. Prompts are carefully designed to align with the
sensitivities and nuances associated with the pilgrimage. This involves incorporating
appropriate greetings, addressing pilgrims respectfully, and avoiding content that
may be deemed culturally insensitive. Figure 6 illustrates a prompt to emphasize
culture sensitivity, where we used Arabic language, Islamic greetings, and a question
related to the Hajj rituals.
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Figure 6. Customization for cultural sensitivity via prompts.

• Contextual awareness and follow-up prompts
To enhance the continuity of conversations, the chatbot is equipped with contex-

tual awareness. It can recall previous interactions and responses, allowing for more
coherent and personalized conversations. Follow-up prompts are carefully crafted
to seek additional details or provide further assistance based on the context of the
ongoing conversation. This feature ensures that the chatbot can address complex
healthcare inquiries in a more dynamic and iterative manner. Figure 5 shows an
example of a user asking a follow-up question which the chatbot could handle easily.

• Iterative improvement through user feedback
Prompt engineering is an ongoing process, and user feedback is invaluable for

refining and enhancing the effectiveness of the chatbot. Pilgrim interactions are ana-
lyzed to identify areas of improvement in prompt design, language clarity, and overall
user satisfaction. This iterative feedback loop allows for continuous optimization of
the prompt system to better serve the healthcare needs of Hajj pilgrims.

5. Experimental Setup

In this section, we detail the experiments conducted to fine-tune and evaluate our
healthcare chatbot, leveraging the GPT-3.5 Turbo model. The primary objective was to
optimize the model’s performance for delivering reliable information to pilgrims. The
fine-tuning experiments focused on three key hyperparameters: the number of epochs,
batch size, and learning rate multiplier. We iteratively fine-tuned the model, systematically
adjusting hyperparameters to achieve optimal performance.

5.1. Hyperparameter Tuning

The effectiveness of our healthcare chatbot heavily relies on the fine-tuning process of
the GPT-3.5 Turbo model. Central to this process is the optimization of hyperparameters,
which are crucial configuration settings influencing the learning dynamics of the model.

5.1.1. Number of Epochs

The number of training epochs, representing the complete pass through the entire
training dataset, is a critical hyperparameter. Too few epochs may result in underfitting,
while too many epochs may lead to overfitting. Through a systematic approach, we deter-
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mined an appropriate number of epochs that ensures the model captures the intricacies
of healthcare-related queries specific to Hajj pilgrims without compromising on gener-
alization. Figure 7 illustrates the accuracy achieved by our experiments with trial and
error techniques.

Figure 7. Number of epochs vs. test accuracy.

5.1.2. Batch Size

The choice of batch size, representing the number of training samples processed
in a single iteration, significantly affects the model’s training efficiency. A carefully se-
lected batch size ensures efficient memory utilization and accelerates convergence. Our
experimentation involved varying batch sizes to identify an optimal setting that balances
computational efficiency and training stability; Figure 8 illustrates this process.

Figure 8. Batch size vs. test accuracy.

5.1.3. Learning Rate Multiplier

The learning rate is a hyperparameter that determines the step size at each iteration
while moving toward a minimum of a loss function. It influences how much the model’s
weights should be updated during training. The learning rate multiplier is a factor applied
to the learning rate for a specific set of parameters or layers in a neural network. It allows
you to adjust the learning rate differently for different parts of the model. This can be useful
when certain parameters require more or less aggressive updates than others. For example,
in transfer learning, you might want to fine-tune only the last few layers of a pre-trained
model with a smaller learning rate to avoid overfitting to the new data. Tuning the learning
rate multiplier is important in fine-tuning pre-trained language models as it facilitates the
adaptation of the model to a specific task or domain. This hyperparameter adjustment
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is instrumental in preventing catastrophic forgetting, where the model loses previously
acquired knowledge during fine-tuning, by enabling selective updates to different layers.
It contributes to stabilizing training by achieving a balance between stable convergence
and effective task-specific adaptation. The learning rate multiplier also plays a pivotal role
in controlling the rate of change, ensuring that the model efficiently converges within a
reasonable computational budget. Figure 9 visually represents the relationship between
the learning rate multiplier and test accuracy during the fine-tuning process.

Figure 9. Learning rate multiplier vs. test accuracy.

5.2. Evaluation Metrics

In assessing the efficacy of our healthcare chatbot tailored for pilgrims, a meticulous
evaluation strategy was deployed, employing a diverse set of metrics to gauge the model’s
performance across multiple dimensions. The fundamental criterion for evaluation, ac-
curacy, served as a foundational metric to measure the model’s ability to provide correct
responses to healthcare queries posed by pilgrims during their journey. This metric was
particularly crucial, considering the critical nature of healthcare information dissemination
in the context of pilgrimage.

The evaluation framework further incorporated the ROUGE score (Recall-Oriented
Understudy for Gisting Evaluation) [38]. ROUGE is a set of metrics used for the automatic
evaluation of machine-generated text, particularly in the context of natural language
processing tasks such as text summarization and machine translation. ROUGE focuses on
assessing the quality of summaries or translations by comparing them to reference (human-
generated) summaries using various measures. In the context of our healthcare chatbot
for pilgrims, we use ROUGE as an evaluation metric to measure how well the responses
generated by our chatbot align with reference responses or desired information. Adapted to
our healthcare chatbot, ROUGE enabled us to measure the recall-oriented overlap between
the model’s responses and the reference data, providing a nuanced perspective on the
comprehensiveness of the generated information. One fundamental aspect of ROUGE is
its computation of scores based on n-gram overlap, where “n” represents the size of the
contiguous word sequences. The formula for ROUGE-N involves calculating the count of
overlapping n-grams in the generated text and reference, normalized by the total count of
n-grams in the reference, as shown in Equation (1).

ROUGE − N =
Count of overlapping n − grams

Total count of n − grams in reference
(1)

The third evaluation metric we considered was precision. Precision assesses the
accuracy of the chatbot’s responses by measuring the proportion of correctly generated
responses among all responses produced by the chatbot. As illustrated in Equation (2),
precision answers the question: “Of all the responses generated by the chatbot, how many
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are actually correct?”. A high precision indicates that the chatbot tends to provide accurate
responses, minimizing the likelihood of producing incorrect or irrelevant information.

Precision =
Count of overlapping n − grams

Total count of n − grams in generated text
(2)

F1-score is the harmonic mean of precision and recall, providing a balanced measure
that considers both accuracy and completeness. It is particularly useful when there is an
uneven class distribution between correct and incorrect responses. The F1-score formula is
given by Equation (3). In this study, we use the macro F1-score. This metric is particularly
valuable in text generation tasks where multiple dimensions of quality need to be consid-
ered, such as coherence, relevance, and fluency. However, it is important to note that the
macro F1-score does not account for the inherent diversity in generated text and may not
fully capture nuanced aspects of quality.

F1 − Score =
2(Precision)(Recall)
Precision + Recall

(3)

Lastly, we employ BERTScore [39], which is an automatic evaluation metric to asses the
quality of generated text. It is rooted in contextual embeddings derived from pre-trained
BERT models. Unlike traditional metrics that rely on exact matches, BERTScore computes
similarity scores between tokens in the generated text and tokens in the reference text using
contextual embeddings obtained from BERT models. This approach enables BERTScore
to capture semantic similarity and contextual relevance, providing a more nuanced eval-
uation of text generation quality. The method exhibits strong correlation with human
judgments and better performance compared to existing metrics. Additionally, BERTScore
demonstrated greater robustness to challenging examples in an adversarial paraphrase
detection task. In our evaluation, we leveraged BERTScore to assess the similarity and
relevance of generated responses to reference answers, providing a more comprehensive
and contextually informed measure of text generation quality.

These metrics collectively contribute to a comprehensive evaluation of the language
model’s ability to generate responses that are both accurate and comprehensive. In the
context of our chatbot, achieving a high precision ensures that the generated responses
are correct, while a high recall ensures that a significant portion of relevant responses is
captured. Striking the right balance between these metrics is pivotal, aligning with the
specific goals of accurate and contextually relevant response generation. This multifaceted
evaluation framework guides iterative improvements, fostering the development of a
highly effective and context-aware healthcare chatbot for pilgrims during Hajj.

6. Results and Discussion

In this section, we delve into the results obtained by our proposed methodology, which
highlight the performance metrics of our healthcare chatbot across different training data
scenarios. The metrics include accuracy, ROUGE n-gram, precision, macro F1-score, and
BERTScore. These metrics provide a comprehensive view of the chatbot’s effectiveness in
generating responses. It is noted that according to the latest improvements in OpenAI’s
API version 1.3.0 (as of 20 May 2024), there is a good boost in the reported accuracy.

6.1. Accuracy Analysis

Figure 10 explains the GPT-3.5 Turbo fine-tuning progression during the downstream
training task steps exclusively with real-world data of the HajjHealthQA dataset. The right
chart exhibits the dynamic evolution of training and validation loss, revealing a steady
decline in both metrics, indicating successful convergence. The left chart details mean token
accuracy for training and validation sets, showcasing the model’s improving proficiency in
accurate token-level predictions as training progresses.
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Figure 10. Model performance when using real-world data only.

Figure 11 illustrates GPT-3.5 Turbo training dynamics using synthetic data only. The
right chart demonstrates a notable decrease over steps, indicating effective convergence.
The left chart reveals the model’s capacity to accurately predict tokens during training.
Comparing Figure 11 to Figure 10, the synthetic data exhibit faster convergence in terms of
loss and a slightly different trend in token accuracy. This suggests the unique impact of
synthetic data on the model’s learning dynamics, emphasizing their role in shaping the
model’s performance characteristics.

Figure 11. Model performance when using synthetic data only.

Figure 12 demonstrates the influence of different synthetic-to-real data ratios on model
performance. The results show that increasing the proportion of synthetic data generally
maintains higher accuracy levels, particularly in validation performance. When synthetic
data dominate, the model exhibits strong validation accuracy, suggesting that synthetic
data are more effective in training the model. Conversely, as the proportion of real data
increases, there is a noticeable decline in validation accuracy. This trend highlights the
critical role of synthetic data in achieving better overall performance in both training and
validation phases.

Figure 12. Mean token accuracy when using different portions of real/synthetic data.
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In Table 1, we present the accuracy achieved with different model components in our
methodology, including base GPT-3.5 Turbo, fine-tuning on the HajjHealthQA dataset, and
fine-tuning combined with the RAG module. We observe that incorporating fine-tuning
techniques leads to improved accuracy across all datasets compared to using the base
GPT-3.5 Turbo model alone. Specifically, fine-tuning on synthetic data yields the highest
accuracy, highlighting the effectiveness of synthetic data augmentation in enhancing model
performance and the importance of domain-specific fine-tuning. Furthermore, integrating
the RAG module with the fine-tuned model further improves accuracy by almost 5%.
This underscores the great effect of knowledge retrieval in improving the accuracy of the
healthcare chatbots and also enhancing reliability by providing validated information.

Table 1. Mean token accuracy achieved with different model components.

Dataset GPT-3.5 Turbo Fine-Tuning Fine-Tuning + RAG

Real data only 68.1% 73.3% 79.8%
Synthetic data only 86.6% 93.3% 97.4%
Real and synthetic 50/50 76.4% 83.5% 89%

6.2. Quality Metrics

In Table 2, we present the results obtained on the HajjHealthQA test dataset, evaluating
the performance of our healthcare chatbot using quality evaluation metrics such as ROUGE,
precision, and F1-score. We observe that using synthetic data alone yields slightly higher
scores compared to using real data only, indicating the effectiveness of synthetic data
augmentation in improving model performance. However, combining real and synthetic
data leads to comparable results, suggesting that a balanced approach incorporating both
types of data can maintain performance while benefiting from the diversity provided by
synthetic data.

Table 2. Results on HajjHealthQA test data.

Dataset ROUGE Precision F1-Score

Real data only 0.78 0.76 0.76
Synthetic data only 0.92 0.89 0.9
Real and synthetic 50/50 0.87 0.84 0.84

Table 3 showcases the results of our model evaluation using BERTScore. Here, we
observe consistently high recall, precision, and F1-score across different datasets. Specif-
ically, using synthetic data alone yields the highest scores, indicating that our chatbot
generates responses with high relevance and semantic similarity to reference answers when
trained on synthetic data. Additionally, combining real and synthetic data maintains high
performance, further validating the effectiveness of our approach in enhancing the quality
of generated responses.

Table 3. Results using BERTScore evaluation on GPT-3.5 Turbo.

Dataset Recall Precision F1-Score

Real data only 0.873 0.844 0.86
Synthetic data only 0.93 0.91 0.92
Real and synthetic 50/50 0.91 0.9 0.898

The BERTScore results are relatively higher because it is designed to capture semantic
similarity between generated responses and reference answers. This results in more accu-
rate and meaningful evaluations of text generation quality. Additionally, the effectiveness
of BERTScore may be attributed to its ability to consider the entire context of the generated
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response and reference text, leading to higher scores that reflect a closer alignment between
the model-generated responses and human references.

Table 4 highlights the competitive performance of Llama3 compared to GPT-3.5 Turbo,
especially in handling synthetic and mixed datasets. Llama3 shows robust and balanced
metrics across different data types, indicating its strong generalization capabilities. How-
ever, GPT-3.5 Turbo slightly outperforms Llama3 in scenarios involving synthetic and
combined datasets, achieving higher precision and F1-scores. This suggests that while
Llama3 is highly effective and reliable, GPT-3.5 Turbo may have a slight edge in generating
responses with higher semantic relevance and accuracy when evaluated using BERTScore.
Despite this, Llama3’s consistency across various datasets underscores its potential for
applications requiring diverse data handling and robust performance.

Table 4. Results using BERTScore evaluation on Llama3.

Dataset Recall Precision F1-Score

Real data only 0.87 0.85 0.86
Synthetic data only 0.89 0.88 0.88
Real and synthetic 0.88 0.86 0.86

The incorporation of synthetic data has played a pivotal role in enhancing the overall
performance of our healthcare chatbot for pilgrims. This strategic integration of simulated
data into the training set has yielded improvements in key metrics, particularly accuracy,
ROUGE scores, and precision, showcasing the potential benefits of leveraging synthetic
data augmentation in the development of conversational agents.

For the quantitative quality measurements conducted for this chatbot, the evaluation
process involved obtaining 50 responses from individuals, each of whom assessed one of
the 10 questions posed and the corresponding answer generated by the bot. It is notable
that 60% of the recipients were planning to undertake the Hajj pilgrimage, while the
remaining 40% had already completed the Hajj. This diversity in the sample population
provides valuable insights into the bot’s performance in addressing the needs and inquiries
of individuals at different stages of their Hajj-related medical journey. The response data
indicate that the majority of recipients, 68%, were very satisfied with the answers provided
by the bot. An additional 20% expressed satisfaction, while 10% were not satisfied, and 2%
were very unsatisfied. This distribution of user satisfaction levels suggests that the bot’s
performance was generally well received, with a significant proportion of users finding the
responses informative and helpful.

In addition, our evidence-based fact-checking module performed very well. We have
tested it with all the synthetic dataset generated by ChatGPT to ensure the trustworthiness
of the generated text. From all 150 answers, we received only 2 answers that were not
supported by the medical evidence; therefore, these 2 answers were removed from the
dataset. This validation ensures that all synthetic data align with trustworthy medical
information, maintaining the high standards of our ground truth data. In Table 5, we
provide examples of prompting the validation AI agent for fact-checking. Each prompt
presents a claim generated by the healthcare chatbot and asks the validation AI agent to
determine if the claim is supported by the provided evidence. This gives insights into
the reliability and accuracy of the generated responses. By leveraging fact-checking with
another AI agent, we ensure the credibility and trustworthiness of the healthcare chatbot’s
responses, validating the effectiveness of our methodology in providing evidence-based
information to users.
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Table 5. Examples of prompting the second AI agent for fact-checking. The general template for
the prompt begins with: “You are a healthcare chatbot who is responsible for validating health
information by checking if a health evidence supports or refutes a specific health claim. You should
only reply with the word (Supports) or the word (Refutes) or the word (Neutral).”, where the claim is
the chatbot’s answer and the evidence is the reference answer.

Prompt Output

Please decide if the following claim supports the evidence. Claim: Engage in light to moder-
ate physical activities, such as walking, and avoid strenuous exercises. Rest when needed to
prevent overexertion. Evidence: Engage in light exercises, such as walking, and pace yourself
during rituals. Listen to your body, take breaks, and avoid strenuous activities that may lead
to exhaustion.

SUPPORTS

Please decide if the following claim supports the evidence. Claim: Elderly pilgrims should
consult with their healthcare provider to ensure they are physically able to participate in Hajj.
They should also take precautions to prevent heat-related illnesses and stay hydrated. Evidence:
Elderly pilgrims should undergo a thorough medical evaluation before Hajj. Consider factors
such as mobility, medication management, and the overall impact on their health.

SUPPORTS

Please decide if the following claim supports the evidence. Claim: Yes, there are medical facilities
available during Hajj to provide emergency care. Evidence: Yes, medical facilities are set up
along the Hajj route, and hospitals are equipped to handle emergencies.

SUPPORTS

6.3. Comparison with Benchmark Results

Comparing the benchmark results presented in Table 6 to our results, our healthcare
chatbot exhibits noteworthy performance (these results were obtained on 27 December 2023
and is the most recent benchmark as of our knowledge). While the authors in [40] focus on
datasets like MMLU in knowledge-based question-answering tasks, our chatbot targets
the unique context of providing health-related information to pilgrims during Hajj. We
should also mention that GPT 4 is not yet available for public use. However, our chatbot’s
accuracy, especially when trained on synthetic data, outperforms most of the benchmark
results, showcasing its effectiveness in generating accurate responses.

Table 6. LLM benchmark on knowledge-based QA tasks [40].

Dataset Gemini Pro GPT-3.5 Turbo GPT 4 Turbo Mixtral

MMLU (5-shot) 65.22 67.75 80.48 68.81
MMLU (CoT) 62.09 70.07 78.95 59.57

In conclusion, our healthcare chatbot demonstrates competitive performance compared
to benchmark results, in addition to more reliability. The integration of the RAG module and
synthetic data has played a crucial role in achieving these results, suggesting their effectiveness
in enhancing healthcare chatbots’ robustness, language understanding, and responsiveness.

7. Data Privacy and Ethical Considerations

Ethical considerations are crucial in the development and deployment of any AI
system, especially in the healthcare domain. We provide a discussion on the ethical
considerations related to the development of our healthcare chatbot for pilgrims.

Respecting user privacy and ensuring the security of sensitive medical information
are paramount. The dataset used for training the chatbot was carefully anonymized and
stripped of personally identifiable information to safeguard the privacy of individuals.
Additionally, protective measures will be considered within the deployment stage to protect
any user data collected during interactions with the chatbot. Users interacting with the
chatbot will be provided with clear and concise information regarding the nature of the
chatbot, the purpose of data collection, and the handling of their queries. Informed consent
mechanisms are considered to ensure that users are aware of and agree to the chatbot’s
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functionalities. Transparency in communication is prioritized to build trust and empower
users to make informed decisions about their interactions with the chatbot.

Given the diverse backgrounds of pilgrims, special attention was given to incorporat-
ing cultural sensitivity into the chatbot’s responses. The model was fine-tuned to recognize
and respect cultural nuances in medical queries, ensuring that responses were not only
accurate from a medical standpoint but also culturally appropriate. Furthermore, the
chatbot was designed to provide explanations and elaboration for its responses, especially
in cases where medical advice or information was provided. Ensuring transparency in the
decision-making process of the model fosters user understanding and trust.

By integrating these ethical considerations into the development process, the health-
care chatbot aimed to prioritize user well-being, privacy, and trust, fostering a responsible
and ethical deployment within the pilgrim community.

8. Conclusions

In conclusion, our study presents a comprehensive methodology designed to enhance
the reliability and effectiveness of healthcare conversational agents, particularly customized
to meet the needs of Hajj and Umrah pilgrims. Through experimentation and evaluation,
we have demonstrated the efficacy of our approach in addressing key challenges faced by
current healthcare conversational agents.

Our methodology incorporates domain-specific fine-tuning of the GPT-3.5 Turbo
and Llama3 models with the help of our collected HajjHealthQA dataset. An essential
component of our methodology is addressing medical information validation and reliability.
We implement evidence-based validation mechanisms, such as the RAG module and
secondary AI agents for fact-checking. These mechanisms play a crucial role in ensuring
the accuracy and credibility of the generated responses. By retrieving knowledge from
reputable sources and cross-verifying responses with established medical evidence, we
mitigate the risk of misinformation.

Our evaluation results across multiple metrics demonstrate the effectiveness of our
methodology in delivering reliable healthcare assistance by achieving competitive results
against state-of-the-art models. The significant improvements observed in these metrics
highlight the success of our approach in filling critical gaps in current healthcare conversa-
tional agents.

In future work, we aim to further refine and extend our methodology to enhance the
scalability of healthcare conversational agents for Hajj and Umrah pilgrims. This could
involve integrating real-time data sources to enable dynamic updates and personalized
recommendations based on individual profiles and current environmental conditions.
Furthermore, collaboration with healthcare professionals will be essential to ensure the rel-
evance of the information provided by the conversational agents. Additionally, integrating
multimodal capabilities, such as support for text, voice, and image inputs, could broaden
the range of interactions and accommodate diverse user preferences and accessibility needs.
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