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Abstract: In this work, we explore the application of deep reinforcement learning (DRL) to algorithmic
trading. While algorithmic trading is focused on using computer algorithms to automate a predefined
trading strategy, in this work, we train a Double Deep Q-Network (DDQN) agent to learn its own
optimal trading policy, with the goal of maximising returns whilst managing risk. In this study, we
extended our approach by augmenting the Markov Decision Process (MDP) states with sentiment
analysis of financial statements, through which the agent achieved up to a 70% increase in the
cumulative reward over the testing period and an increase in the Calmar ratio from 0.9 to 1.3. The
experimental results also showed that the DDQN agent’s trading strategy was able to consistently
outperform the benchmark set by the buy-and-hold strategy. Additionally, we further investigated
the impact of the length of the window of past market data that the agent considers when deciding on
the best trading action to take. The results of this study have validated DRL’s ability to find effective
solutions and its importance in studying the behaviour of agents in markets. This work serves to
provide future researchers with a foundation to develop more advanced and adaptive DRL-based
trading systems.

Keywords: deepreinforcement learning; automated trading systems; Q-learning; double deep
Q-networks; sentiment analysis; stock market prediction; algorithmic trading

1. Introduction

Algorithmic trading systems involve using computer algorithms to automate a trading
strategy based on the principles of fundamental and technical analysis [1,2]. A trading
strategy is typically characterised by some indicator or signal derived from market data,
helping the trader decide when to best buy and sell certain assets [3]. By trading system-
atically, algorithmic traders can have several advantages over traditional investors, such
as much faster responses to new information about the market. The rules underlying a
systematic strategy are well defined, static in time and, therefore (ideally), sheltered from
the biases of human intervention [4]. Despite this, algorithmic traders still face many
challenges: markets are complex, and identifying successful investment strategies and
converting them into actionable rules for a trading system is a non-trivial task [4]. Markets
are also constantly evolving, so while a systematic strategy operates on fixed rules, the
forecasts derived from them must remain adaptive to evolve with the market [4].
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The application of reinforcement learning (RL) to algorithmic trading is, in many ways,
a perfect match. Trading is fundamentally a problem of decision making under uncertainty,
and reinforcement learning is a family of methods for solving such problems [5]. One of the
key strengths of applying reinforcement learning to trading is the agent’s ability to adapt its
strategy in response to changing market conditions. Unlike static trading algorithms, an RL
agent is designed to learn continuously from its interaction with the market, enabling it to
refine its trading policy over time. In this framework, we formulate the trading problem as
a Markov Decision Process (MDP) [6], and the formulated MDP is solved using the Double
Deep Q-Network (DDQN) algorithm [7].

Q-learning, a model-free, value-based approach proposed by Watkins (1989), is one
of the most popular reinforcement learning techniques for solving policy optimisation
in the MDP framework. The Deep Q-Network (DQN) algorithm represents a significant
advancement by combining traditional Q-learning with the power of neural networks [8].
This hybrid approach allows for the efficient handling of high-dimensional state spaces
causing DQN to gain much popularity in the finance domain. Over time, the basic architec-
ture of DQN has undergone several improvements aimed at enhancing its efficiency and
performance. One notable enhancement is the introduction of the Double Deep Q-Network
(DDQN), which addresses the overestimation bias often observed in the original DQN
algorithm. As a result, DDQN has emerged as the new state of the art, showing significantly
improved learning stability and better estimations [9].

In this work, we applied an adapted DDQN algorithm to single-asset trading of the
Tesla Inc. (TSLA) stock. A review of the literature of RL in finance revealed that the
agent’s state is primarily modelled with price-based features, and only a few studies have
incorporated non-price-based data. In this work, we extended our approach by augmenting
the MDP states with additional information beyond price-based data. Specifically, this
study incorporated sentiment analysis of Tesla’s annual and quarterly financial reports
to the input of our proposed algorithm, using the ”buy-and-hold” trading strategy as
the benchmark for our agent’s performance. In addition, a systematic exploration was
undertaken to determine the optimal length of the look-back window. In this series of
experiments, we aimed to determine how the number of past trading days the agent
considers when deciding on an action can influence the agent’s trading decisions and
overall performance. We used 6 years of daily historical closing prices (2014–2020), split
into training and test data. Our results show that the DDQN agent’s trading strategy was
able to consistently outperform the benchmark set in the buy-and-hold strategy, achieving
a further 70% increase in the cumulative reward and an increase in the Calmar ratio from
0.9 to 1.3 with the inclusion of sentiment scores in the agent’s state space—a compelling
illustration of the potential of additional data sources.

2. Literature Review

The development of algorithmic trading systems presents numerous challenges and
opportunities. As discussed by Aldridge (2013), these challenges include the design
and implementation of algorithms that can adapt to rapidly changing market conditions,
manage large volumes of data, and execute trades with high precision and speed [10].
Algorithmic trading has become a part of most major financial institutions’ strategies; hence,
the role of automated trading systems in managing volatility and balancing portfolios has
become increasingly critical. However, their use has also faced criticism for amplifying
market volatility during the European energy crisis of 2022 [11]. Such cases emphasise the
importance of developing sophisticated algorithmic strategies and robust trading systems
capable of adapting to market uncertainties.

The successful application of Q-Learning to financial trading was first introduced
by Neuneier (1996) in their DM-USD4 currency pair and the DAX index trading strat-
egy. This pioneering work showcased the potential of Q-Learning to enhance financial
trading [12,13]. Moving forward, the success of Mnih et al.’s Deep Q-Network (DQN)
algorithm popularised the use of experience replay in deep reinforcement learning research
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and applications [12]. This can be seen in Jin and El-Saawy’s (2016) extension of Neuneier’s
trading strategy [14], where the author’s employed ϵ-greedy exploration along with experi-
ence replay, reporting that their DQL agent surpassed both buy-and-hold and rebalance
benchmarks. In addition to this, other studies have explored the application of DQN
to various portfolio management applications. Jiang et al. (2018), for example, showed
how DQN can be used to hedge portfolio risk [15], while Duan et al. (2015) developed a
deep learning system for event-driven stock prediction [16]. Similarly, Zhu and Liu (2020)
applied Q-learning, using consecutive days of stock price data to enhance predictive power
and achieve stable returns [17], while Dai and Zhang (2021) demonstrated that their rein-
forcement learning model outperformed both the buy-and-hold and MACD strategies in
stock selection [18].

A known issue with the traditional Q-Learning and DQN algorithms is the overes-
timation of Q-values, which can lead to suboptimal policies and reduced performance.
Ning et al. (2018) demonstrated the benefits of a reduced overestimation bias in their ap-
proach to optimising trade execution using the Double Deep Q-Network (DDQN) algorithm,
reporting that their model outperformed a standard benchmark with several stocks [19].

To ensure that the algorithm can predict actions with better-than-random accuracy, it
is essential to include features in the state representation that are predictive in nature [20].
Nevmyvaka et al. (2006), for instance, emphasised the significance of including the agent’s
current position in the state representation, as this facilitates the consideration of transaction
costs [21]. However, upon examining the existing literature, we found only a few studies
employing value-based approaches to have incorporated the agent’s current position in
state representation. A closer examination revealed that some studies either disregarded
transaction costs, like the study of Bertoluzzo and Corazza (2012) [22], or designed RL
trading systems where position switching played no role, as in the study by Eilers et al.
(2014), where positions closed after a maximum of two days [12,23]. In this study, therefore,
we included the agent’s current trading position in the state representation.

To provide the agent with a comprehensive view of the environment, Eilers et al.
modelled the state using eleven variables to depict market conditions, including daily open,
high, low, and close values and technical indicators [12,23]. To avoid providing the agent
with redundant information, a potential improvement to their approach could involve
simplifying the state representation by using only the closing price. The closing price is
typically highly correlated with the open, high and low prices of an asset, and therefore, it
carries similar information about the output of the model. Contrary to this, we also found
that oversimplifying the state representation can lead to suboptimal results. Sherstov and
Stone’s (2004) model only included a stock’s recent price trend, resulting in their RL trading
agent being outperformed by two benchmark models, particularly on days with high price
fluctuations [12,24], suggesting that the state representation was too simplistic to capture
stock price complexities, and perhaps enriching the state with additional information could
potentially enhance the agent’s performance.

As we examined the existing literature, we found the agent’s state to be primarily
modelled with price-based features. Consequently, price-based features can be viewed
as the minimum information required for modelling the state, specifically incorporating
the latest price history alongside a set of technical indicators to extract some insight into
the most likely evolution of the stock price in the future. However, a problem noticed
within research is that only a limited number of studies incorporate non-price-based data.
Kaur (2017), as one of the few exceptions, included sentiment scores in the state and
reported a Sharpe ratio increase from 1.4 to 2.4, highlighting the necessity of considering
additional information on a particular stock beyond just the historical stock prices [12,25].
Expanding on this, Rong (2020) designed a method using deep reinforcement learning
that uses time-series stock price data with the addition of news headlines for opinion
mining [26], while Li, Y., et al (2021) demonstrated an improved reinforcement learning
model based on sentiment analysis by combining the deep Q-network with the sentiment
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quantitative indicator ARBR to build a high-frequency stock trading model for the share
market. The authors report achieving a maximum annualised rate of return of 54.5% [27].

The evaluation of algorithmic trading systems is a crucial aspect of the development
and deployment process. As Pardo (2011) emphasised, it is imperative to ensure that one’s
strategy compares favourably with other potential investments, and its performance must
be compared to commercially available trading strategies to justify continued investment
and use [28]. One of the most critical measures of risk for a trading strategy is its maximum
drawdown (the largest percentage drop in a portfolio’s value from a peak to a trough during
a specific period), which is fundamental in understanding the risk profile of a trading
strategy. In short, the profit and risk profile of a trading model must either outperform or be
sufficiently appealing compared to other potential investments to justify its existence [28].

3. Notation and Background

In Deep Q-Learning (DQL), a deep neural network (DNN), termed the Q-network,
is employed to approximate the optimal Q-value function, Q(s, a; θ), with weights θ, the
parameters that the DNN learns. For each state–action pair (s, a), the Q-network produces
an approximation of the Q-value, allowing the DQN to generalise to large state-action
spaces without exhaustive exposure to every potential combination—a limitation of the
tabular approach of Q-Learning [29].

The training objective in DQL is to minimise a loss function that quantifies the de-
viation of the Q-network’s approximations from the actual Q-values. This loss function,
defined as the mean squared temporal-difference error, can be formulated as follows:

Li(θi) = Es,a∼π [(yi − Q(s, a; θi))
2], (1)

where yi = r + γ maxa′ Q(s′, a′; θi−1) is the target for iteration i [8]. Here, r is the reward,
γ is the discount factor and s′ is the next state, collected in an experience tuple (s, a, r, s′).
The target yi is based on the Bellman equation, and it serves as the “ground truth” during
the training process. The process of minimising the loss function involves adjusting the
weights of the Q-network using gradient descent via backpropagation. In each iteration of
training, the gradient of the loss with respect to the network weights is computed, and the
weights are updated in the direction that minimises the loss. The use of backpropagation
allows the network to “learn” from its errors and progressively improve its approximations
of the Q-values.

The action selection in DQL is typically governed according to a policy that is greedy
with respect to the Q-values, given by a = arg maxa Q(s, a; θ) [8]. This policy implies
that the action with the highest Q-value, as approximated by the Q-network, is chosen in
each state. During training, however, an exploration policy termed the ϵ-greedy policy is
employed to ensure sufficient exploration of the state–action space.

3.1. Experience Replay

In experience replay, the DQN algorithm is extended via a replay buffer, D, which
stores experience tuples (s, a, r, s′) at each time step. The replay buffer functions as a queue
with a fixed maximum size. When the buffer is full, new experiences displace the oldest
ones. During the network update stage, a batch of experiences is randomly sampled from
the replay buffer, and the loss function is computed over this batch.

This method serves to break harmful correlations between sequential experiences.
Such correlations can introduce instability into the learning process since a sequence of
highly correlated updates may push the network parameters in one direction and far from
the optimal solution. The size of D is generally very large, and a randomly selected sample
is, consequently, nearly independent [9].

3.2. Target Networks

The second enhancement that was made to the DQN algorithm is the use of a target
network. The target network has the same architecture as the primary Q-network but with
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frozen parameters, denoted as θ−, that are updated less frequently. The weights of the
target network are updated periodically every τ-steps, copying the weights of the online
Q-network. The target network is then used to provide the Q-values for the next state, s′,
in the estimation of the Q-target yi:

yi = r + γ max
a′

Q(s′, a′; θ−) (2)

The fact that the target network is fixed for τ-steps and only then updated with the
current weights, θ, of the online network prevents instabilities from spreading quickly.
Moreover, it reduces the risk of divergence when approximating an optimal policy [9].

3.3. Double Deep Q-Networks

In DQN, the target Q-value yi for updating the Q-network (2) uses a max operator
to take the highest Q-value. This approach uses the same network (θi−1) for both action
selection (choosing the action, a′, that maximises the Q-value) and evaluation (computing
the Q-value of that action). The max operator inherently introduces a positive bias, as
it tends to select overestimated Q-values, especially in a noisy environment where the
Q-value estimates can have significant variance. This bias can lead the algorithm to make
suboptimal decisions based on inflated value estimates, and it can lead to the stagnation of
the training process.

The Double Deep Q-Network (DDQN) addresses this issue of the overestimation of Q
values by decoupling the action selection from the action evaluation, ensuring unbiased
value estimation during the update phase. In DDQN, the online network (with weights θ)
selects the best action for the next state, si+1; then, the target network (with weights θ−) is
used to evaluate the action by computing the Q-value of taking this action at state si+1 ,
which can be formally denoted as follows [7]:

yi = r + γQ

(
s′, argmax

a′
Q(s′, a′; θi); θ−

)
(3)

In this formula, the action a′ is selected using the primary Q-network (θi), but its value
is evaluated using the target network (θ−). This decoupling reduces the overestimation
bias because the selection of the action is based on the more up-to-date primary network,
but its evaluation (and, thus, the impact on the learning target) comes from the older target
network. By using the target network, which is updated less frequently, to evaluate the
action’s value, DDQN mitigates the risk of the positive bias introduced via the max operator.

In conclusion, DDQN improves the stability and accuracy of Q-value estimation by
addressing the overestimation bias, leading to more reliable learning and better policy
performance.

4. Materials and Methods

In this section, we outline the design, training and testing procedure used to implement
the DDQN algorithm for financial trading. We first present the financial market data,
followed by the mechanism of the trading environment and model architecture of the
trading agent, including the specification of the algorithm and hyperparameters.

4.1. Data
4.1.1. Train–Test Split

As seen in Figure 1, the training data consists of normalised daily closing prices for
5 years, spanning from 1 January 2014 to 1 January 2019, while the testing data consists of
daily closing prices for 2019. We curtailed the testing dataset to prevent the inclusion of
anomalies arising during the COVID-19 pandemic.
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Figure 1. Graph showing train–test split of normalised Tesla closing price, 2014–2020. Source: [30].

4.1.2. Financial Statements

Our approach to enriching state representation takes place through the analysis of
financial statements. For this work, we focused specifically on Tesla’s 10-K and 10-Q reports
submitted over the training and testing periods. Such reports, filed with the Securities and
Exchange Commission (SEC), provide a comprehensive summary of a company’s financial
performance [31]. A total of 24 such documents from Tesla were retrieved from the SEC’s
public database. An example of the financial report can be seen in Appendix A.3.

4.1.3. Loughran–McDonald Sentiment Word Lists

For this task, we used the Loughran-McDonald sentiment word lists to construct
a sentiment space [32]. The Loughran–McDonald sentiment word lists serve as a spe-
cialised lexicon that is leveraged for financial-text analysis through the inclusion of a
list of words typically seen within financial documents. The list, sourced from [33], con-
tains 85,221 words which are ranked in the following categories: “Negative”, “Positive”,
“Uncertain’’, “Litigious”, “Constraining”, “Superfluous”, “Interesting” and “Modal”. For
the purpose of this study, we reduced the scope to focus on six sentiment categories that are
the most relevant to our analysis, namely “Negative”, “Positive”, “Uncertain”, “Litigious”,
“Constraining” and “Interesting”. Using these sentiments, we construct a multidimensional
sentiment space, Appendix A.4, where each dimension represents a distinct sentiment
category, providing a more intuitive interpretation of the document’s sentiment content.

4.1.4. Cosine Similarity

Using the Loughran–McDonald sentiment word lists as terms in the TF-IDF vectoriser,
we generated TF-IDF scores only for these sentiment-signifying words across all the 10-K
and 10-Q documents. The formula used for calculating the TF-IDF is as follows:

Wi,j = t fi,j · log

(
N

d f j + 1

)
(4)

where Wi,j is the TF-IDF score of the jth sentiment word in the ith document, t fi,j is the
term frequency, which is the number of occurrences of the jth sentiment word in the ith
document, and d f j is the number of documents within the corpus that contain the jth
sentiment word. The denominator of the logarithmic term contains a smoothing factor
of +1 to ensure that the inverse document frequency (IDF) score is always defined and
positive.

After the TF-IDF scores had been obtained, the cosine similarities were calculated for
each neighbouring TFIDF vector/document. The cosine similarity between two vectors is
defined as u·v

∥u∥∥v∥ , where u and v are the two vectors of comparison. The resulting value
represents a score highlighting the similarity across consecutive 10-k and 10-q documents,
achieved by measuring the cosine between two vectors within multi-dimensional space,
with a score of 1 claiming two identical vectors and a score of −1 claiming that two
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vectors are diametrically opposed. A score of 0 suggests that the two vectors are orthogonal,
meaning that the documents have no common terms.) The results are evidenced in Figure 2.

Figure 2. Cosine similarity scores for TSLA sentiment, 2014–2020. Source: [30].

4.2. Experiment

Two environments were examined, namely a conventional trading environment and an
augmented trading environment where sentiment analysis data were incorporated into each
state representation. The objective of this comparison was to assess the impact of sentiment
analysis data on the trading decisions and overall performance of the agent. Alongside
the environments, various look-back windows were experimented with to determine the
optimal number of past trading days the agent should consider when deciding on an action.

4.3. Environment

The CustomTradingEnvironment was implemented in a Python class, which was
inherited from the gym.Env class provided via the OpenAI Gym framework [34]. This class
consisted of two primary methods: reset and step.

• reset: This method is called when the environment is initialised or reset. It resets the
environment to its initial state at the beginning of each episode.

• step: This method executes a time step in the environment. It takes an action as a pa-
rameter, updates the agent’s position, calculates the corresponding reward, transitions
the environment to its next state and returns four values:

– obs: the new state constructed by the get_observation method.
– reward: a numerical reward for the action taken.
– done: a boolean indicating whether the environment has reached a terminal state.
– info: an info dictionary which can contain any auxiliary diagnostic information.

4.3.1. Constructing State

In our proposed trading environments, the get_observation method is called at each
time step. This function is responsible for creating a state that represents the recent history
of the Tesla stock within the specified look-back window. Each state, Si, thus represents a
snapshot of the past and current market conditions.

In addition to the past window of stock price data and 5 technical indicators,
Appendix A.2, the state space includes the current position held by the agent in the stock
market, the day of the week, and, in the augmented environment, sentiment analysis
data. The final features included in the conventional environment’s state space can be
represented as follows:
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Si =


Ci SMAi RSIi MOM AROONOSCi EMAi Pi Di

Ci−1

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
Ci−L SMAi−L RSIi−L MOMi−L AROONOSCi−L EMAi−L Pi−L Di−L


where C is the closing price of the Tesla stock, i is the current time step, L is the length of
the lookback window, Di is the day of the week, Pi is the position currently held by the
agent in the market, and SMA, RSI, MOM, AROONOSCi and EMAi are a set of technical
indicators whose descriptions can be found in Appendix A.2.

In the augmented environment, we also integrated sentiment analysis data into the
state space. As discussed earlier, we included the cosine similarity scores, derived from the
sentiment analysis, for the following sentiment categories: “Negative”, Ni; “Positive”, Posi;
“Uncertainty”, Ui; “Litigious”, Li; “Constraining”, Cni; and “Interesting”, Ii. Thus, the state
space array for the augmented environment was structured as follows:

Si =


Ci

...
...

...
...

... Pi Di Ni Posi Ui Li Cni Ii

Ci−1

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...

Ci−L

...
...

...
...

... Pi−L Di−L Ni−L Posi−L Ui−L Li−L Cni−L Ii−L


The augmented environment thus comprises a total of 14 features in the state space.

To ensure that all features may contribute to the model’s performance, all features in
the window were normalised to a common scale. As seen in Figure 1, the closing stock
price data were normalised using z-score normalisation to adjust the values in the dataset
to a common scale without distorting the differences in the ranges of values or losing
information. The z-score is calculated as Z = (X−µ)

σ , where X is the original data point, µ is
the mean of the data, and σ is the standard deviation of the data.

4.3.2. Update Positions

In our CustomTradingEnvironment class, we introduced a “position” instance variable.
This variable keeps track of the agent’s current position, with {1, -1, 0} representing long,
short and no positions, respectively.

The process of updating the position in our trading environment starts with retrieving
the state array St from the get_observation method. The state array is then reshaped to fit
the input requirements of our LSTM network, which takes the shape of a three-dimensional
array defined by the following dimensions: (batch_size, time_steps and features). The
batch size and time step are two of the hyperparameters tuned in Section 4.7, which also
contribute to the Q-network’s input dimentionality, while the three linear output neurons
of our Q-network are intrinsic to our system’s design—each representing the Q-value of a
given action [35].

These neurons produce an estimated action value, Qn
a (St, θk), for each of the three

possible actions, n ∈ [0, 1, 2], where θk is the set of network weights after k updates. These
action-value estimates are then fed through an ε-greedy action selection mechanism which
selects the action for step t as either At = arg maxa Qa(St, θk) or, with a probability of ε, a
random exploratory action, At ∈ [0, 1, 2].

This action selection process forms our action space, A(s), ∀s ∈ S, which was discre-
tised to these three action signals {0, 1, 2} representing hold, buy and sell, respectively [35].
The action signal is then passed to the environment, which updates the agent’s position in
the stock market, as illustrated in Table 1 below.
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Table 1. Interpretation of each action signal, an.

Action Signal Current Open Position Action Description

a0 None Nothing
Short Hold
Long Hold

a1 None Open Long
Short Close Short
Long Hold

a2 None Open Short
Short Hold
Long Close Long

The method of discretisation aligns well with our trading framework. The trading
system focuses primarily on deciding optimal times to open or close positions, rather than
their size. Thus, the actions can be discretised into simple dichotomies of buy/sell/hold.

4.4. Reward Function Design
Percentage PnL

The most intuitive approach was to use the percentage PnL as the primary reward
function in our trading environment. The percentage PnL gives the percentage returns
from each trade based on the change in the raw stock price, as opposed to the normalised
price used in the observation space.

The calculate_reward method in the CustomTradingEnvironment computes the per-
centage price change for each trade based on the exit and the entry price and then multiplies
it with the agent’s position. This is so that, if the agent was holding a short position (−1)
and the exit price, Cexit, is lower than the entry price, Centry, then the agent is rewarded
with a positive reward, and vice versa.

Furthermore, we modelled the reward function to calculate the trading fee only if a
position has been taken or closed; i.e., if the agent chooses to hold a position, the reward is
calculated without the trading fee. The complete and final reward function scheme can be
expressed as follows:

Rt =



0 if a = 0 and p = 0
−trading_fee if a ∈ {1, 2} and p = 0
(Ct−Ct−1)

Pt−1
· p if a = 0 and p ∈ {−1, 1}

(Cexit−Ct−1)
Pt−1

· p if (a = 1 and p = 1) or (a = 2 and p = −1)
(Cexit−Centry)

Pentry
· p · (1 − trading_fee) if (a = 1 and p = −1) or (a = 2 and p = 1)

0 otherwise

(5)

where Ct is the current price, Ct−1 is the previous price, Centry is the entry price, Cexit is the
exit price, “p” is the current position held by the agent—long (1), short (−1) or no position
(0)—and “a” is the action selected by the agent—hold (0), buy (1) or sell (2).

4.5. Agent

The agent’s architecture is predominantly defined by its underlying Q-network. As
mentioned in Section 3, this network is tasked with computing a function, Q(s, a; θ), which
maps a given state to Q-values for each action that can then be selected based on the policy.
The final Q-network configuration is summarised in Table 2 and 3 as follows:
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Table 2. Architecture of the Q-network.

Layer (Type) Units Activation

LSTM (Input) 64 -
LSTM 32 -
Dense 32 ReLU
Dense (Output) action_space Linear

Table 3. Properties of the Q-network.

Property Value

Loss Function Mean Squared Error
Optimiser Adam

4.6. Algorithm

As detailed in Section 3, the agent is trained using a variant of Q-learning known as
Double Deep Q-Learning, an extension of the Deep Q-Learning algorithm that reduces the
overestimation bias of Q-values. The DDQN with its properties is, therefore, considered
the core of the RL framework, and the following Algorithm 1 describes the process adapted
to our case [7]:

Algorithm 1 Double Deep Q-Learning (Hasselt et al., 2016)

Initialise replay memory D to capacity N
Initialise action-value function Q with random weights θ
Initialise target action–value function Q̂ with weights θ− = θ
for episode = 1, M do

Initialise state s
for t = 1, T do

With probability ϵ, select a random action a
Otherwise, select a = arg maxa′ Q(s, a′; θ)
Execute action a in emulator, and observe reward r and next state s′

Store transition (s, a, r, s′) in D
Sample random minibatch of transitions (sj, aj, rj, s′j) from D

Set yj =

{
rj if episode ends at step j + 1
rj + γQ̂(sj+1, arg maxa′ Q(sj+1, a′; θ); θ−) otherwise

Perform a gradient descent step on (yj − Q(sj, aj; θ))2 with respect to θ

Every C steps, reset Q̂ = Q
s = s′

end for
end for

4.7. Hyperparameters

In order to compare the performances, we kept the same hyperparameters for both
environments. The exploration probability ϵ is defined by a function where ϵ decreases
at a specified decay rate, ϵdecay, from 1.0 to ϵmin. All key parameters are summarised in
Tables 4 and 5, and their descriptions can be found in Appendix A.5.
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Table 4. DDQN agent training hyperparameters: values.

Parameter Symbol Value

Episodes M 50
Discount Factor γ 0.95
Exploration Probability ϵ 1.0
Minimum Exploration Probability ϵmin 0.01
Exploration Decay Rate ϵdecay 0.995
Learning Rate α 0.001
Target Network Update Frequency τ 10

Table 5. DDQN agent training hyperparameters: values.

Parameter Value

Replay Capacity 1000
Batch Size 64
Time Skip 5

4.8. Training Procedure

The procedure for training the RL agent is the same for both environments. The
complete training procedure can be summarised as per Figure 3.

Figure 3. Training procedure schema. Source: own.

5. Results

This section showcases the application of the trained agent to our custom environ-
ments. The results, obtained with varying look-back windows and an augmented state
space, offer insights into the agent’s sensitivity to these design choices. In order to ensure a
valid test simulation, the DDQN agent should not benefit from hindsight or look-ahead
bias. This is achieved by only giving the agent access to information that would have been
available at the time of the trading decisions, ensuring that the agent’s performance on the
test set is representative of its true capability.

5.1. Evaluation Metrics

To evaluate the performance of our trading system under the various design choices,
we chose to use the following evaluation metrics:
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• Cumulative return: The first metric is a measure of the total profit or loss that our
model is able to achieve over the duration of the testing period. It provides an
indication of the model’s ability to maximise returns and, thus, the effectiveness of its
trading decisions.

• Benchmark comparison: The second metric involves benchmarking the model’s
learned trading strategy against a buy-and-hold strategy, where one holds onto a stock
throughout a given period. Using this as a benchmark, we can assess whether our
DRL agent’s trading strategy can lead to alpha (excess return) over simply investing
in the market and holding.

• Calmar ratio: The third metric is the Calmar ratio, which is used to determine the
financial efficiency of our trading system. It is calculated as the ratio of the annualised
return to the maximum drawdown during the testing period [36]. This metric allows
us to compare the risk-adjusted returns of our model’s strategy with those of the ”buy
and hold” strategy.

5.2. Conventional Environment

Figure 4 presents the performance of the system’s trading behaviour during the testing
period compared to the market (buy-and-hold strategy). The results show the agent’s
ability to make trading decisions with the unseen test data in 2019, demonstrating the
generalisation power of the optimal policy it learned after training for 50 episodes with
the 2014–2019 training data. The green and red arrows represent long and short positions,
respectively.

During the testing phase, we can see that, in all models, generally, the agent is able to
correctly identify suitable timings for both opening and closing positions, both long and
short. Despite the negative cumulative rewards observed in the opening 50 trading days,
the agent is able to consistently outperform the benchmark set with the simple buy-and-
hold strategy by a significant margin, validating the efficacy of the agent’s learnt policy.

A particular highlight is seen with the 25-day look-back window, as shown in Figure 4d.
Here, the agent not only limits the initial losses but also achieves the highest overall re-
ward. This shows that the agent’s learnt policy in this model is not only the most robust to
unfamiliar market dynamics and volatility but also the most profitable.

As described in Section 5.1, an essential next step in the evaluation process is to
assess the financial efficiency (the ratio of profits to risk) of our trading system using the
Calmar ratio. In this set of experiments, the 25-day look-back window achieved the highest
Calmar ratio of 0.9, while the 15-day look-back window had the lowest at 0.3. Nonetheless,
both of these results surpassed the Calmar ratio of the buy-and-hold strategy of 0.2, also
demonstrating the superior risk-adjusted performance of our agent.

In analysing the Q-values over the testing period, we observed that the use of a Double
Deep Q-Network also resulted in a clear differentiation in Q-values corresponding to the
buy, hold and sell actions, highlighting the agent’s clarity in decision-making. We further
observed that this separation grew as the look-back window increased. The correlation
with look-back window length and Q-value separation suggest that the agent is more
certain of its decisions when it is able to look at a longer window of past market data before
it makes its decision.
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(a) Look-back window = 10

(b) Look-back window = 15

Figure 4. Cont.
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(c) Look-back window = 20

(d) Look-back window = 25

Figure 4. Performance of DDQN in testing period 2019 compared to buy-and-hold strategy for
varying lengths of look-back windows.

5.3. Environment Augmented with Sentiment Analysis

In this enhanced trading environment, we can see that the incorporation of sentiment
analysis into the state space has undeniably enhanced the agent’s performance. As seen in
Table 6, comparing the performance of the agent in the two environments for each look-back
window, we can see that the agent’s optimal policy was consistently more profitable in
the second environment. In the augmented environment, the agent was able to increase
its cumulative reward in the testing period by up to 70%. This not only indicates that the
use of sentiment analysis allows the agent to make better predictions of the stock price
evolution but also helps the agent converge to a policy that is more robust to new market
dynamics and, thus, has more generalisation power. This notion is further emphasised in
Figure 5a,b,d where, compared to the conventional environment, for the same look-back
window length, the agent’s policy is able to significantly minimise the loss incurred in the
opening 50 trading days.
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To quantify the profit-to-loss ratio, we again turned to the Calmar ratio. In this
set of experiments, the 25-day look-back window achieved the highest Calmar ratio of
1.3, while the 15-day look-back window had the lowest at 0.5. These results show a
significant improvement in the financial efficiency of our trading model, with the inclusion
of sentiment analysis raising the highest Calmar ratio achieved with the model from 0.9
to 1.3.

Interestingly, similar to observations found in the conventional trading environment,
the results do not display a clear linear relationship between the length of the look-back
window and trading performance. Specifically, following the 25-day window’s strong
performance, the 10-day window, as evidenced in Figure 5a, demonstrates superior per-
formance over the longer 20-day window, depicted in Figure 5c. Such findings further
highlight the inherent complexities of trading environments and the challenge in obtaining
a singular optimal strategy.

Figure 5. Cont.
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Figure 5. Performance of DDQN with sentiment analysis in testing period 2019 compared to buy-
and-hold strategy for varying lengths of look-back windows.

Table 6. Comparison of total rewards accumulated over test period in different environments.

Lookback Window Cumulative Reward % ChangeEnvironment 1 Environment 2

10 0.8 0.8 0.0

15 0.47 0.67 42.55

20 0.4 0.67 67.5

25 1.0 1.7 70

6. Discussion

This paper has presented a Double Deep Q-Learning approach to algorithmic trading,
exploring the potential to enhance the state-space representation with additional features
beyond price-based data. Furthermore, an investigation was carried out to determine the
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optimal number of days’ worth of previous market data that the agent should observe
in the state space when deciding on an action to take. This is known as the look-back
window. In this regard, eight models were evaluated and compared; the performance of
each model, with lookback window lengths of 10 days, 15 days, 20 days and 25 days, was
evaluated in both the conventional environment and in an environment augmented with
sentiment analysis. The models were trained and tested in environments that simulated
the stock market, including transaction costs where positions were taken or liquidated.
The models were trained for 50 episodes with training data consisting of normalised daily
closing prices for 5 years, spanning from 1 January 2014 to 1 January 2019, and sentiment
analysis of Tesla’s 10-K and 10-Q reports, submitted over this period in the augmented
environment. While trading, we will never see the same exact state twice, so the power
of generalisation is essential. Therefore, the agent’s architecture was designed to balance
the learning capability and model complexity to ensure that the network was capable
of learning without memorising the training data. We evaluated the performance of the
models in trading the Tesla, Inc. (TSLA), stock in the period of 2 January 2019–31 December
2019, using the cumulative reward as the performance metric and the buy-and-hold strategy
as the benchmark. All in all, the results of our experimentations were promising. Not
only was our DDQN agent able to learn a profitable trading strategy that was robust to
the volatility of unfamiliar market dynamics in 2019 but every model was also able to
surpass the benchmark set in the simple buy-and-hold strategy, further attesting to the
potential and efficacy of applying RL to the financial domain. In our efforts to determine
the optimal period length from which the agent references past data to make its current
decisions, a 25-day look-back window emerged as the most favourable in terms of the
agent’s overall performance. However, what became clear through our experimentation
with this parameter was the absence of a clear correlation between the length of the look-
back window and the resulting performance. This, however, does leave room for further
work. Researchers could analyse a wider range of look-back window durations, perhaps in
smaller increments, to establish a clear relationship.

One of the notable achievements of our research was the incorporation of sentiment
analysis into our agent’s trading strategy, through which we witnessed up to a 70% increase
in the cumulative reward over the testing period. As discussed in Section 2, very few
studies found in the literature incorporated non-price-based features in the agent’s state
representation. These positive results provide a compelling illustration of the potential of
including additional data sources of information in the state representation beyond just
historical price-based data.

While our research provides valuable insights and demonstrates the potential of
DDQN in stock market trading, it also unveils avenues for further exploration and refine-
ment. In line with our findings, the following potential future work can be considered:

1. The agent’s policy was evaluated on the 2019 Tesla stock data. An essential next step
would be to evaluate the policy’s generalisation capability with a diverse set of stocks
in the technology sector (e.g., Apple, Microsoft and Amazon), extending the target
from trading a single asset to selecting from multiple assets.

2. Additionally, exploring the application of this approach in other markets, such as the
foreign exchange market, could further validate the robustness and versatility of the
model.

3. While our agent processed sentiment from Tesla’s 10-K and 10-Q reports, incorporating
sentiment derived from news articles or social media platforms like Twitter could
provide the agent with a broader perspective.

4. While our current agent works with discretised actions, focusing primarily on deciding
optimal times to open or close positions, a more granular approach could use a
continuous action space. This would allow the agent to factor in considerations like
the proportion of capital to invest each time it opens a position.
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7. Conclusions

In conclusion, we have demonstrated a significant advancement in the field of al-
gorithmic trading through the implementation of a Double Deep Q-Learning (DDQN)
model enhanced with sentiment analysis. The DDQN algorithm has been validated by
many researchers as the state-of-the-art technique in applying value-based reinforcement
learning to finance, noted for its improved learning stability and estimation capabilities,
compared to the former DQN model. Our research not only corroborates these strengths
but also illustrates a substantial enhancement in performance when the model’s state
space is augmented with sentiment scores derived from financial reports. As hypothesised,
the incorporation of sentiment analysis into the DDQN’s state space allowed for a more
holistic view of the market conditions, acknowledging that factors beyond historical price
data can significantly influence trading decisions. Our goal was to allow the agent to
emulate the decision-making process of a real-life trader who would typically conduct
fundamental analysis to make trading decisions on a particular stock. This approach led
to a 70% increase in the cumulative reward over the testing period and a Calmar ratio
increase from 0.9 to 1.3, significantly outperforming the benchmark buy-and-hold strategy.
These improvements not only demonstrate the enhanced profitability of our trading system
but also, more importantly, the increase in the Calmar ratio indicates improved financial
efficiency, accounting for the risk associated with the agent’s trading strategy. Such results
highlight the potential of integrating alternative data sources into the state space, a method
often overlooked in reinforcement learning research within the financial sector.

This study not only reinforces the efficacy of DDQN in the trading domain; also, the
significant improvements observed with the inclusion of sentiment analysis in our study
highlight the importance and impact of expanding the agent’s state space representation
beyond conventional data types, thereby setting a new benchmark for future research in
reinforcement learning applications in finance.
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Appendix A. Data Analysis and Pre-Processing

Appendix A.1. Tesla Stock Data

Figure A1. Segment of Tesla stock OHLCV data. Source: [30].

Appendix A.2. Technical Indicators

Table A1. Description of technical indicators. Source: [39–44].

Indicator Description Formula

SMA (simple moving average) Average of prices over periods SMA = ∑ prices
n

RSI (relative strength index) Speed and change of price
movements RSI = 100 − 100

1+ avg. gain
avg. loss

MOM (momentum) Rate of rise or fall in prices MOM = Pt − Pt−n
BOP (balance of power) Volume to price change BOP = Close−Open

High−Low
AROONOSC (Aroon
oscillator)

Trend-direction change
identification

AROONOSC =
AroonUp − AroonDown

EMA (exponential moving
average) Weighted moving average

EMA =
(Close − Prev. EMA)× 2

n+1 +
Prev. EMA



Information 2024, 15, 473 20 of 24

Appendix A.3. Financial Statements

Appendix A.3.1. Raw 10-K Segment

Figure A2. Segment of 2014 10-K raw .txt file. Source: [37].
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Appendix A.3.2. Raw 10-Q Segment

Figure A3. Segment of 2017 10-Q raw .txt file. Source: [38].

The 10-K is an annual report that includes information about a company’s operations,
financial status and cash flow. The 10-Q is a quarterly report that provides an ongoing view
of a company’s financial position during the year. The 10-Q is less detailed than the annual
10-K, but it does provide updated financial information throughout the year.

As seen in Figure A3, the data are extremely noisy. For example, the presence of HTML
tags is one of the many unnecessary features of the text that make extracting sentiment
from the documents impossible.

The document-cleaning procedure is described in the following steps:

1. Isolate the ”document” section from the full text.
2. Isolate the document according to its document ”type”, extracting the ”10-K” segment

of the text.
3. Parse through the 10-K segment, removing all HTML tags.
4. Normalise the text, converting all the characters into lowercase format.
5. Remove any present uniform resource locators (URLs) from the text.
6. Lemmatise all the words within the text.
7. Remove all present stop words within the text.
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Table A2. Raw vs. clean 10-K and 10-Q document file sizes in megabytes.

Document Type Raw File Size (MB) Cleaned File Size (MB)

10-K 26.7 0.361
10-Q 10.3 0.212

Appendix A.4. Sentiment Word List

Figure A4. Segment of sentiment space constructed using Loughran–McDonald sentiment word lists.
Source: [33].

The 85,221 words within the lists were then normalised by converting all of them into
lowercase, and they were lemmatised, followed by duplicate words being omitted.

Appendix A.5. DDQN Agent Training Hyperparameters: Descriptions

Table A3. DDQN agent training hyperparameters: descriptions.

Hyperparameter Description

γ
The discount factor used in the DDQL update. It determines how much
future rewards contribute to the expected cumulative reward. We used
a higher gamma value to give more importance to future rewards.

ϵ
The probability of taking a random action. Initially, this was set to a
high value to encourage exploration, and then it decayed over time to
encourage the exploitation of learned policy.

ϵmin
The minimum epsilon value. This ensures that the agent continues to
explore throughout its training.

ϵdecay
The rate at which epsilon is decayed. Faster decay results in faster
exploitation of learned policy.

replay_buffer.max_size
The maximum number of experiences stored in the replay buffer. Hav-
ing more experiences to learn from generally results in better perfor-
mance.

batch_size

The number of experiences sampled from the memory to train the
network. Larger batch sizes generally lead to faster, more stable train-
ing, but they also use more memory. We found a batch size of 64 to
effectively balance learning efficiency with computational costs.

n_episodes
The number of training episodes. Each episode is a complete game,
from start to finish. We found 50 to be the smallest number of episodes
needed for the algorithm to converge to a good policy.
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Table A3. Cont.

Hyperparameter Description

time_skip
Defines the number of time steps to skip between states. This
reduces the computational load and avoids the redundancy
of information between states.

target_network update frequency The frequency at which the target network weights are up-
dated.

learning rate
Dictates the step size at each iteration while moving towards
a minimum of the loss function. A smaller rate ensures more
careful convergence, but at the cost of longer training times.
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