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Abstract

:

Deep learning struggles with unsupervised tasks like community detection in networks. This work proposes the Enhanced Community Detection with Structural Information VGAE (VGAE-ECF) method, a method that enhances variational graph autoencoders (VGAEs) for community detection in large networks. It incorporates community structure information and edge weights alongside traditional network data. This combined input leads to improved latent representations for community identification via K-means clustering. We perform experiments and show that our method works better than previous approaches of community-aware VGAEs.
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1. Introduction


In today’s data-driven world, exploring graphs is a crucial field of study. From social networks to biological data to communication systems, graphs help us make sense of complex systems. Graphs represent systems in which entities are represented by nodes and relationships between these entities are indicated by edges. Understanding the structure and dynamics of graphs requires an analysis of the interactions and strengths of relationships between nodes. This makes it possible to identify communities or closely linked groups that have similar characteristics or purposes within the graph.



Community detection is a fundamental aspect of understanding the structure and dynamics of a graph. It is an important concept used in identifying closely connected cluster of nodes in a network. This grouping of nodes helps in understanding some of the hidden yet significant details of relations and structure present in the network graph. Understanding these intrinsic details can reveal crucial insights about the graph such as the influence of certain nodes, the clusters present in the graph, and also about the network flow in the graph. For example, in social networks it serves for segmenting groups by common interests or demographic information; in biology, communities in a graph might represent different species that tend to coexist in the same ecosystems. In communications, they could be clusters of people who frequently contact each other. Whether you are a sociologist, a biologist, or a network engineer, graph exploration and community detection provide powerful tools to make sense of complex systems and uncover hidden patterns and structures.



With advancements in graph theory and machine learning, new methods [1] have emerged for detecting communities in big graphs faster. Traditional approaches that use only the structure of the graph and some optimization metrics are effective for smaller networks. The traditional approaches include the following algorithms: Girvan–Newman, Louvain, spectral clustering, and Leiden. However, when dealing with larger, more complex systems with additional information or features on the nodes and edges, these traditional methods may not be as scalable or rich as needed. Therefore, learning-based approaches that use either probabilistic graphical model-based or deep learning-based are considered. These offer the advantage that they work fast with big data and can incorporate additional features.



Deep learning models working on graphs like graph autoencoders [2], graph neural networks (GNNs) [3], and graph convolutional networks (GCNs) [4] have shown potential to solve problems in graphs by learning representations of nodes and graphs, while considering both node features and graph structures. However, these deep learning models often do not perform that well, because they do not explicitly incorporate crucial aspects of prior community structure information of the nodes and appropriate edge information like weights. By developing new deep learning frameworks that can better encode the underlying community memberships and edge relationships, we can create more powerful and flexible community detection approaches that can handle a wide range of real-world graph-based applications.



The goal of this paper is to advance the state-of-the-art methods in community detection by designing deep learning models that can effectively capture the inherent community structure and incorporate edge weights within graphs. This involves novel neural network architectures, optimization techniques, or other innovations that allow the models to better leverage these crucial graph properties. The resulting approaches exhibit good results across diverse graph datasets and application domains compared to existing community detection methods.



More specifically, we explore the implementation and effectiveness of variational graph autoencoders (VGAEs) for community detection. We focus our attention on exploring the application of variational graph autoencoders (VGAEs) [5] for enhancing community detection in complex systems. VGAEs are a type of deep learning model that uses a probabilistic approach to learn compact, low-dimensional representations of graphs. We choose to experiment with VGAEs to embed nodes for the community detection problem because they have emerged as powerful tools due to their probabilistic framework, and are scalable and flexible. Our proposed technique, called Enhanced Community Detection with Structural Information VGAE (VGAE-ECF), aims to improve the VGAEs for community detection by incorporating preliminary insights about community structure, thus calls community preserving algorithms and edge weights into the learning process. This integration is expected to make learning more efficient and powerful, as the VGAEs can leverage the enriched, low-dimensional latent space embeddings to detect communities in a more informed way.



The problem, therefore, centers on how to effectively integrate community detection into deep learning models without compromising the generalization and robustness of these models. The proposed solution seeks to bridge the gap between classical community detection methods and modern deep learning techniques, to obtain an accurate community detection method.



The structure of the paper is as follows. Section 2 introduces the problem of community detection, relevant terminology, and background to provide context for the subsequent sections. Section 3 reviews the existing literature related to the methodology employed in this study and previous works in the field of community detection using VGAEs or similar approaches. Section 4 describes the methodology adopted in this paper. Section 5 presents the experiments conducted and the results obtained. It discusses the datasets used for evaluation, the evaluation metrics employed, and provides a thorough analysis and discussion of the findings. Finally, Section 6 concludes the paper by summarizing the key findings and insights gained from the research. It also suggests potential avenues for future research in this area.




2. Terminology and Background


The following is the key terminology related to community detection and deep learning approaches used in the rest of the paper.



2.1. Terminology


A graph   G = ( V , E )  , consists of nodes (set V) and edges (set E). Nodes are the primary units or points in a graph. They typically represent entities in a dataset, such as individuals in social networks, neurons in neural networks, or stations in transportation networks. Edges are the connections between two nodes in a graph. They can represent relationships or interactions between entities, such as friendships on social media, synapses between neurons, or routes between stations. There can be directed or undirected edges that can carry weights signifying the strength or capacity of the connection.



One way to represent graphs is by using an adjacency matrix. An adjacency matrix is a square matrix (size   | V | × | V |  ) representing a graph. The elements in the adjacency matrix show whether pairs of nodes are connected in the graph. Generally, the value for the i-th row and j-th column of 1 indicates that nodes i and j are connected and 0 indicates that these nodes are not connected.



A sparse matrix is one in which most of the elements are zero, a sparse adjacency matrix implies that there are relatively few edges compared to the number of nodes, which is common in real-world networks. Storing and processing sparse matrices efficiently is important in large-scale graph analytics.



In graphs, a community is a tight-knit group of nodes that are more closely connected to each other than to nodes outside the group. Community detection is the process of finding groups within a network that share common properties. Identifying these communities is crucial to understanding how a network works and how information flows through it, whether it is a social network, biological system, or a communication system.



We can use the modularity score as a measure on how good our communities are compared to the null model and it is the fraction of the edges within the communities minus the expected fraction of the edges if edges were distributed at random (null model).




2.2. Background


This subsection discusses the architecture of variational graph autoencoders (VGAEs). Kipf and Welling [5] considered a probabilistic variant of graph autoencoders (GAEs) extending from variational autoencoders (VAEs), introduced by Kingma and Welling in their seminal work on autoencoding variational Bayes [6]. VAEs are designed to learn efficient data representations and the underlying probability distributions, making them exceptionally suitable for unsupervised learning tasks like dimensionality reduction, data generation, and community detection in network datasets.



One big breakthrough came in 2016 when Kipf and Welling [5] introduced variational graph autoencoders (VGAEs). The framework uses a graph convolutional network (GCN) to compress the input graph into a compact, low-dimensional vector, and then, a simple decoder to reconstruct the original graph. The loss for the model is the difference between the input of the encoder and the output of the decoder. By performing unsupervised learning on node features, VGAEs showed a performance boost on graph-structured data. However, community structures are inherently complex, so even these powerful models often struggle to fully capture the community information in the input graph. Figure 1 shows the basic architecture of this paper. As input we have both the adjacency matrix A of the graph, as well as the feature vector X of each node. We symbolize the stochastic latent variables by   z i  . The output is the reconstructed adjacency matrix.



The encoder consists of a two-layer GCN [5]:


  q  ( Z | X , A )  =  ∏  i = 1  N  q  (  z i  | X , A )   








with   N = | V |  ,   q  (  z i  | X , A )  = N  (  z i  |  μ i  , d i a g  (  σ i 2  )  )   . Here,   μ = G C  N μ   ( X , A )    is the matrix of mean vectors   μ i   and   log σ = G C  N σ   ( X , A )   .  N  denotes the normal distribution.



The two-layer GCN is defined in [5] as   G C N  ( X , A )  =  A ′  R e L U  (  A ′  X  W 0  )   W 1   , with weight matrices   W i  .   G C  N μ   ( X , A )    and   G C  N σ   ( X , A )    sharing first-layer parameters   W 0  ; where   R e L U ( · ) = m a x ( 0 , · )   and    A ′  =  D  − 1 / 2   A  D  − 1 / 2     (D degree matrix) is the symmetrically normalized adjacency matrix.



For the decoder [5],


  p  ( A | Z )  =  ∏  i = 1  N   ∏  j = 1  N  p  (  A  i j   |  z i  ,  z j  )   








with   p  (  A  i j   = 1 |  z i  ,  z j  )  = σ  (  z i T  ,  z j  )   , where   A  i j    are the elements of the adjacency matrix A and  σ  is the logistic sigmoid function here.



The total loss function of a VGAE is the sum of the reconstruction loss and the KL divergence. Mathematically, this can be represented as follows:


  L = −  E  q ( Z | X , A )    [ log p  ( A | Z )  ]  + β · K L  ( q  ( Z | X , A )  ‖ p  ( Z )  )   











Here,   −  E  q ( Z | X , A )    [ log p  ( A | Z )  ]    is the expected log-likelihood of the observed data, essentially the reconstruction loss, and   K L ( q ( Z | X , A ) ‖ p ( Z ) )   is the KL divergence between the encoder’s distribution   q ( Z | X , A )   and the prior distribution   p ( Z )  . The parameter  β  allows for the weighting of the KL term, offering a way to balance the two aspects of the loss according to the specific goals of the model (this becomes particularly relevant in extensions of VGAEs, like the  β -VGAE).



We perform full-batch gradient descent and make use of the re-parameterization trick [6] for training.



Figure 2 illustrates the paper’s goal of preserving community structure in the model input by incorporating both the initial graph structure as well as community information. The input is the graph (represented as an adjacency matrix) with the initial feature vector for each node. Additional community structural information is computed and fed to the VGAs. In the next step, the node representations produced are used in a K-means algorithm to finds clusters. These clusters are transformed to the appropriate communities, since each vector belonging to a cluster corresponds to a node in a community.





3. Related Work


Historically, algorithms like Girvan–Newman [7], modularity optimization [8,9], and spectral clustering [10] have been popular for community detection. These methods often rely on network topologies and heuristic approaches. While they can be effective for smaller or less complex networks, their performance often degrades with increasing network size and complexity. Moreover, they might not be well suited for dynamic networks where community structures evolve over time.



In 2018, J. J. Choong et al. [11] presented a unique deep generative model called Variational Graph Autoencoder for Community Detection (VGAECD). This model takes the standard VGAE framework and customizes it specifically for community detection. Unlike regular VAEs that use simple distributions, VGAECD uses multivariate distributions for generating latent representation to better capture the intricate relationships between nodes in the same community. It breaks down the joint probability of node attributes, latent variables, and community labels to generate those latent vectors. When reconstructing node attributes, it ties this directly to community-specific latent vectors, so the model can pick up on community characteristics more accurately.



In 2020, J. J. Choong et al. [12] took this idea a step further by introducing OPT-VGAECD, or Optimized VGAECD, with linearization of the encoder within the VGAE framework as proposed by Wu et al. [13]. Traditional VAEs use graph convolutional networks (GCNs) as the encoder, which are powerful but computationally expensive. By removing the non-linear activation and simplifying the GCN, a more streamlined model called simplified graph convolutional network (SGC) was proposed. This method focuses on the main objective of discovering communities that may be compromised when lowering the VGAE loss.



Another key aspect of community detection models is the loss function. The VGAECD framework has a unique dual loss that includes both reconstruction loss and community quality loss. Optimizing this dual loss requires a model that is powerful enough to minimize both the reconstruction error and ensure the detected communities are of high quality. Recent research suggests the introduction of a dual-optimization algorithm inspired by the Neural Expectation–Maximization (NEM) algorithm [14]. Unlike the classic Expectation–Maximization algorithm [15], NEM can be trained end-to-end with gradient descent, giving a solution to tackle the dual-optimization challenge. It enables the VGAECD model to learn robust node embeddings and recognize communities for nodes at the same time.



Previous GAE and VGAE models employed encoders that, while adept at capturing node features for reconstruction tasks, did not specifically preserve the community structures during the encoding process. This limitation led to the innovative development of modularity-aware GAE and VGAE models by Guillaume Salha-Galvana et al. [2] in 2022. These models introduce a revised encoding mechanism that incorporates a modularity-aware message-passing operator. This novel approach respects the original graph structure and emphasizes modularity-based node communities, thereby enriching the node embedding spaces with community-centric information. The Louvain algorithm [16] is integrated with the deep learning VGAE framework [2] to develop modularity-aware node communities. This algorithm is efficient on massive networks. Using the Louvain method to perform the community detection process before feeding the input to the VGAE encoder resulted in an overall performance boost. The new input to the VGAE now becomes communities detected by the Louvain method along with the original graph structure.



Moreover, earlier models often relied on optimization strategies that prioritized link prediction tasks, consequently sidelining the aspect of community detection. This bias stemmed from the utilization of standard loss functions like cross-entropy and the evidence lower bound (ELBO) [6]. The contemporary approach redefines this by integrating a modularity-inspired loss function, which acts as a regularization mechanism over the pairwise reconstruction losses. This alternative loss function serves to align the optimization process with the dual objectives of link prediction and community detection, fostering a balance between local pairwise interactions and the global community architecture. Additionally, the integration of the Louvain algorithm for maximizing modularity has been a crucial step forward. This technique not only automates the selection of the number of communities but also proves to be scalable and complementary to the encoding–decoding processes of GAEs and VAEs. The Louvain algorithm, known for its efficiency in large-scale networks, aids in initializing the community detection process and iteratively refines the detected communities, enhancing the overall performance of the model.



Another significant contribution to the domain is shown in [17]. This work presented a novel approach to extract the core structure in networks using the K-truss algorithm which along with a variational autoencoder enhances the detection of nodes and links within communities. The K-truss [18] is a subgraph such that every edge must participate in at least (K-2) triangles within the subgraph. This approach maintains the relation of community structures but with a reduced computational burden as compared to K-core, making the discovery of community structures in complex networks more practical.



The above works show the state-of-the-art deep learning methods with traditional community detection approaches. The integration of the K-truss technique to preserve the strength of relationships in nodes is the main goal of this study.




4. Process and Methodology


Community detection in graphs offers insights into the structure of complex networks. The nodes may have various features associated with them, which can make the task of clustering them difficult. The advent of deep learning, especially VGAE, introduces a powerful method for learning low-dimensional (latent) representations of the nodes of the graph, that can capture community structures. This paper proposes an enhancement to VGAE models by integrating a community matrix alongside the adjacency and feature matrices, in the input, aiming to refine the model’s ability to detect and preserve community information. The reason for integrating the community matrix as the features matrix in the VGAE comes from previous studies that showed that performing community detection without these features leads to poor performance [2].



Let us start by discussing the methodology used and provide a walk-through of the algorithm’s steps. The proposed algorithm, Enhanced Community Detection with Structural Information VGAE (VGAE-ECF) incorporates an additional matrix that encodes community information into the VGAE model.



Given a graph G having N nodes and E edges, the following are the inputs:



Adjacency matrix (A): An   N × N   matrix where    A  i j   = 1   indicates the presence while    A  i j   = 0   the absence of an edge between nodes i and j.



Feature matrix (X): An   N × F   matrix where each row corresponds to the F-dimensional features of node i.



Community matrix (C): An   N × N   matrix generated from a community preserving algorithm. There are two types of independent community matrices:



Type 1: Incorporating community structure via the Louvain and the Leiden [19] algorithms, where    C  i j   = 1   if nodes i and j are in the same community, and 0 otherwise.



Type 2: Incorporating edge weights via the K-truss algorithm [18], where   0 <  C  i j   < 1   denotes the edge weight between nodes i and j.



The pre-processing step involves applying a community-preserving algorithm to the graph to create the community matrix C holding the initial community structure and edge weights information.



The input to the VGAE is the modified adjacency matrix   A ′  , formed by A+C.   A ′   integrates the structural information in A with the community structure encoded in C. Matrix   A ′   now is an updated adjacency matrix that contains information of relationships as well as information from the communities or the K-truss. In order to make the computations faster, instead of C we use a sparse version   C s   (see Section 4.2).



4.1. Community Preservation Techniques


To augment the VGAE model with community-oriented and relationship knowledge, we employed two acclaimed algorithms: Leiden and K-truss. For the baseline, we also perform experiments on a randomly generated C matrix and a matrix generated by the Louvain algorithm to reproduce results obtained by the modularity-aware VGAE model [2]. Intuitively, the matrix we create with these community preserving techniques is creating “virtual” relationships between nodes or strengthening relationships between nodes.



4.1.1. Random Approach


To set a baseline comparison and assess the impact of structured community detection methods on the performance of VGAE, we perform an ablation study and randomly assign nodes to communities. By comparing the performance of the VGAE model with random versus structured community inputs, we can directly measure the value added by meaningful community structures.



The following pseudo-code of Algorithm 1 shows how nodes are assigned to random communities. The value of K is the number of communities. This is equal to the number of ground truth communities in our dataset. The random assignment was achieved using a pseudo-random number generator to ensure the reproducibility of our results.






	Algorithm 1 Create Random Community Matrix



	
	
Input: n number of nodes, k number of communities



	
Output:   n × n   Community Matrix C






	1:

	
  communities ← random  integers  between  0  and  k − 1  of  size  n  




	2:

	
  community _ matrix ← zero  matrix  of  size  n × n  




	3:

	
for     i ← 0  to  n − 1  do




	4:

	
    for    j ← i + 1  to  n − 1   do




	5:

	
        if    communities [ i ] = communities [ j ]   then




	6:

	
             community _ matrix [ i ] [ j ] ← 1  




	7:

	
             community _ matrix [ j ] [ i ] ← 1  




	8:

	
        end if




	9:

	
    end for




	10:

	
end for




	11:

	
return     community _ matrix  














We anticipate that the VGAE model trained with randomly assigned communities will show lower performance in community detection compared to the same model trained with communities detected by the Louvain, Leiden, or K-truss algorithms. Such outcomes will substantiate the hypothesis that structured community knowledge significantly contributes to the model’s learning capability and overall performance.




4.1.2. Louvain Algorithm


The modularity score is used by the traditional heuristic-based community detection technique Louvain [16] to assign a score on how good a community structure is. The density of links within communities relative to the expected links between communities is measured by modularity. Modularity has a value between −1 and 1, and a value closer to 1 indicates a better assignment of nodes to communities, while a value closer to −1, a poor assignment to communities. Note that the modularity score is used for identifying the best community structure and is not used after that for the construction of the type 1 community matrix C.



The Louvain algorithm consists of two main phases that are repeated iteratively.



Phase 1: Modularity optimization. At first, each node in the network is considered as a distinct community. Next, the algorithm takes into account the impact of shifting each node from its current community to that of its neighbor. The shift is made where there is the most significant gain in modularity.



Phase 2: Community aggregation. The method creates a new network when the local moves are unable to further increase the modularity. The communities discovered in the first phase are represented by nodes in this new network. The weights of the linkages between nodes in the corresponding two communities add up to the weights of the links between the new nodes.



The two phases are applied iteratively. The second phase of the first iteration becomes the first phase of the second iteration, and so on. With each iteration, the network becomes smaller, and the communities grow larger.



The iterations continue until there are no changes in the community structure, i.e., the modularity can no longer be increased by either phase. At the end, we know which nodes belong to the same community and we can create the type 1 matrix C.




4.1.3. Leiden Algorithm


The Leiden algorithm [19] is a community detection method for graphs that improves upon the Louvain algorithm. It was designed to address some of the shortcomings of the Louvain algorithm, particularly in terms of the quality of the communities detected, guarantee of convergence, resolution limit, and the reproducibility of results. The Leiden approach refines partitions more effectively, resulting in more precise community detection. The outputs from this algorithm were used as alternative community-preserving inputs for the VGAE.



The Leiden algorithm consists of three main phases that are repeated iteratively:



	
Phase 1: Local moving. 






Similar to Louvain, the Leiden algorithm starts with each node as its own community. It then uses a randomized breadth-first search to move nodes to nearby communities that result in the largest modularity gain. This process is iteratively repeated and can be seen as an improved version of the local moving algorithm of the Louvain.



	
Phase 2: Refinement. 






This phase is unique to the Leiden algorithm and is absent in the Louvain algorithm. The refinement phase improves the partitions found in the first phase by breaking up poorly connected communities and moving nodes to form better-connected communities. It refines the partition by merging smaller communities, and subsequently, breaking them down to form a new partition. This addresses the resolution limit issue present in the Louvain algorithm.



	
Phase 3: Network aggregation. 






In this phase, similar to the Louvain algorithm, a new network is built where nodes represent the communities found during the previous phases. Edges are created between these new nodes based on the edges between the nodes of the respective original communities.



The three phases are applied iteratively. After the network is aggregated into a new network of communities, the entire process is repeated until there are no further improvements in modularity. At the end, we know which nodes belong to the same community and we can create the type 1 matrix C.



 Improvements over Louvain. 



The Leiden algorithm presents several key improvements over the Louvain algorithm:




	
Guaranteed convergence: Leiden ensures that every iteration strictly improves modularity, while Louvain can sometimes result in partitions that do not improve modularity.



	
Refinement phase: The refinement phase in Leiden allows for finer control over the community sizes and addresses the resolution limit problem, whereas Louvain might merge smaller communities that should not be merged.



	
Quality of communities: The Leiden algorithm generally finds partitions that are more balanced and well-connected than those found by the Louvain algorithm.



	
Reproducibility: Leiden tends to be more stable and less dependent on the randomness in the initial node order than the Louvain algorithm, leading to more reproducible results.









4.1.4. K-Truss


The K-truss algorithm [18] is a method for identifying cohesive subgraphs within a larger network. A K-truss in a graph is a subset of the graph such that every edge in the subset is supported by at least   k − 2   other edges that form triangles with that particular edge. In other words, every edge in the truss must be part of   k − 2   triangles made up of nodes that are part of the truss. This concept is used to find communities or clusters within graphs that are tightly interconnected.



The idea of a K-truss is an extension of the concept of K-cores [20], which are subgraphs where each vertex is connected to at least K other vertices within the subgraph. While K-cores focus on individual vertices and their immediate neighbors, K-trusses extend this to edges and the triangles they form, providing a stronger condition for the cohesion of the subgraph.



We incorporate the K-truss algorithm as shown below in Algorithm 2 based on the following steps:






	Algorithm 2 Constructing a community matrix with the K-truss algorithm



	
	
Input: A adjacency matrix, K size of truss



	
Output: Similarity matrix C



	
Convert the adjacency matrix to graph object






	1:

	
  G ←  n x . f r o m _ s c i p y _ s p a r s e _ m a t r i x  ( a d j )  



Initialize K-truss level



Apply K-truss algorithm to graph




	2:

	
   G k  ←  f i n d _ k _ t r u s s   ( G , k )   



Calculate similarity matrix based on K-truss




	3:

	
  X ←  c a l c u l a t e _ s i m i l a r i t y _ m a t r i x  ( a d j ,  G k  )  



Convert similarity matrix to sparse format




	4:

	
  X ←  c o o _ m a t r i x  X  



Pre-process graph to obtain community matrix




	5:

	
  C ←  p r e − p r o c e s s _ g r a p h  ( X )  




	6:

	
Return the final community matrix




	7:

	
return  C














	
Convert the graph’s adjacency matrix into a graph object.



	
Define a specific level of truss, K, to identify the strength of connections needed for community membership.



	
Apply the K-truss algorithm to retain only those edges in the graph that are part of at least   K − 2   triangles, thus filtering out weaker connections.



	
For the remaining subgraph, calculate a similarity matrix by comparing the adjacency of nodes with the support levels determined by the K-truss algorithm.



	
The similarity matrix is then transformed into a sparse matrix format.



	
Finally, pre-process the sparse similarity matrix to obtain the type 2 community matrix C, which reveals the denser community structures within the graph.






Lower K-trusses are nested within higher K-trusses, forming a hierarchy of subgraphs with increasing cohesion. The value of K is considered as a hyperparameter and tuned to obtain better results.





4.2. Sparsification


To manage the computational demands associated with network analysis, particularly in community detection, a sparsified version of the adjacency matrix of the communities is considered. This sparsified matrix is denoted as   C s  . By using   C s  , enough information is preserved and the computational cost is smaller than C; see Proposition 6 [2]. In this sparsification process, each node within a community   C k   is connected to s other nodes within the same community, where s is a number smaller than   n k  , the total number of nodes in   C k  . This random selection process reduces the number of connections each node has, thereby reducing the overall computational load.



The value of K in the K-truss algorithm influences the sparsity of the resulting subgraph or matrix representation of that subgraph. It determines the level of connection strength required for edges and nodes to remain in the subgraph. Specifically, an edge is part of a K-truss if it is contained in at least   K − 2   triangles within the subgraph. Selecting a larger K value will generally result in a sparser K-truss because only the edges that belong to a greater number of triangles are retained. This means that many edges (and potentially nodes) will be removed if they do not meet the stricter criteria, leaving behind a subgraph with fewer edges relative to the number of nodes. A smaller K allows for a denser subgraph, as edges are required to be part of fewer triangles to be included. Thus, more edges and nodes will meet this criterion, resulting in a less sparse subgraph. After the sparsification process,   A ′   becomes equal to   A + C s  .




4.3. VGAE Model Training


The VGAE model is trained using the modified adjacency matrix   A ′   and the feature matrix X, optimizing the latent space to capture both graph structure, community membership, and optionally, the features. The code for the encoder and decoder of the VGAE architecture is taken from Kipf and Welling [5] and Guillaume Salha-Galvana et al. [2].




4.4. Community Detection in Latent Space


After training, the latent representations of nodes are clustered using K-means++ [21]. These clusters determine community membership, leveraging the enriched embeddings that now encapsulate both structural and community information. Algorithm 3 shows the steps of the approach and Figure 3 shows the proposed architecture.



In this paper, we selected a specific portion of the Citeseer dataset [22], recognized as a benchmark in community detection research. This particular segment was strategically selected to cover a wide array of node attributes and linkages to ensure the experiment’s integrity. The pre-processing stage involved standardizing the feature matrices and formulating the adjacency matrices, which are critical components for the operation of the VGAE model.



We engaged the graph variational autoencoder (VGAE) model in the learning processes using this curated dataset segment. The number of training cycles was limited to 20 to promptly evaluate the model’s effectiveness and its proficiency in identifying significant community clusters. The emphasis was on monitoring the model’s preliminary responses to community-preserving tactics, not on final performance tuning.






	Algorithm 3 Enhanced community detection using VGAE (VGAE-ECF)



	
	
Input: Adjacency Matrix A, Feature Matrix X



	
Output: Detected communities



	
Step 1: Pre-processing






	1:

	
Apply community preserving algorithm: Leiden (Type 1), K-truss (Type 2) to obtain C




	2:

	
Apply sparsification to obtain   C s   when using the Leiden method



Step 2: Preparing VGAE Input




	3:

	
   A ′  ← A + C s  



Step 3: VGAE Model Training




	4:

	
Feed   A ′   and X into the VGAE model




	5:

	
Train the VGAE model to optimize the latent space representation



Step 4: Community Detection in Latent Space




	6:

	
Extract latent representations (embeddings) for each node




	7:

	
Apply K-means++ clustering to the embeddings to detect communities



Step 5: Evaluation and Adjustment




	8:

	
Evaluate detected communities with AMI and ARI metrics




	9:

	
Tune K parameters for K-truss and s for Leiden’s method based on performance




	10:

	
Refine C using detected communities and repeat from step 1.
















5. Experiments and Results


We experimented on the Citeseer and Cora [23] datasets by using and assessing the effect of pre-processing via the Leiden and K-truss algorithms in addition to the Louvain approach that was previously used by Salha-Galvana et al. [2]. We also considered randomly assigning communities and its effect on community detection to obtain a better idea of any improvement achieved by applying strategic algorithms. Our code is available on GitHub: https://github.com/jyotikahp/community_aware_gae, accessed on 11 September 2024.



5.1. Datasets


The following section describes the datasets used in this work. The datasets used are Citeseer and Cora. The versions of the dataset used in this project were undirected and were pre-processed and generated by [2]. Both datasets are of scientific publications classified into different number of classes.



	
Citeseer:






The CiteSeer dataset consists of 3312 scientific publications classified into one of six classes: Agents, AI, DB, IR, ML, and HCI. The citation network consists of 4732 links. Each publication in the dataset is described by a 0/1-valued word vector indicating the absence/presence of the corresponding word from the dictionary. The dictionary consists of a total of 3703 unique words.



	
Cora:






The Cora dataset is a citation network of 2708 machine learning papers, organized into seven distinct classes. These papers are interlinked by 5429 citations, forming a directed graph that maps out how papers cite each other. Each paper is represented by a binary word vector, derived from a dictionary of 1433 unique words, indicating the presence or absence of specific words in the paper.



We pass the entire dataset to the VGAE model without splitting it into train/test/validation sets. As the nature of the problem, i.e., community detection is an unsupervised learning problem, the goal is to learn the latent representation of the graph without knowledge of explicit labels. Thus, the entire dataset is used to learn the embeddings of the nodes of the graphs. This enables the VGAE to have all the information in the graph to study its internal structure, potentially leading to meaningful and accurate embeddings. To assess the quality of embeddings, additional evaluation metrics are used.




5.2. Models


The encoder for the VGAE framework is considered a GCN. We incorporated two GCN models for the encoder, converting input features to a 16-dimensional latent vector. The optimizer used for training was the Adam optimizer [24].



Single-layer linear encoder: As proposed by [25], this is a simple one-hop model without considering the activation function. The output dimension is a latent space of 16 features.



Two-layer GCN encoder: Initially proposed by Kipf and Welling [5], the two-layer GCN encoder consists of a 32-dimensional hidden layer and uses ReLU as the activation function. The latent space dimension is 16. This considers the effect of two-hop neighbors in calculating the embedding for the nodes.



Both models are trained with a learning rate of 0.01 and 0 dropout. As the nature of the task is community detection and the goal is to learn the generation of low-dimensional node embeddings, all of the input information is retained, enhanced, and passed to the model.




5.3. Evaluation Metrics


The following section describes the metrics used for determining the performance of the models used on the Citeseer and Cora datasets.



Mutual information (MI) [26] is a measure that quantifies the mutual dependence between two variables. For us, the variables are two different clusterings of the same data. Mutual information (MI) is defined as follows:


  MI  ( U , V )  =  ∑  i = 1   c U    ∑  j = 1   c V   P  ( i , j )  log     P ( i , j )   P ( i ) P ( j )      








where   P ( i )   and   P ( j )   are the probabilities that a randomly selected sample belongs to clusters i in U and j in V, respectively, and   P ( i , j )   is the joint probability that a randomly selected sample belongs to cluster i in U and cluster j in V.



Adjusted mutual information (AMI) is an adjustment of the mutual information score that accounts for chance.



AMI is defined as


  AMI  ( U , V )  =    MI ( U , V ) − E { MI ( U , V ) }   max { H ( U ) , H ( V ) } − E { MI ( U , V ) }     








where   E { MI ( U , V ) }   is the expected MI of all possible clusterings with the same cluster marginal distributions as U and V, and   H ( U )   and   H ( V )   are the entropies of the clusterings.



The Rand index (RI) calculates the proportion of accurate choices the clustering algorithm makes. It is computed by dividing the total number of decisions that need to be made by the number of agreements (true positive and true negative decisions).



The Rand index (RI) is


  RI  ( U , V )  =    a + d   a + b + c + d     











The variable a represents the number of pairs of elements in the same cluster in U and in the same cluster in V; b represents the number of pairs of elements in different clusters in U and in different clusters in V; c represents the number of pairs of elements in the same cluster in U but in different clusters in V; and d represents the number of pairs of elements in the same cluster in U and in the same cluster in V.



The adjusted Rand index (ARI) is the Rand index modified to account for the elements’ random grouping. It takes into consideration the probability that the RI will rise as the number of clusters rises. Because it normalizes in relation to the predicted RI under random clustering, it offers a more reliable measure.



The ARI is given by


  ARI  ( U , V )  =    RI ( U , V ) − E { RI ( U , V ) }   max { RI ( U , V ) } − E { RI ( U , V ) }     








where   E { RI ( U , V ) }   is the expected Rand Index of all possible clusterings, and   RI ( U , V )   is the actual Rand Index between clusterings U and V.



In community detection, these metrics are crucial for evaluating the quality of the detected communities against ground truth labels. If the ground truth is not available, metrics like ARI can still be useful for comparing the results of different algorithms or parameter settings. High scores in AMI and ARI indicate a strong agreement between the clustering results and the ground truth, suggesting effective community detection.




5.4. Results


In this subsection, we go over the outcomes of different implementations to show their qualities and effectiveness in identifying community structures with and without dataset features.



We conducted all our experiments on a machine equipped with an Intel (R) Core (TM) i5-8265U processor (Santa Clara, CA, USA), featuring four cores and eight threads. The processor operates at a base frequency of 1.6 GHz, with the ability to boost up to 3.9 GHz under turbo mode. The machine includes 8 GB of RAM, and the experiments benefited from a 512 GB SSD, which offered ample storage and significantly faster reads/writes. The experiments were run with a learning rate of 0.01, that optimized the performance of our models and ensured effective convergence. For Citeseer, the results are in Table 1 (with features) and Table 2 (without features), and for Cora the results are in Table 3 (with features) and Table 4 (without features). In these tables, the encoder model, the number of iterations, the community-preserving method, the means of the metrics AMI and ARI, as well as the mean time in seconds are provided. For the time, the K-truss method is the most expensive and the Louvain and Leiden have similar times. Regarding the model, the linear_VAE is between 1.4 and 1.7 times slower than the GCN_VAE for Citeseer, and for Cora it is between 1.1 and 1.5 times slower.



5.4.1. Citeseer Dataset


Leiden algorithm: When features were taken into account and the Leiden algorithm was applied to the Citeseer dataset, we obtained a mean adjusted mutual information (AMI) score of 24.65% and a mean adjusted Rand index (ARI) of 23.57%. Table 1 provides a summary of the results for the different models. The mean ARI was 5.7212% and the mean AMI was 15.6871% without considering features, as indicated in Table 2. These findings highlight the significance of feature inclusion for successful community detection since they show a decline in performance when features are removed.



K-truss algorithm: For K-truss, K is the hyperparameter for our model. The model was run for K values ranging from 3 to 11, resulting in a value of 6 for K segregating the communities in the best way. When features were considered, the K-truss approach produced better performance metrics, with a mean AMI of 29.71% and a mean ARI of 28.19%, as shown in Table 1. On the other hand, the AMI and ARI scores dramatically decreased to 3.0377% and 0.38683%, respectively, when feature consideration was removed. This sharp decline, as indicated in Table 2, emphasizes how important feature inclusion is to the K-truss algorithm’s ability to recognize communities as well as possible.



When considering features (see Table 1), the GCN_VAE model outperforms the Linear_VAE across all methods, highlighting the effectiveness of incorporating graph convolutional layers. The K-truss method provides the best performance in terms of AMI and ARI for both models, making it the most effective community detection method for the Citeseer dataset among those tested. The Leiden method, while an improvement over Louvain in theory, did not outperform Louvain in this specific context. Random assignment confirms the necessity of using structured methods for meaningful community detection results.



When no features are considered (see Table 2) the Linear_VAE generally performs better than GCN_VAE in terms of AMI. The GCN_VAE shows slightly better performance in terms of ARI with the Leiden method. The K-truss method performs poorly without node features, indicating its reliance on node attributes for effective community detection. These results highlight the importance of incorporating node features for community detection, as performance significantly drops when features are not considered. The Linear_VAE model performs better in terms of AMI, while GCN_VAE shows a slight advantage in ARI with the Leiden method. However, neither model performs well with the K-truss method without features, underscoring the method’s dependence on node attributes. Overall, the GCN_VAE model combined with the K-truss method and features shows the most promise for community detection on the Citeseer dataset.




5.4.2. Cora Dataset


Applying the Leiden method to the Cora dataset yielded a mean ARI of 46.122% with features included and a mean AMI of 50.756%. Leiden with the GCN_VAE model performed the best out of all the algorithms and models considered, as indicated in Table 3.



Table 4 displays the robustness of the performance measures in the absence of features, indicating a mean AMI of 40.632% and a mean ARI of 32.800%. These outcomes show how well suited and efficient Leiden is at managing environments with a variety of features and a lack of them.



In K-truss, K is the hyperparameter for our model. We trained our model for K values ranging from 3 to 11, with a value for K of 7 producing the best results. Using the Cora dataset with features, the K-truss algorithm produced a mean ARI of 40.580% and a mean AMI of 47.761%, as noted in Table 3. The findings were noticeably worse in the absence of features, with a mean ARI of 1.540% and a mean AMI of 2.570%, captured in Table 4. The significance of feature inclusion in enhancing the effectiveness of community detection algorithms is further supported by this pattern.



Overall, from Table 3, the GCN_VAE model combined with the Leiden method shows the most promise for community detection on the Cora dataset with features, demonstrating the highest mean AMI and ARI values among all the evaluated methods.



From Table 4, the Linear_VAE combined with the Louvain method performs the best for community detection on the Cora dataset when node features are not considered. These findings indicate that the inclusion of node features is critical for the K-truss method to perform well.



The highlighted results in Table 1, Table 2, Table 3 and Table 4 show the best performance (bold) achieved by our pre-processing algorithms using a linear and a GCN variational autoencoder. The study has surpassed the benchmarks, yielding better performance metrics. Notably, the combination of the GCN_VAE model with K-truss pre-processing has resulted in better mean AMI and ARI scores for the Citeseer dataset. On the other hand, pre-processing with Leiden exceeds the AMI and ARI scores for both models in the Cora dataset with features. Figure 4 and Figure 5 compare the performances graphically and display the patterns discussed for the Citeseer and Cora datasets. The superior performance of our proposed method underscores the value of integrating advanced pre-processing strategies and the significance of hyperparameter optimization in graph-based community detection. However, for featureless graphs, Louvain performs better when considering AMI and Leiden performs better as per ARI for both datasets. The random method performed worst on both datasets and for both models on all the pre-processing algorithms. This further echoed the benefit of applying a targeted algorithm as part of pre-processing.



Figure 6 and Figure 7 illustrate the ground truth communities, as established by the labels in the dataset. Each color represents a different community, highlighting the initial partitioning used as a benchmark for assessing the quality of our community detection method.



Figure 8, Figure 9, Figure 10, Figure 11, Figure 12, Figure 13, Figure 14 and Figure 15 present a visual account of the community structures within the network as predicted by our Enhanced Community Detection with Structural Information VGAE model. They offer an understanding of the performance of our proposed community detection approach.






6. Conclusions


This paper aimed at exploring community detection within a graph. Through experimentation and analysis, it demonstrated the potential of deep learning, particularly variational graph autoencoders (VGAEs). The proposed algorithm, called Enhanced Community Detection with Structural Information VGAE (VGAE-ECF), has proven to be effective, as shown by the improvement in performance metrics over traditional methods.



The comparative results indicate that our model, which integrates preliminary community information into the VGAE framework, surpasses the benchmarks set by previous studies, including those highlighted by Salha-Galvana et al. [2]. The enhanced VGAE model resulted in a higher average mutual information (AMI) and adjusted rand index (ARI), confirming our hypothesis that the inclusion of community structure information can significantly improve the community detection process.



Furthermore, the fine-tuning of the hyperparameter ’k’ within our experiments underscored its critical role in optimizing the community detection algorithms. This tuning was critical in refining our model to better capture the subtleties of community boundaries within the graph.



In conclusion, our findings include the importance of incorporating community structure and edge strengths within a neural network for identifying communities. This project also sets the stage for future research to build upon. As graphs and neural networks continue to grow in size and complexity, the methodologies we have developed will provide a foundation for more robust, scalable, and accurate community detection techniques.
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Figure 1. Architecture of a VGAE with encoder and decoder. 






Figure 1. Architecture of a VGAE with encoder and decoder.
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Figure 2. Process flow from an input graph to detecting communities. The VGAE produces embeddings that reflect community structure and edge weights, which are clustered with K-means. 






Figure 2. Process flow from an input graph to detecting communities. The VGAE produces embeddings that reflect community structure and edge weights, which are clustered with K-means.
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Figure 3. Proposed architecture to generate communities. 
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Figure 4. Comparison of performance of different models for Citeseer dataset. Note that the blue line is for the GCN_VAE method. 
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Figure 5. Comparison of performance of different models for Cora dataset. The orange line is for the GCN_VAE method. 






Figure 5. Comparison of performance of different models for Cora dataset. The orange line is for the GCN_VAE method.
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Figure 6. Ground truth communities in Citeseer dataset. 
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Figure 7. Ground truth communities in Cora dataset. 
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Figure 8. K-truss+GCN_VAE on Citeseer. 
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Figure 9. K-truss+Linear_VAE on Citeseer. 






Figure 9. K-truss+Linear_VAE on Citeseer.
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Figure 10. Leiden+GCN_VAE on Citeseer. 
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Figure 11. Leiden+Linear_VAE on Citeseer. 
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Figure 12. K-truss+GCN_VAE on Cora. 
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Figure 13. K-truss+Linear_VAE on Cora. 
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Figure 14. Leiden+GCN_VAE on Cora. 
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Figure 15. Leiden+Linear_VAE on Cora. 
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Table 1. Community detection results on Citeseer dataset considering features.






Table 1. Community detection results on Citeseer dataset considering features.





	Model
	Iterations
	Method
	Mean AMI (%)
	Mean ARI (%)
	Time (s)





	Linear_VAE
	100
	Louvain [2]
	25.39
	10.58
	559.73



	GCN_VAE
	100
	Louvain [2]
	26.59
	26.09
	393.51



	Linear_VAE
	100
	Leiden
	21.30
	12.80
	585.73



	GCN_VAE
	100
	Leiden
	24.65
	23.57
	330.17



	Linear_VAE
	100
	K-truss
	30.27
	24.80
	667.77



	GCN_VAE
	100
	K-truss
	29.71
	28.19
	378.43



	Linear_VAE
	100
	Random
	−0.012
	−0.013
	335.64



	GCN_VAE
	100
	Random
	0.37
	0.29
	339.03










 





Table 2. Experimental results on Citeseer dataset without considering features.






Table 2. Experimental results on Citeseer dataset without considering features.





	Model
	Iterations
	Method
	Mean AMI (%)
	Mean ARI (%)
	Time (s)





	Linear_VAE
	100
	Louvain [2]
	15.83
	7.94
	621.86



	GCN_VAE
	100
	Louvain [2]
	10.95
	7.75
	422.83



	Linear_VAE
	100
	Leiden
	15.68
	5.72
	618.01



	GCN_VAE
	100
	Leiden
	10.53
	7.98
	412.26



	Linear_VAE
	100
	K-truss
	1.01
	0.78
	826.20



	GCN_VAE
	100
	K-truss
	3.86
	3.04
	480.62










 





Table 3. Experimental results on Cora dataset considering features.
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	Model
	Iterations
	Method
	Mean AMI (%)
	Mean ARI (%)
	Time (s)





	Linear_VAE
	100
	Louvain [2]
	50.12
	43.32
	405.82



	GCN_VAE
	100
	Louvain [2]
	49.02
	38.67
	352.50



	Linear_VAE
	100
	Leiden
	50.75
	46.12
	392.30



	GCN_VAE
	100
	Leiden
	52.30
	49.81
	341.77



	Linear_VAE
	100
	K-truss
	45.09
	39.09
	476.85



	GCN_VAE
	100
	K-truss
	47.76
	40.58
	428.69



	Linear_vae
	100
	Random
	0.29
	0.15
	243.93



	GCN_VAE
	100
	Random
	0.69
	0.59
	330.69










 





Table 4. Experimental results on Cora dataset without considering features.
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	Model
	Iterations
	Method
	Mean AMI (%)
	Mean ARI (%)
	Time (s)





	Linear_VAE
	100
	Louvain [2]
	50.12
	43.39
	481.55



	GCN_VAE
	100
	Louvain [2]
	35.76
	27.09
	394.40



	Linear_VAE
	100
	Leiden
	40.63
	32.80
	465.28



	GCN_VAE
	100
	Leiden
	38.98
	32.46
	365.97



	Linear_VAE
	100
	K-truss
	2.57
	1.54
	715.39



	GCN_VAE
	100
	K-truss
	8.20
	4.08
	461.72
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