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Abstract: Cyberbullying, which manifests in various forms, is a growing challenge on
social media, mainly when it involves threats of violence through images, especially those
featuring weapons. This study introduces a computational framework to identify such
content using convolutional neural networks of weapon-related images. By integrating
artificial intelligence techniques with image analysis, our model detects visual patterns
associated with violent threats, creating safer digital environments. The development of
this work involved analyzing images depicting scenes with weapons carried by children
or adolescents. Images were sourced from social media and spatial repositories. The
statistics were processed through a 225-layer convolutional neural network, achieving an
86% accuracy rate in detecting weapons in images featuring children, adolescents, and
young adults. The classifier method reached an accuracy of 17.86% with training over
only 25 epochs and a recall of 14.2%. Weapon detection is a complex task due to the
variability in object exposures and differences in weapon shapes, sizes, orientations, colors,
and image capture methods. Segmentation issues and the presence of background objects
or people further compound this complexity. Our study demonstrates that convolutional
neural networks can effectively detect weapons in images, making them a valuable tool in
addressing cyberbullying involving weapon imagery. Detecting such content contributes
to creating safer digital environments for young people.

Keywords: cyberbullying; CNN; deeplearning

1. Introduction

Cyberbullying is defined as the deliberate and repeated use of information and com-
munication technologies (ICT) to intimidate, harass, humiliate, or harm others. Unlike
traditional bullying, cyberbullying presents unique challenges due to its pervasive and
often anonymous nature, making it especially devastating. The constant availability of
digital platforms, accessible 24 h a day, means that victims cannot find refuge even in
the privacy of their own homes. This relentless presence inflicts emotional wounds that,
although invisible, are as painful as physical ones and can have profound and lasting con-
sequences on the mental health and well-being of victims. The immediacy of cyberbullying,
combined with the aggressors’ ability to conceal their identity, amplifies the psycholog-
ical damage and instills a sense of constant fear. Because of these severe effects, efforts
to combat cyberbullying have multiplied, and artificial intelligence (Al)-based detection
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mechanisms are emerging as one of the most promising strategies to tackle this pervasive
problem. According to [1], current challenges in using Artificial Intelligence (Al) to detect
cyberbullying include the difficulty of identifying irony and sarcasm in online content,
which is one of the primary obstacles. The nuanced forms of communication can often
mask abusive behavior in a challenging way for Al algorithms to interpret accurately.
Furthermore, cyberbullying is a multimodal phenomenon involving not only text but also
images and videos. This diversity in content complicates automatic detection, as different
modalities may not individually exhibit abusive characteristics yet collectively contribute to
bullying behavior. Another significant challenge arises from the need to consider repetition
and context in defining cyberbullying. Unlike straightforward abusive language, cyberbul-
lying may depend on the repeated nature of the behavior or context provided by previous
interactions, making it difficult for Al to assess a single message in isolation accurately.
Additionally, identifying exclusion in cyberbullying adds another layer of complexity. For
instance, tagging people to exclude others deliberately may be subtle and misinterpreted by
algorithms, complicating the detection process and potentially resulting in false positives or
negatives. These challenges highlight the complexity of using Al to address cyberbullying,
underscoring the need to improve current tools and approaches. Cyberbullying detection
using Al and machine learning has gained significant attention due to the rise of social
media usage. Multiple studies have explored supervised machine learning approaches to
identify cyberbullying content automatically. One such study, conducted by [2], presents a
method to identify cyberbullying in social networking platforms using machine learning
techniques. The primary objective is to develop a model to effectively detect cyberbullying
in social network conversations. The dataset of 1608 conversations, with 804 identified as
instances of cyberbullying and 804 as non-cyberbullying, was accomplished. The study
evaluated two classifiers: Support Vector Machines (SVM) and Neural Networks (NN).
The Neural Network achieved an accuracy of 92.8%, while the SVM reached 90.3%. The
results indicated that the Neural Network outperformed the SVM in terms of accuracy
and F-score, suggesting that the proposed approach can enhance cyberbullying detection
and contribute to a safer use of social networks. Researchers have primarily concentrated
on analyzing textual data from social media platforms. However, as cyberbullying has
expanded from text-based forms to include images, detection has become more challenging
due to the absence of clear textual representation in visual content. Some researchers
have proposed incorporating image analysis into detection methods to address this. In
an article by [3], the authors address the growing problem of cyberbullying on social net-
working platforms, where visual content is particularly prevalent. The authors propose
an innovative technique called CNBD (Combinational Network for Bullying Detection),
which integrates a picture transformer model (BEiT) with a multilayer perceptron (MLP)
network. Additionally, they incorporate image description generation (Image Captioning)
and Optical Character Recognition (OCR) to extract text from images, improving accuracy
in cyberbullying detection. The results demonstrate that CNBD achieves an accuracy of
98.23%, surpassing previous methods. In [4], the study examines cyberbullying through
images. The study aimed to identify the visual characteristics associated with cyberbullying
and demonstrate their efficacy in detecting offensive content. A dataset of 19,300 images
about cyberbullying was assembled through the use of keywords extracted from victim
accounts, thereby depicting actual scenarios. Five key visual factors were identified: body
posture, facial emotion, objects present, gestures, and social aspects, which differ from those
typically associated with traditional forms of offensive content. A multimodal classification
model was developed using these factors, achieving an accuracy of 93.36% in detecting
cyberbullying. Furthermore, the study demonstrated that 39.32% of cyberbullying images
can evade current detectors, underscoring the need for more sophisticated methodologies.
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The rise of social media platforms has amplified the occurrence of cyberbullying, pos-
ing significant risks to children and adolescents who are particularly vulnerable to online
harassment and exposure to violent content [5-7]. To mitigate these risks, researchers
have increasingly focused on leveraging artificial intelligence (AI) for automated detec-
tion and prevention of harmful online behaviors [8-10]. Convolutional neural networks
(CNNSs) have emerged as a powerful tool in this domain, enabling the identification of
weapons in images, which is a critical component in addressing cyberbullying involving
threats of violence [11-14]. Studies have shown that CNNs can effectively handle the
complexity and variability of image data, thus providing robust solutions for cyberbullying
detection [15-17]. The growing body of research underscores the need for efficient and
accurate monitoring systems to enhance Al models for social good [18-20]. This paper
builds upon previous work by developing a CNN-based framework to detect weapon
imagery on social media, contributing to safer digital environments [21-23]. In contrast to
the previously referenced studies, which employ text analysis, text extraction from images,
and a combination of text analysis and images to detect cyberbullying, our approach is
exclusively focused on image analysis. In the present study, the visual characteristics of the
images are extracted directly and subsequently used to perform a classification to detect
cyberbullying occurrences.

Table 1 shows an additional comparative table to the previously mentioned state-of-
the-art works, detailing the method used, the type of data, and the evaluation percentage
of each. These works are then compared to our research, where it is noted that only three
of the nine works listed in the comparative table focused on detecting bullying through
images, while the rest used text data sets for detection. Of the three works utilizing image
detection, only Kumar’s work surpasses our percentage with a 98% accuracy compared
to our 86%, an average percentage within the comparative table. Kumar’s convolutional
neural network model is a hybrid or composite approach, in contrast to the model used in
our research, which derives its strength from many hidden layers.

Table 1. Comparative Table of Cyberbullying Detection Methods.

Author and Year

Title

Method and Accuracy

Data Sets

Zhang, et al., 2016 [24]

Cyberbullying  detection with a
pronunciation-based  convolutional
neural network.

Pronunciation-based  convolutional
neural network with 96%

Two cyberbullying datasets collected
from Twitter and Formspring.me (only
text)

Vijayakumar et al., 2021 [25]

Multimodal cyberbullying detection us-
ing hybrid deep learning algorithms.

Hybrid model (CNN and LSTM) with
85%

Images and text extracted from GitHub
and Kaggle and tested with Telegram
real-time data (Kaggle Toxic Comment
Classification Challenge dataset)

Dewani, et al., 2021 [26]

Cyberbullying detection: advanced pre-
processing techniques and deep learn-
ing architecture for Roman Urdu data.

Recurrent neural networks (RNN) with
85%

Urdu and Roman Urdu instances (only
text)

Raj et al., 2022 [27]

An application to detect cyberbullying
using machine learning and deep learn-
ing techniques.

CNN-BiLSTM  (Bidirectional Long
Short-Term Memory) with 95%

The acquired labeled data in 3 lan-
guages

Aldhyani et al, 2022 [28]

Cyberbullying identification system
based on deep learning algorithms.

Hybrid deep learning architecture con-
sisting of convolutional neural net-
works integrated with Bidirectional
Long Short-Term Memory networks
(CNN-BiLSTM) and single BiLSTM
models with 99%

A binary class dataset with 115,864
samples and a multiclass dataset with
39,869 samples

Kumar et al., 2022 [14]

Multimodal cyberbullying detection us-
ing capsule network with dynamic rout-
ing and deep convolutional neural net-
work.

CapsNet-ConvNet model (deep neural
networks) with dynamic routing with
98%

Separating text from the image using
Google Lens of Google Photos App

Khafajeh, 2024 [29]

Cyberbullying Detection in Social Net-
works Using Deep Learning.

Recurrent Neural Networks (RNNs),
Long Short-Term Memory (LSTM), and
transformer models like Bidirectional
Encoder Representations from Trans-
formers (BERT) with 87.3%

11,000 Facebook comments labeled as
clean or cyberbullying

Baiganova et al., 2024 [30]

Hybrid Convolutional Recurrent Neu-
ral Network for Cyberbullying Detec-
tion on Textual Data.

Hybrid neural network architecture
combining Long Short-Term Memory
(LSTM) and Convolutional Neural Net-
work (CNN) with 87%

Identification of suicidal tendencies
within the textual milieu of Reddit’s
digital content

Gutiérrez-Batista, et al., 2024 [31]

Improving automatic cyberbullying de-
tection in social network environments
by fine-tuning a pre-trained sentence
transformer language model.

96.25% with Linear Regression

3 datasets: Bullying V3.0 (3889 doc-
uments), hate-speech (10,360 docu-
ments), and Myspace (2029 documents)

Our Work

Unraveling Cyberbullying Dynamics:
A Computational Framework Empow-
ered by Artificial Intelligence.

Convolutional neural network with
86%

30 images from Depositphotos dataset
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This paper is structured as follows: We begin with Section 2, which provides back-
ground information and outlines our proposed architecture. In Section 3, we introduce
Addressing Cyberbullying Dynamic Images. In Section 4, we discuss the experiments
conducted. Section 5 presents the results obtained from these experiments. Lastly, we
conclude the paper with our final remarks.

2. Unraveling Cyberbullying Dynamis
The proposed method for Unraveling Cyberbullying Dynamis consists of three stages:

1. ROI Extraction: In this initial stage, an ROI (Region of Interest) extraction process is
applied to limit the analysis to specific regions that may contain weapons. Focusing
on the ROI makes the analysis more effective and targeted, enhancing the accuracy of
detecting cyberbullying-related content.

2. Segmentation: The second stage involves segmentation using the previously extracted
ROL. This segmentation step is crucial as it lays the groundwork for a comprehensive
analysis and understanding of the dynamics of cyberbullying. Precise segmentation
ensures that the relevant areas are accurately identified for further examination.

3. Neural Convolutional Network: In the final stage, a neural convolutional network is
employed to train and test the model. The data is split into two sets: one for training
the model and the other for testing its performance. The use of a neural convolutional
network enables efficient analysis, evaluation, and prediction within the proposed
method, leveraging advanced Al techniques for enhanced detection capabilities.

This multi-stage methodology provides a comprehensive approach to unraveling

Cyberbullying Dynamis, leveraging artificial intelligence techniques for enhanced analysis
and understanding as shown in Figure 1.

Image ——» ROI_Extraction —®» Weapon —» Extracted_Image —» Segmented Image —» CNN —» Kids Weapon

Figure 1. Unraveling Cyberbullying Dynamics.

2.1. ROI Extraction

Region of Interest (ROI) extraction is critical in detecting and analyzing weapons
within digital platforms. This process involves identifying and isolating key areas within
images that are likely to contain instances of weapons. In images, ROIs might include
specific shapes, colors, or patterns characteristic of various types of weapons. Effective ROI
extraction enables more accurate and efficient analysis, allowing for the timely identification
and mitigation of potential threats.

2.2. Segmentation

Segmentation is a vital step in the detection and analysis of weapons within digi-
tal platforms. This process involves partitioning images into distinct regions likely to
contain weapons. For images, segmentation might involve delineating specific shapes,
colors, or patterns characteristic of various weapon types. Effective segmentation enables
more precise and efficient analysis, facilitating the timely identification and mitigation of
potential threats.

2.3. Neural Convolutional

Convolutional Neural Networks (CNNs) play a critical role in detecting and analyzing
weapons within digital platforms. This process involves applying CNNs to analyze and
interpret visual data, such as images, to identify the presence of weapons. CNNs are
adept at recognizing patterns and features, such as specific shapes, textures, and colors,
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characteristic of various types of weapons. By learning these features through training,
CNN:s can effectively differentiate between harmless objects and potential threats. The use
of CNNss enables more accurate and efficient analysis, allowing for the timely identification
and mitigation of possible dangers.

Algorithm 1, designed for detecting weapons-related content, includes several key
functions: HandleCyberbullyingObject processes objects to identify potential weapons;
HandleCyberbullyingFace uses facial recognition to detect faces linked to threatening be-
havior involving weapons; and HandleCyberbullyingPattern identifies patterns of weapon-
related activities through CNN. While these functions typically operate independently
within the same iteration to avoid interference, their results are combined to form a compre-
hensive assessment. Outputs from functions like IsCyberbullyingText, IsCyberbullyingFace,
IsCyberbullyingContent, and IsCyberbullyingPatternDetected are integrated to provide
an understanding of the content, indicating a higher likelihood of threat when multiple
aspects are flagged. The functions IsCyberbullyingPatternDetected and HandleCyberbully-
ingPattern operate without explicit arguments by utilizing the global context generated
from previous function outcomes, which include processed objects, recognizing faces, and
detected text patterns, ensuring a detailed detection process.

Algorithm 1 Addressing Cyberbullying in Dynamic Images

1: procedure ADDRESSCYBERBULLYINGDYNAMICIMAGES(image_sequence)
2 for each frame in image_sequence do

3 labels «+— DetectObjects(frame)

4 for each object in labels do

5: if ObjectContainsText(object) then

6 text <— ExtractTextFromObject(object)

7 if IsCyberbullyingText(text) then

8 HandleCyberbullyingObject(object)

9

: end if
10: end if
11: if ObjectContainsFaces(object) then
12: faces < ExtractFacesFromObject(object)
13: for each face in faces do
14: if IsCyberbullyingFace(face) then
15: HandleCyberbullyingFace(face)
16: end if
17: end for
18: end if
19: if ObjectContainsSensitiveContent(object) then
20: if IsCyberbullyingContent(object) then
21: HandleCyberbullyingObject(object)
22: end if
23: end if
24: end for
25: if IsCyberbullyingPatternDetected() then
26: HandleCyberbullyingPattern()
27: end if
28: end for

29: end procedure

3. Experiments

The collection of images includes scenes in two contexts: (a) where an adolescent
or young person carries the weapon, and (b) where a young person or adolescent and
a weapon appear within the same scene. A careful selection of the data corpus is made,
which includes controlled scenes where the weapons are dark in color, as opposed to the
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bright colors typically associated with toy weapons. It is important to note that there are
also black toy weapons.

The data is anonymized to protect individual identities, and robust security measures
are implemented to safeguard the data against breaches. Privacy protection is a core
priority, with measures in place to ensure data minimization and access control, thereby
limiting the data to what is absolutely necessary and allowing access only to authorized
individuals. The societal implications of the model’s application are significant, as it aims
to enhance safety and well-being by detecting potential threats in environments where
children and adolescents are involved. This proactive approach helps to mitigate risks
and prevent harmful incidents, thereby fostering a safer community. However, addressing
potential biases and considering the impact on different societal groups can significantly
enhance the credibility and relevance of the study. Although this aspect is beyond the scope
of the article, our work is specifically focused on detecting weapons in images to prevent
harmful incidents.

During the experiment, a specific image size of 640 was utilized, and the images were
normalized to ensure consistency. A deterministic approach, with a ratio mask of 4, was
adopted to optimize the model’s performance. To assess the model’s effectiveness, the
dataset was split into 10.71% for testing, 71.42% for training, and 17.36% for validation.
This splitting enables thorough evaluation and validation of the model’s capabilities. After
25 epochs of training, the model achieved promising results, with an accuracy of 86% and a
recall of 14.2%. These results reflect the model’s proficiency in capturing and recognizing
patterns within the images. The model was executed on a Tesla T4 GPU, which took
approximately 27 min to complete. This GPU, equipped with impressive computational
power, boasting 15,102 CUDA cores and 8.4 GigaFLOPS, facilitated the efficient processing
of the model’s calculations. The model, which comprises 225 layers, utilizes a substantial
number of parameters and gradients. It consisted of 3,011,043 parameters and 3,011,027
gradients, indicating its complexity and ability to capture intricate details within the data.
A learning rate of 0.01 was employed to guide the model’s optimization process. This rate
dictated the step size taken during the model’s learning process, influencing the conver-
gence and overall performance. The optimization employed a gradient-based method,
specifically a convolutional neural network (CNN). This method allowed the model to
learn and extract meaningful features from the images, enabling accurate classifications
and predictions. In summary, the experiment utilized a normalized image size 640 and
employed a deterministic optimization process with a ratio mask of 4. The dataset was
divided into three segments: 10.71% for testing, 71.42% for training, and 17.36% for valida-
tion. After 25 epochs of training, the model demonstrated an accuracy of 86% and a recall
of 14.2%. The training process was executed on a Tesla T4 GPU, which completed the task
in 27 min. The model architecture was extensive, consisting of 225 layers with a substantial
parameter count of 3,011,043 and a gradient count of 3,011,027. Optimization was guided
by a learning rate of 0.01.

An intricate segmentation algorithm is employed within the given set of images to
identify and isolate a weapon’s presence accurately. This cutting-edge technique enables
the system to distinguish the weapon from its surroundings, yielding precise results across
the multiple images under consideration. The results of the image recognition process
applied to these images are presented in Figure 2.
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Figure 2. An intricate segmentation algorithm is employed within the given set of images to identify
and isolate a weapon’s presence accurately. This cutting-edge technique enables the system to
distinguish the weapon resulting from the red box from its surroundings, yielding precise results
across the multiple images under consideration.

The rain figure visually represents a distinct split within the part box, serving as a
notable indicator of the presence of both COS and DAL losses. This division within the
figure signifies the impact and relevance of these particular losses in the context of the
analyzed data or scenario (Figure 3 and Table 2).

Table 2. Summary of Model Parameters and Values.

Parameters Values
Layers 225
Optimizer Gradient
Learning rate 0.01
Classifier Convolutional Neural Network

The scenario’s context consists of 201 of 225 layers with a substantial parameter count of 3,011,043, a gradient
count of 3,011,027, and optimization by a learning rate of 0.01.
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train/box_loss train/cls_loss train/dfl_loss
3.8 A —e— results
4.2 1 smooth 4.30 A
3.6 A
41 4.25 -
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Figure 3. Represents a distinct split within the part box, serving as a notable indicator of the presence
of both COS and DAL.

4. Results

The results of this project demonstrate significant advancements in the detection of
weapons through digital image processing using a convolutional neural network (CNN)
model. Key findings from the implementation are as follows: The overall accuracy for
detecting weapons in the test dataset was 10.71%. Within the subset classification for the
test data, an accuracy of 71.42% was achieved. For the validation data, a classification rate
of 17.86% was obtained. These figures indicate that the CNN model exhibits a notable
capability in identifying weapons, though there are variations in accuracy across different
data subsets. The study achieved a precision rate of 86% and a recall rate of 14.2%. These
metrics reflect the model’s ability to correctly identify weapons among images containing
children and adolescents. While the precision rate is high, indicating reliable detection
when the model predicts a gun, the recall rate suggests that further work is needed to
increase the model’s capability to detect all relevant instances of weapons. Another note-
worthy aspect of the project was training efficiency. The training was completed with
just 25 epochs, highlighting the efficiency of the learning process. This rapid training was
achieved on a computer with a model 1510M, taking only 27 min and utilizing 13 s at
8.1 GLFOPS. The quick training times suggest that the model can be effectively used in
real-time applications without demanding excessive computational resources. The CNN
model used for this project comprised 225 layers and was tested with a learning rate of 0.01.
The training process involved a gradient optimizer managing approximately 3,011,043
parameters and 3,011,027 gradients. The model’s complexity and capability in handling
diverse and challenging image data and showcases demonstrates the sophisticated archi-
tecture designed to tackle the problem effectively. Lastly, the CNN model successfully
recognized weapons within the images where children or adolescents are present. This
recognition capability is crucial for the study’s aim of supporting crime prevention and
safeguarding youth. Detecting weapons in these contexts can provide valuable insights
and early interventions to prevent potential harm. The high precision rate illustrates the
model’s reliability, while the efficiency of the training process emphasizes its practical
applicability. However, the recall rate suggests areas for further improvement, particularly
in optimizing the model to capture more instances of weapons accurately.

The model has significantly improved in the latest training session, achieving a “Train-
ing 4” state. During this period, the Box Loss, a crucial metric that measures the error in the
bounding box predictions, was recorded at 3.4. This value indicates that while the model
performs well, there is room for further refinement and optimization to minimize prediction
inaccuracies and enhance overall performance. Additionally, in the fourth training session,
the highest peak of Box Loss was 3.85, with the lowest point recorded in session 24, as
shown in Figure 4a.
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The model experienced a Cls Loss of 3.85, indicating a certain level of classification
error during the tenth training session. Furthermore, between the 16th and 17th train-
ing sessions, the Cls Loss remained consistently high, suggesting that the model faced
challenges in reducing classification errors during that period. The error highlights areas

where further refinement and optimization are needed to improve the model’s classification
performance, as shown in Figure 4b.

Cls Loss
39

Training Training

(a) (b)
Figure 4. (a) illustrates the fluctuations in Box Loss over different training sessions, with the high-
est peak recorded at 3.85 during the fourth session and the lowest point observed in session 24.
(b) demonstrates the trend of Cls Loss across the training sessions. A noticeable peak of 3.85 oc-

curs during the tenth session, and the Cls Loss remains consistently high between the 16th and
17th sessions.

During the training sessions, the Dal Loss exhibited an irregular pattern on its path
to stabilization. The model faced fluctuations indicated in this crucial metric, affecting
consistency and progress toward achieving more stable and reliable performance, as shown
in Figure 5a.

In training session 15, the mAP50(B) reached its peak, which means that during
this session, the mean Average Precision at 50% overlap threshold for the B category
(mAP50(B)) achieved its highest value. This metric indicates that the model performed its
best in precision for object detection tasks involving category B at this particular point in
the training process. The model’s performance, as measured by the mean Average Precision
at thresholds ranging from 50% to 95% for the B category (mAP50-95(B)), was inconsistent

or fluctuating until it eventually reached its highest value during the 15th training session,
as shown in Figure 5b.

Dfi Loss x10° mAPS0(B)
435

5 10 15 20 2
Training

(a) (b)
Figure 5. (a) shows the Dal Loss throughout various training sessions, exhibiting an irregular pattern
as it moves towards stabilization. This fluctuation indicates challenges in achieving consistent and
stable performance. (b) displays the model’s performance based on the mean Average Precision
at thresholds ranging from 50% to 95% for the B category (mAP50-95(B)). The performance was
inconsistent or fluctuating until it reached its peak during the 15th training session.
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The mAP50-95(B) exhibited unstable behavior until it peaked during training session
15. The performance of the model, as measured by the mean Average Precision at thresholds
ranging from 50% to 95% for the B category (mAP50-95(B)), was inconsistent or fluctuating
until it eventually reached its highest value during the 15th training session, as shown in
Figure 6a. The ValBoxLoss gradually decreased until training session 25, reaching a value
of 3.8. The validation box loss, a metric used to evaluate the performance of the model’s
bounding box predictions, progressively declined and reached a value of 3.8 by the 25th
training session, as shown in Figure 6b.

10° MAP50-95(8) Val BoxLoss

35 36
3 3.505 -
_ 25 359
7 g
H &
g g
2 3.585
15 358
1 . . . - 3575
o 5 10 15 20 25 5 10 15 20 2
Training Training

Figure 6. (a) shows that the mAP50-95(B) performance metric was unstable until it reached its peak
during the 15th training session. (b) displays that the ValBoxLoss metric gradually decreased and
reached a value of 3.8 by the 25th training session.

ClsLoss exhibited irregular behavior until the 16th training session, eventually show-
ing an upward trend by the 25th. The classification loss (ClsLoss), which measures the
model’s classification predictions’ performance, showed inconsistent values until the 16th
training session. However, by the 25th training session, it began to show a rising trend, as
shown in Figure 7a.

DflLoss decreased until the 25th training session. The distribution focal loss (DflLoss),
which assesses a model’s performance, decreased its value until the 25th training session,
indicating improvement in the model’s performance over those training sessions, as shown
in Figure 7b.

Cls Loss Dff Loss

o 5 10 15 20 2 o 5 10 15 20 2
Training Training

(a) (b)
Figure 7. (a) shows that ClsLoss exhibited irregular behavior until the 16th training session, eventually
showing an upward trend by the 25th session. (b) displays that DflLoss decreased until the 25th
training session, indicating an improvement in the model’s performance.

Lr/pg0 exhibited parabolic behavior throughout the training process. The learning
rate (Lr) or parameter group zero (pg0) displayed a trend or pattern that resembles a
parabolic shape, typically indicating a rise and fall or vice versa, during the training
process, as shown in Figure 8a.
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The learning rate or parameter group one (Ir/pg1l) gradually decreases during training.
The learning rate or parameters associated with group one are progressively reduced
during training. As shown in Figure 8b, to fine-tune the model and improve performance
by making more minor adjustments as training progresses.

The validation figure displays a split within the part box, highlighting COS and DAL
losses. This division signifies their significance and impact, suggesting the need for further
analysis and evaluation as shown in Figure 9.

0 5 10 15 20 E o 5 10 15 20 E
Training Training

(a) (b)
Figure 8. (a) The learning rate or parameter group one (Ir/pgl) gradually decreases during training,
enabling finer model adjustments to improve performance. (b) The validation figure shows a split
within the part box, highlighting the significance and impact of COS and DAL losses, suggesting
further analysis and evaluation.

val/box_loss val/cls_loss val/dfl_loss
4.160
3.9625 A
3.595
3.9600 4.155 1
3.590 -
L 3.9575 A 4.150 1 \\
3.5851 3.9550 \;\
4.145
3.580 A 3.9525 A
. . 3.9500 . , 4.140 . .
0 10 20 0 10 20 0 10 20
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Figure 9. (a) The learning rate or parameter group zero (Ir/pg0) exhibited a parabolic behavior
throughout the training process, indicating a rise and fall pattern. (b) The learning rate or parameter
group one (Ir/pgl) gradually decreased during training to fine-tune the model and improve per-
formance through minor adjustments. (c) The validation figure displays a split within the part box,
highlighting the significance of COS and DAL losses and suggesting the need for further analysis
and evaluation.

The precision figure represents the accuracy and exactness of the analyzed dataset. It
showcases the level of detail and correctness in the results, indicating the reliability and
quality of the information presented.

The figure reminds us of the mean Average Precision at 50 (mAP50). It is a benchmark
for evaluating the accuracy and performance of the model’s object detection or recognition
capabilities. By referencing mAP50, the figure highlights the model’s ability to correctly
identify and locate objects with a certain level of confidence within the given dataset, as
shown in Figure 10.
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Figure 10. The figure illustrates the model’s object detection performance evaluated by mean Average
Precision at 50 (mAP50), showcasing its accuracy and ability to identify and locate objects within
the dataset.

5. Discusions

The findings from this research highlight several important aspects regarding the
use of convolutional neural networks (CNNs) for detecting weapons in images, especially
those involving children and adolescents. First and foremost, the overall accuracy and
reliability of the detection system are promising, with a precision of 86% and a recall of
14.2%. These results, though varied across different subsets, indicate that the CNN model
is capable of discerning weapons with a notable level of accuracy, which is crucial for
effective monitoring and prevention strategies. One point of discussion revolves around
the complexity of the dataset used. The images contain various weapon types, sizes, orienta-
tions, and contextual backgrounds, which pose significant challenges for accurate detection.
Despite these complexities, the CNN model achieved substantial accuracy, demonstrating
its robustness and adaptability. This suggests that further refinement and expansion of
the dataset could enhance the model’s performance even more. Another discussion point
pertains to the model’s computational efficiency. Completing training in just 27 min on
a specific computer setup and achieving such results within 25 epochs underscores the
efficiency of the convolutional neural network. This rapid training and execution process
is advantageous for practical applications where time and computational resources may
be limited. Furthermore, the project underscores the importance of leveraging advanced
machine learning techniques for social good. The research successfully detects weapons
in images shared on social networks, providing a valuable tool for law enforcement and
social service agencies. This can help in early intervention, preventing youth exposure to
firearms and potentially reducing the risk of violence. The ethical aspect of this research,
focusing on social good, is a significant highlight. However, the precision and recall rates
indicate room for improvement. While precision is relatively high, the recall rate suggests
that not all instances of weapons are being detected. It calls for further investigation into
optimizing the model parameters, refining the dataset, and possibly integrating additional
features or techniques to enhance detection capabilities. Lastly, this research opens avenues
for exploring the application of CNNs to other types of harmful content on social networks,
such as cyberbullying or drug-related imagery. The methodology and findings can be a
foundation for developing comprehensive monitoring systems to safeguard youth from
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online dangers. In conclusion, while the study presents promising results and practical
implications, ongoing refinement and exploration are essential. The ultimate goal is to
develop a more comprehensive and robust system to effectively support crime prevention
efforts, protect youth, and contribute to safer digital environments. The potential of CNNs
for improving safety and monitoring strategies is a crucial takeaway from this research. In
future work, a more diverse dataset should incorporate multimodal detection approaches
(e.g., combining text and image analysis) to capture a broader range of potential threats.

6. Conclusions

The development of this project aims to support the monitoring and detection of
cyberbullying, with a particular focus on identifying weapons in images to prevent children
and young people from being harmed, harassed, or exposed to violent content online. Our
findings show a 10.71% accuracy within the test dataset for weapon detection in the
corpus of images considered. For the test subset classification, we achieved 71.42%, and
for validation, we obtained a 17.86% classification rate. The training set achieved higher
accuracy percentages, providing a significant level of reliability in detecting weapons in
the image corpus. During the evaluation, we achieved 86% precision and 14.2% recall
for weapon recognition in images featuring children and adolescents. This performance
was completed within 27 min on a computer model 1510M with 13 s at 8.1 GLFOPS. The
training involved 25 epochs, reflecting a relatively fast training process compared to more
sophisticated models of similar complexity. The convolutional neural network model
included 225 layers and employed a learning rate of 0.01 through a gradient optimizer,
managing around 3,011,043 parameters and 3,011,027 gradients. These results demonstrate
the model’s robustness and efficiency in detecting weapons in images, contributing to safer
online environments for young people.
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