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Abstract: In an e-learning environment, question levels are based on Bloom’s Taxonomy
(BT), which normally classifies a course’s learning objectives into diverse levels. As per
the previous literature, the assessment procedure lacks accuracy and results in redundant
keywords when automatically assigning Bloom’s taxonomic categories using a keyword-
based approach. These assessments are considered challenging as far as e-learning-based
students are concerned, as the text feed is the only instrumental testing part. Student
assessments are limited to multiple-choice questions and lack an evaluation of students’
text-based input. This paper proposes a natural-language processing-based intelligent
deep-learning model that relies on parametric cognitive assessments. By applying class
labels to students’ descriptive responses, the proposed approach helps classify a variety of
questions mapped to BT levels. The first contribution of this work is a compiled dataset of
the assessment items from 300 students, who were tested on 20 questions at each level. Each
level is calculated by combining the responses from all students, resulting in 6000 questions
per cognitive level for a total of 36,000 records. The second contribution is the development
of an intelligent model based on a recurrent neural network (RNN), which not only predicts
Bloom’s question level but also learns it over further iterations. The students’ text-based
answers are accessed to gauge performance using a refined question pool gathered through
the RNN model. The student dataset is mapped and tested using the NLP model for
further classification of the students’ cognitive levels. This assessment is related to the
formulation of questions and the compilation of Episode 2 for assessment. The third
contribution is the comparison and demonstration of the improvements in learning using
a parametric cognitive-based assessment in an episodic manner. Improved classification
accuracy was attained by adding more processing layers based on the iterative, RNN-based
learning model to achieve the vital threshold difference. The cognitive based questions pool
classification achieved by RNN results in 98% accuracy. The resulting student assessments,
based on performance, increased to an accuracy ratio of 92.16% and a precision ratio of
92.36% at an aggregate level based on the Random Forest classifier. We claim that our work
serves as an initiative for effective student evaluations in interactive and e-learning-based
environments when handling other types of inputs, like mathematical, graphical, and
multimodal inputs.

Keywords: Bloom’s taxonomy (BT); artificial intelligence (AI); natural-language processing
(NLP); text classification; learning objectives; deep learning; machine learning; Random
Forest (RF); recurrent neural network (RNN); long short-term memory (LSTM)
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1. Introduction
The ability to think in any domain is considered to be at the core of all learning

activities [1]. Educational institutions evaluate the thinking process through teaching and
quality assessments to maximize learning by students. In a normal educational setup, the
procedure is as follows: Firstly, teaching is followed by an understanding of the process,
whereby teachers design teaching materials that align with the course’s learning objectives
based on students’ thinking abilities [2]. Secondly, a pool of questions based on quality
assessments is developed, which relies on the developed test items while focusing on the
levels of taxonomy [3]. Finally, assessments and testing-based evaluations are completed
by conducting a written descriptive type of online examination. Addressing assessment
challenges not only helps in gauging cognitive-level scales but also helps in mapping
cognitive skill-set levels in a convenient amount of time and number of sessions based on
the projected domain, such as an AI-based question pool for students to answer.

Ultimately, it also helps in understanding what the teacher is delivering to students,
as well as the scale of the students’ learning maps in their learning process [4]. COVID-19
forced academics to face the dire need to not only engage students effectively to ensure
regular study online but also to implement an assessment process specific to students’
cognitive behavior and learning levels.

Thinking behavior is classified into the following three concrete domains: cogni-
tive, affective, and psychomotor. The cognitive domain mainly focuses on the scope of
application [5] and can be divided into six structural levels that depict critical contempla-
tive behavior in terms of students’ learning procedures. This approach is based on the
association of different keywords/action verbs to distinguish each level from each other.

The cognitive-level-based taxonomy and its names have been replaced with new
keywords, such as “creating synthesis” [6]. Capability in online learning environments is
measured based on metrics such as learner participation in asynchronous virtual sessions.
Students in e-learning environments lack physical interaction with respect to learning and
assessment. This gap between students and teachers creates hurdles to not only aligning
the objectives of the course but also the measurement of learning objectives in any course
domain. Gauging the completeness and correctness of instructional designs for students is
a key aspect to consider and must be addressed in a timely and thorough manner so that
students receive an effective delivery of content with a feedback assessment mechanism.
Optimistically, this aligns course learning objectives with baseline parametric assessments
of e-learning-based students to scale up their education through cognitive assessments. In
usual learning spheres, students often focus on grades and course completion without fully
understanding the material, which results in their cognitive levels remaining unknown.
This affects not only the aggregate learning curve but the teaching method as well, making
it challenging to deliver interactive content that engages students in line with CLOs and
improves learning experiences from assessment results.

The assessment mode was previously manual for both conventional and technology-
based students and did not focus on mapping Course Learning Outcomes (CLOs) to a
projected Bloom’s Taxonomy-based question bank. It is, therefore, concluded that the
assessment mode is time-consuming in transparent assessment procedures, as it requires
intelligent assessment and grading using text-based classification and the assignment
of keywords to weights for correct procedures. Some research has been conducted that
endeavors to systematize this process by means of keyword-based probing followed by
machine learning and natural-language processing and procedures [7,8], but it lacks scope
and time constraints to handle computational complexity.

In previous literature [7,9,10], researchers used keyword-based approaches to classify
a pool of questions on the scale of BT levels. Although remarkable results have been
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achieved, these approaches suffer from one major weakness, which is the redundancy of
keywords based on different taxonomic cognitive levels [10].

The problem of keyword overlapping is considered to be one of the major mistakes
of programmed keyword-based methods for the classification of learning-based question
sets. To differentiate the CLO, which is mapped with each BT level, ML techniques are
much more beneficial for ensuring not only completeness and correctness as part of the
assessment process but also coherence. Therefore, topical studies [5,11,12] have devoted
themselves to complementary machine-learning methods for classifying not only CLOs
but also question-based datasets. However, ensuring the effectiveness of knowledge
based on these studies still lacks accuracy and has data redundancy [13]. It results in
deviating results since these studies employ straight machine-learning (ML) approaches,
with working models not restricted to accuracy and capacity building [14].

Improved automated text-classification approaches require improvement based on the
previous studies of similar areas [7]. Recently, deep-learning approaches have exhibited
positive results compared with the baseline machine-learning algorithms, which are used in
text-based classification [15]. The follow-up problem in this domain is the existing marked
datasets of CLOs and questions based on cognitive levels. Researchers of the same domain
encourage existing datasets rather than using datasets available online. In the focused
research, the dataset is actual and unique, and requires the criticality of its contents to
assess at its best. Hence, in this research, the dataset gathered and compiled was based on
actual e-learning-based student data, specifically for BT classification.

Bloom’s Taxonomy is a framework used in educational setups to classify learning
objectives, which are based on their complexity and depth [16]. It is often represented with
six levels detailed as follows:

Remembering: The recall of the basic facts and information.
Understanding: The explanation of ideas or models.
Application: Real-world usage along with associated knowledge in the latest situations.
Analysis: The splitting of information into parts to understand relationships or patterns.
Evaluation: Judgments based on criteria with evidence.
Creation: The combination of parts to form a new whole or propose new ideas.

Educationalists use this taxonomy for designing lessons followed by assessments that
encourage intense learning credentials for simple recall in order to achieve higher-order
thinking skills [17].

Natural-language processing (NLP) is a branch of artificial intelligence that mainly
focuses on understanding, interpreting, and giving proper responses to human language in
a meaningful and useful way. Examples of NLP in action include the following:

Speech recognition: Converting spoken words to text (like virtual assistants Alexa, etc.).
Machine translation: Translating a text from one language into another language (like

Google Translate).
Sentiment analysis: Determining the tone for split text portions (like analyzing reviews).
In general, NLP combines language with computer science to handle contextual tasks

like grammar, syntax, etc.
A recurrent neural network (RNN) is a kind of artificial neural network (ANN) de-

signed for processing complex and critical sequences of data, like time-series data in the
form of text. RNNs operate on loops that allow them to “memorize” inputs. It is resultantly
confined to tasks where perspective matters.

Applications of RNN include the following:
Text generation: Forecasting the next expected word in a sentence.
Speech-to-text conversion: Translating core spoken language into baseline written text.
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Predictive analytics: The forecasting of stock values, whether based on historical data
or a flag indicator.

However, RNNs may struggle with long-term dependencies, a challenge that is ad-
dressed by the introduction of long short-term memory (LSTM) networks, which work
alongside RNNs, as per our proposed research.

The present research aims to present state-of-the-art unified student data in the form of
a pool of test items, with the training and testing of the same data using a ratio of 70:30, and
then assessing students by projecting same-level tested questions in a two-frame sequential
episodic manner. Ultimately, both episodes’ assessment data are compared after making
predictions through a Random Forest classifier supported by RNN at the time of test-item
development for random-weight management.

The core aim is to examine learners’ levels of participation in online courses for both
synchronous and asynchronous communication modes, which are based on learner per-
formance. This leads to continual clarity at the level of interaction factor identification. To
inspect and collect learner participation data, the data were collected from the learning-
management system (LMS) log, including occurrence and length of course, graded dis-
cussion board postings, and, ultimately, the final grades. To examine synchronous learner
collaboration, conversation logs are collected from the conversational agent to guarantee
learning pedagogy [18]. The research focuses on the diverse aspects of enhancing existing
learning-management systems, which may lack responses as they depend on the agent to
respond to the system and operate with human–computer interaction (HCI) modeling.

Research Objectives

The research objectives are as follows:

✓ Cognitive skills need to be assessed in an online environment to evaluate students.
✓ Student performance and cognitive engagement relate to one another in online education.
✓ Levels of Bloom’s Taxonomy will be used to evaluate student learning states.
✓ The machine-learning model is used for the assessment of cognitive abilities through

textual answers.
✓ To contribute to academia in a way that ensures distance-learning education promo-

tion with guaranteed student presence.
✓ To inculcate effective modeling, which includes Knowledge units, Communication

units, and Response units, these units work together to efficiently measure student
assessment and effectively measure the responses during action.

✓ To provide possibly powerful scoring and reporting as real-time feedback mechanisms.
Cognitive assessment will be at the student end for measuring student performance
based on delivered content.

✓ The suggested research enhances the cognitive-evaluation process for an e-learning
platform, resulting in transformed e-learning.

The research contributions are as follows:

(1) A dataset pertaining to 20 questions at 6 cognitive levels for 300 students, which
makes a sum of 36,000 entries in a single episode.

(2) A custom-built LSTM classification model to ensure BT on examination questions.
(3) A parametric cognitive-based assessment, in an episodic manner, is a unique idea to

diagnose and evaluate the learning using a pretrained question-pool bank.

The research paper is divided into sections as follows: Section 2 presents the litera-
ture review. Section 3 includes the proposed methodology with its construction design.
Section 4 includes the experiment setup with a detailed comprehension of dataset modeling.
Section 5 provides the results and discussion. Section 6 is based on the episodic results.
Section 7 presents the episode result comparisons, which is an extended version scope of
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this comprehensive research. Section 8 leads to the conclusion covering the extensive detail
of the problem set, the research gap, and what the research achieved. Section 9 details the
future work.

2. Literature Review
This section details and correlates background studies in connection with BT based

on prevailing approaches for automatic cataloging of Course Learning Outcomes (CLOs)
mapped to questions associated with BT and an indication of pertinent techniques by
introducing and including text classification based on deep learning.

Relationship Between BT and Cognitive Domain

The detailed relevance of BT was considered along with the cognitive domain used in
educational institutions for defining and redefining Course Learning Outcomes to create a
relevant domain question pool [2]. The teaching material of the artificial intelligence (AI)
domain is developed to assess questions pooled for finding student learning curves. A
comprehensive level of research has been carried out on the amended edition of BT as it
is linked with the cognitive domain, namely Remembering, Comprehension, Application,
Analysis, Creation, and Evaluation) [6].

Recently, researchers have emphasized the significance of considering Bloom’s Tax-
onomy, specifically for the classification of tweets based on pattern identification [19].
Previously conducted research showed that the cognitive domain defined versatile think-
ing behaviors by simply recalling memories to ensure dense logical skills in the aspect of
student aggregate learning. The literature research analyzed the Course Learning Outcomes
of fundamental courses, specifically those offered in African countries. The result of the
study shows the first two levels of the cognitive domain (Knowledge and Comprehension),
which have contributed to a 58% mapping of the composite defined CLOs. In the meantime,
the defined Application level and the rest of the cognitive levels result in an aggregate
percentage of 27% and 15%, respectively. Recently, researchers have used BT to analyze
student questioning skills [20,21]. There was a survey published on information retrieval
with natural-language processing and machine-learning-based research representing a
question–answer-based community. The focus was mainly on automated text analysis,
with the aim of offering a better understanding of the data to its users [22]. The compre-
hensively conducted survey demonstrated the emphatic importance of data-mining in
text-based classification [23–25]. A study was conducted on the cognitive level by conduct-
ing an assessment of short essay-based questions from two veterinary courses at Utrecht
University. The simplified classification tool was used to map taxonomy levels. Baseline
classifications were made by subject-matter experts and by some non-subject-matter experts
for control [26].

Emphasis has been put on the regime of innovative assessment in promoting student
aggregate-level performance-based development thresholds. There exist some traditional
assessment methods that often overlook the importance of physical education. The blended
mode of education normally escalates cognitive, affective, and social domains. Educa-
tionalists are now rapidly moving towards new assessment strategies for comprehensive
timeline-based student progress and skill-set enhancement but lack the competency testing
of brain thinking, which is based on thinking ability and the ability to answer any cog-
nitive question set in a specified time. Previous research covers this project aspect in the
form of performance-based assessment, self-assessment, peer assessment, and ultimately, a
technology-based enhanced level of assessment [27].

Cognitive ability testing, referred to as CogAT, mainly focuses on student problem-
solving capabilities and reasoning-based abilities. Verbal measurement is followed up
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by quantitative measurement with nonverbal level assessment. The CogAT system has
been updated three times in the last 20 years, with its current form named CogAT Form
6 [28]. The COVID-19 pandemic emphasized the need for an online distance-learning
mode of education to reduce the technology gap and provide services to students in their
homes. COVID-19 prompted a revolution not only in the imparting of knowledge aided by
technology but also in effective assessment by increased student participation in that mode
of education.

The outcome of the study is the cognitive-level-based questions. Hence, it proves
the importance of the cognitive domain in students’ effective learning transformation, as
demonstrated in detail in Table 1. It shows the publication year along with the results of the
projected research and any research gaps that should be filled by our proposed research.

Table 1. Comprehensive literature review.

Year—Ref. No. Methodology Participants Results Research Gap

2016—[3] NLP technique to assess
student response Online students’ Identification of online

learning challenges
Required to consider
student mental state

2021—[4]
ML-based text analysis
for measuring
conceptual knowledge

Course—Computer
Signals

Automatic evaluation
of learners

It needs to be tested on a
higher amount of dataset

2024—[18] Multiagent-based
cognitive assessment

Undergrad students’
data—SE Accuracy of 91% Small number

of questions

2021—[21]
Intelligent agent-based
system for tracking
students’ performance

MOODLE Platform
Innovative way to
measure students’
involvement

Need to determine
cognitive level

2025—[27] Timeline based on
student’s assessment 60 Skill-set-based results Competency

Testing Lacking

2025—[28] CogAt Systematic
Assessment 24 Effect size-based

estimations
Nonverbal assessment
scale

2025—[29] Teaching-Research
Correlation Undefined 95% Confidence Level

Just medical level
students tested based
on questionnaires

2015—[30]
An automated approach
to determine the
message’s cognitive level

Discussion
forum messages

Enhanced the model
of assessment

Need to
evaluate performance

2021—[31] Prediction model of
students’ performance

Random Volunteer
Student Dataset

Linear regression based
on Regularization

Need to focus on
qualitative exams and
deep-learning
technique optimization.

2024—[32]

Students’ mental state
assessment using
Roberta, and
BERT model

Text data from MOOC
Overall accuracy more
than 92% but on
biased data

It needs to be tested on
biased free higher
volume of dataset

2021—[33]
Examining Blooms
taxonomy using multiple
choice questions

137 students tested Achieved 74.9%
Accuracy

Text-based responses of
students’ need to
be tested

2010—[34]
Use of the KNN
algorithm and RBT to
classify cognitive states

100 CS Students Accuracy is 84% Need to compare neural
network-based models

2024—[35] ML-based
Cognitive Analysis

The Dataset of the
assessment data of school Accuracy of 82.2%

Model integrator fixed
parameters-based, online
recommendation system
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Table 1. Cont.

Year—Ref. No. Methodology Participants Results Research Gap

2021—[36]

WordNet similarity
algorithms with NLTK
and cosine
similarity algorithm

Wayamba University, Sri
Lanka—Random 70% Accuracy Fixed Dataset

2022—[37]
Questions Classification
based on
Text-Mining Method

Exam Questions Analyze Question Paper
Using BT

Required to map
cognitive level
with responses

2023—[38]
Regression model for
categorizing
subjective questions

Computer Networks
Course—Item Bank

BT-Based
Level Prediction

Testing is required using
course questions

2024—[39]

Use of SVM model for
predictive analysis and
K-Mean Clustering for
descriptive analysis

University Students Accuracy is 87%
Need to improve
performance on
defined dataset

The study aims to explore and establish a correlation between cognitive flexibility
and research performance in medical students to cover any shortfall and to understand
the status of research teaching. The prevalence calculation used is 50%, with a result of
a confidence level of 95%, followed up with an acceptable error margin of 5% [29]. The
relative study based on the classification of the summative assessment relies on the pool of
questions established for effective data modeling based on convolutional neural networks
(CNN) [40]. A classification model is used to classify exam questions based on Bloom’s
Taxonomy, which uses a method for classifying questions automatically depending on the
feature-based extraction using IDF and word2vec [41].

E-learning models mainly work in virtual education. There are different formats, like
fully online learning and hybrid learning. The latter uses a combination of in-person pres-
ence and online technological components for Massively Open Online Courses (MOOCs).
MOOCs enable course engagement beyond globally recognized programs. There are var-
ious formats, such as fully online courses, blended learning models, and Massive Open
Online Courses (MOOCs). These explore innovative pedagogical approaches based on
popular theories and adaptive technologies to serve diverse learning styles [42]. The devel-
opment and formulation of the question-generation framework are mainly based on the
keyword-based phrase method for online learning. The framework constraint is that the
generated questions depend upon the stated learning outcomes and skills from Bloom’s
Taxonomy [43].

Computerized-based adaptive testing is a form of assessment that uses artificial in-
telligence for cognitive diagnosis of student learning ability. By employing an adaptive
embedded selection algorithm, it basically selects a question set based on the estimation
of the learner’s competence, with a track record of each step of the assessment [44]. Com-
puterized adaptive tests (CAT) offer individualized questions based on student ability.
Hence, it is normally designed to properly measure skills in relation to a cognitive level
(e.g., Remembering, Comprehension, etc.)

The focus of previous research was primarily on objective-type papers to measure
student cognitive abilities using the six BT levels [45]. To assess student cognitive skills,
some researchers worked on a dataset of programming code, while others focused on
diagram analysis to connect it to mental states [30]. However, there has been insignificant
research on cognitive psychological evaluation using textual answers to the pool of ques-
tions developed at each stage and level of BT with the defined parametric threshold of
assessment ranging from Below Average to Good student performance.
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The cognitive level of the learner’s analysis usually entails manual coding, which
requires a high level of research capacity and proficiency from the specialist. It is considered
a very hectic and time-consuming task. In addition to this, and due to the vast amount
of information that needs to be filtered through various research advancements based on
manual analysis of textual data, it is considered to be a tedious task [46]. Outstanding
progress has been achieved with the extensive use of artificial intelligence (AI), specifically
in machine-learning techniques, for performing different classification tasks. Machine
learning constitutes a novel and modern technique for data analysis and has produced
promising outcomes with some substantial abilities [47]. Data representation complexity
can be automatically discovered and hence added to the analyzed model [48]. The purpose
of this research is to not only identify intelligently the cognitive level of the question pool
but also to automatically assess the student’s cognitive level in online assessment mode. It,
therefore, explores the factors that impact the learner’s cognitive level during the learning
process based on a machine-learning-based approach in order to specify the cognitive level
achieved by students on a parametric weighted threshold of performance metrics in an
episodic manner.

Generative AI is transforming the basic assessment of learning from traditional meth-
ods to adaptive authentic processes [49]. The transition effect of GenAI increases the
potential for creating personalized and adaptive assessments by enhancing student under-
standing and advancement in relevant domains [50]. This enables advancements in genera-
tive agents, which are autonomous and adaptive and operate independently by ensuring
continuous user interaction, illustrated by relevant tools, e.g., AutoGen (preprint) [51].

Cognitive skills are assessed in an online environment to evaluate students. Hence,
e-learning mentors must be aware of their students’ cognitive states in online classrooms if
they want to motivate them to study. Due to physical absence, students lose concentration
and are distracted easily. Addressing the environment is of utmost importance. To assess
student cognitive abilities, the proposed system takes textual answers as input during an
online exam, which includes subjective AI questions that fall within a range of classified
categories of BT.

The concept of BT is used for estimating the accessibility and higher-order thinking
skills with respect to comprehension-based questions [52,53]. The conducted research study
focused on an English textbook for Grade 10, with results lacking high-order thinking
competencies with a percentile of 85% in terms of reading comprehension questions as
compared to far lower performance in the comprehension level of the BT. Thus, the stated
studies based on discussions evidently clarified the significance of using BT in instructional
design. The projected BT generated a significant quality level of questions based on some
raw formless data content for the classification of tested class samples [54]. There exist
various forms and formats specifying different levels of questions. To achieve the desired
accuracy, a machine-learning approach provides and ensures effective high-performance
classification for the extraction of feature-based classification [55].

Student performance and their cognitive engagement relate to one another in on-
line education. Hence, residing in the relationship between conceptual knowledge and
performance, there is a significant correlation. Performance can be mapped to cognitive
state using BT and an intelligent system can be developed to scale student performance
at respective levels iteratively by adjusting weights. Generative artificial intelligence
promises to enhance effective learning experiences by mounting personalized support and
learning materials by enabling timely feedback evolving versatile innovating assessment
methods [56].

The levels of BT used to assess student learning state are Knowledge, Understanding,
Application, Analysis, Synthesis, and Evaluation. These are the six intellectual levels
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offered by BT, which advance from lower (easy) to higher (difficulty) levels. Each level has
a distinct learning goal, and it is highly helpful for assessing the condition of the mind.
Based on these levels, the system also evaluates cognitive and mental states.

The machine-learning model is used for the assessment of cognitive abilities through
textual answers, which includes advanced machine-learning models that are needed for the
complex task of evaluating an individual’s mental capacity based on their written responses
to questions. The Random Forest classifier is one such model, and it is extensively used
in the field of NLP for text-classification problems. Before using the Random Forest (RF)
classifier, features are extracted from textual answers using TF-IDF and Word2Vec.

The suggested research enhances the cognitive-evaluation process for an e-learning
platform. Hence, it is quite tough to ask faculty in online classrooms to determine which
learners are strong and which suffer from a conceptual understanding deficit. Through an
intelligent parametric cognitive assessment of students using text analysis, this suggested
study primarily enhances the method of cognitive assessment.

Additionally, it is difficult to analyze student cognitive states using virtual teaching-
based evaluation methods, and an integrated system must be developed to assess student
performance in a distance-learning-based environment by focusing on text semantics
and analysis and mapping it to BT terms. Conceptual baseline knowledge is repeatedly
extracted based on text-based answers utilizing NLP with baseline neural network-based
algorithms. The primary goal of the proposed research is to examine the link between
cognitive and academic success in the e-learning-based paradigm of students for integrated
and precise evaluation of student cognitive ability in an episodic manner, considering the
computational complexity of the assessment corpus.

Teachers need to forecast first and then analyze student performance to locate areas of
weakness for timely improvement in academic standing. The concept of educational data-
mining is used to coordinate computational tactics to improve workforce management and
academic attainment [57]. The advent of the COVID-19 pandemic changed the education
paradigm from offline- to online-based learning. This situation produced a crucial problem
in the evaluation process of student-outcome-based learning. Effective evaluation is very
difficult due to the lack of face-to-face interaction between students and teachers [31]. The
revised bloom’s taxonomy framework entails different verbs that assists in measuring
course learning outcomes and individual competencies by creating customized evaluation
rubrics. The recently advanced computing areas were working on the enhancements in the
Bloom’s Revised Taxonomy which comprises list of verbs [58]. The classification accuracy
improvement based working has been concluded in the past relying just on the support
vector machine but it lacks with the challenge of handling computational complexity in
predicting the correct level of the tested population [59].

Researchers emphasize the need to have a unified solution to address high-performance
computation power systems to operate in a controlled environment for achieving more
precise measurements in terms of student cognitive parametric assessment in an e-learning
environment.

3. Materials and Methods
The methodology section presents the architectural layout of the proposed research,

which is mainly based on the online assessment of e-learning students. The reason for
choosing distance learning is that students are more prone to the use of online computer
systems for their studies as well as their assessments. This is compared to the rest of
the traditional mode, where students are used to classifying CLO-based questions into
discrete classes, namely Knowledge, Comprehension, Application, Analysis, Synthesis,
and Evaluation.
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Object and action verb-based questions are considered for identifying the category of
question from the pool. They act as inputs for model training to declare the cognitive level
of the questions in line with the CLO.

Ponder the following example:

(1) Outline the span and standing of artificial intelligence in everyday life applications.
(2) Describe the elementary principles and concepts related to heuristics-based problems.

The abovementioned examples are associated with CLO statements, which belong to
dual versatile levels. Example 1 is related to Understanding, and Example 2 is related to
Knowledge. Nevertheless, if we examine both examples, it is observed that the examples
contain identical action verbs/keywords referred to as “Define”.

Examples are given as follows:

(1) “How do you define transferable skills?”
(2) “Define and elaborate the use of the Genetic Algorithm.”

The abovementioned examples are the two projected questions belonging to two
distinct classes. Example 1 belongs to Knowledge, and Example 2 fits into Analysis.
However, if we investigate both question statements, it is observed that both contain the
identical action verb referred to as “Define”. The defined methodology is mainly divided
into two modules, data pre-processing and data processing module. The defined modules
are then followed up by the cognitive level prediction model (the pool-of-question level
identification), which is based on RNN and students cognitive assessment model. A total
of 300 students were tested on the pool of cognitive-level questions to test their cognitive
level in Episode 1. A comparison of iterative episodes was used to study the learning
improvement as per the CLO threshold, which was set at 70% (Good). The detail for each
component is discussed in the following sections and subsections.

3.1. Data Acquisition

No standard public dataset is available associated with defined and aligned Course
Learning Outcomes, which are tagged in the form of BT. The methodology contains various
steps, which include sample question paper design with data sample collection, the prepro-
cessing of data specifically for the BT-based level prediction, the design of an instruction
set for recording student textual response analysis based on evaluation, and testing of
the system. To train the classifier, sample artificial-based course questions are congre-
gated from the previous research work and via web-scraping based on websites, such as
Geeks for Geeks, Tutorial Point, etc. The question preprocessing is accomplished using the
Natural-Language Tool Kit library. This determination creates a criterion to perform further
experiments in the same problem domain. Moreover, a dataset of graduate-level regular
students of artificial intelligence courses was collected using an online platform of existing
virtual students. We used the stated dataset as a standard to evaluate our methodology as
authors [45,58] and have also used the same type of dataset for classification into BT. Course
learning outcomes were created based on the course report documents at the beginning
of the semester. Hence, it assigns CLOs mapped with the questions that were part of the
test item to be examined for the students. The designed system performs an alignment of
course learning objectives into BT with the assurance that it is sufficient for declaring the
maximum level of student learning.

Two datasets were considered for our research study in the form of episodes, where
Table 2 represents the key statistics for both datasets. Dataset 1 is compiled and formulated
based on RNN to intelligently predict the cognitive levels of the dataset based on random-
weight assignment to action verbs. Generally, the comprehensive model clarifies the
class-wise split for the stated Dataset 1. Conversely, Dataset 2 was compiled from the existing
study captioned as Episode 2 data, and it was previously tagged into BT levels. Class-wise
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distribution exhibits the datasets captioned as Dataset 1 and Dataset 2, where Dataset 1 is
used to create a standard model for the proposed system and Dataset 2 is used to evaluate the
projected system in contrast with the equivalent study on the mentioned dataset.

Table 2. Statistical dataset cast-off for this study.

Data Description Information Source Instances Levels Class Instances

Dataset for Episode 1
(300 students on test Bed)

Graduate-Level
University Students
(Virtual)-AI Domain

300 students × 20
Questions each level = 6000

6 Knowledge: 5000
Assigned Weight: 15%
Comprehension: 5000
Assigned Weight: 10%
Application: 5000
Assigned Weight: 20%
Analysis: 5000
Assigned Weight: 25%
Synthesis: 5000
Assigned Weight: 10%
Evaluation: 5000
Assigned Weight: 20%

Dataset for Episode 2
(300 students on test Bed)

Graduate-Level
University Students
(Virtual)-AI Domain

300 students × 20
Questions each level = 6000

6 Knowledge: 5000
Assigned Weight: 15%
Comprehension: 5000
Assigned Weight: 10%
Application: 5000
Assigned Weight: 20%
Analysis: 5000
Assigned Weight: 25%
Synthesis: 5000
Assigned Weight: 10%
Evaluation: 5000
Assigned Weight: 20%

As stated and projected, with the class instances with the weight assignment in Table 2
and graphically represented as per Figure 1, it is imperative to note that the cognitive-level
question sets are set to 5000 per level. The weight assignment for ensuring uniformity
and the threshold was set based on CLOs defined for the artificial intelligence domain
course to gauge students for proper mapping/back-tracking of performance. The domain
knowledge is based on the concept one should have, which is why it is allocated to 15% as
compared to 25%, which is allocated to Synthesis, for testing student levels of creativity
to develop any solution based on the acquired knowledge, as shown in the pie chart in
Figure 1.
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3.2. Domain Understanding/Question Pool Development and Selection

The data pool of questions was gathered for a better understanding of the system
and testing. The data are collected from various web scrapers, such as GeeksforGeeks,
Guru99, Tutorials Point (best for aptitude tests), etc. The major purpose of conducting this
test-item development is for different methods to be adopted for the classification of CLOs
and examination questions in BT. The total number of participants was 300. We analyzed
the responses against each question asked by the applicants once the pool inputs were
retrieved by Module 1 (question-level prediction using RNN in Python 3.11 (64-bit)). The
concluded major aspects of the pool of questions developed and predicted for Bloom’s
Taxonomy level are as follows:

The classification of questions into BT is based on an understanding of the domain.

(1) It is considered to be a crucial activity not only for the assessment of course quality
but also to ensure the quality of the examination paper, which is needed to measure
student learning based on outcome and vice versa.

(2) CLO-based question statement holds Bloom’s keyword/action verb that overlaps
different levels from neighboring words. These are examined at diverse levels. It
is the words that are recognized through the family of words and for which the
word-embedding library of Python is deployed to ensure the integrity of action verbs.
Analyzing the results of 36,000 records from an RNN (recurrent neural network)-based
assessment involves several steps, as follows:

1. Data Preparation: This includes preprocessing the data, which may involve
cleaning, normalizing, and encoding it into a format appropriate for input into
the RNN.

2. Model Training: Training the RNN model applied on a fragment of the data by
creating epochs. Epochs involve feeding the input sequences into the network for
computing the output predictions and comparing them with the actual targets
by adjusting the network weights using procedures like backpropagation and
gradient descent.

3. Validation: Evaluating the trained model on a split fragment of the data. The
split of training to test data on the ratios of 70% to 30% to generalize the model
performance and to detect the overfitting.

4. Assessment Metrics: Calculating various metrics for assessing the performance
of the model at both episode levels, such as Accuracy, Precision, Recall, F1-Score
(a predictive performance measure based on true positive, false positive, true
negative, and false negative values), etc., depending on the assessment nature
(classification, regression, etc.).

5. Analysis of Results: This involves interpreting assessment metrics to draw
conclusions about the effectiveness of the model. For example, if it is a clas-
sification task, one might analyze confusion matrices to see which classes of
students/groups are struggling to achieve the parametric threshold of CLO,
which was and will be set at 70–90% approx.

6. Iterative Improvement: Based on the analysis, one might iterate on the model
architecture (hyperparameters like learning rate with batch size and number of
epochs to optimize training for your dataset), or data-preprocessing steps are
taken to expand the performance with respect to precision and accuracy of the
designed system.

(3) Question-pool training holds the task of a question pool established for students to
be tested. It is prepared through the division of training and testing data operating
on the layers of LSTM for batch normalization for testing different cognitive levels of
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students, which are refined and then projected to students for ultimate assessment
in an iterative fashion. The long short-term memory network is basically a kind
of recurrent neural network, which is usually cast off for performing a sequence
of modeling tasks. In our research case study, we are exercising episodic-based
assessment to chain the difference between the previous and the new findings, which
are used as batch normalization for feedback. This can be adapted to LSTMs to
stabilize and accelerate the training process. Detailed below is the explanation of
how batch normalization works in the context of LSTM networks. An LSTM cell has
several gates (input, forget, output) with a memory cell that helps in maintaining
information over long sequences. The basic equations governing an LSTM cell are
mentioned in Figure 1, generated through Spyder IDE in Python. The flowchart of a
neural network architecture is shown in Figure 2, where LSTM layers are combined
with batch normalization. Here is a breakdown of how batch normalization is applied
in this LSTM-based model, detailed by architectural overview.
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3.3. Architecture Overview

The architectural outlay is based on certain phases and steps to follow in transforming
intelligent system development. The Python-generated output weight and epoch iterative
flow are given as shown below and graphically shown in Figure 2.

1. Input Layer: The input model has a shape of (None, 33), where None represents the
batch size and 33 is the number of features.

2. Embedding Layer: This layer transforms the input into a higher-dimensional space,
with the output shape (None, 33, 300) indicating 300-dimensional embedding for each
input feature.

3. First LSTM Layer: The LSTM processes the embedded input, producing an output
with the shape (None, 33, 128), meaning 128-dimensional output vectors for each
time step.

4. Batch Normalization: After the first LSTM, batch normalization is applied to the LSTM
output. This operation normalizes the output of LSTM across the batch, helping to
stabilize and speed up training. The output shape remains (None, 33, 128).

5. Second LSTM Layer: The normalized output is passed through a second LSTM layer,
reducing the dimensionality to (None, 64).

6. Dense Layer: A dense layer is applied, producing an output of shape (None, 64).
7. Second Batch Normalization: Batch normalization is applied again after the dense

layer, normalizing the output across the whole batch.
8. Dropout Layer: A dropout layer develops with the same output shape (None, 64).

Dropout is alleviated by preventing and overfitting in randomly setting a fraction of
input units to value “0” through the training process.

9. Third Batch Normalization: Another batch-normalization layer is applied, further
stabilizing the output.

10. Final Dense Layer: Finally, the model inputs a layer with 3 units, typically representing
a classification into classes, as follows:

(1) Word-based vectors by means of skip-gram-built word embedding for repre-
senting text in the form of numeric features after processing.

(2) Lastly, the use of a BT-based level classifier is deployed for category-based
questions into one of the predefined types.

Suppose raw CLO/question text is recorded in the following developed model: “Elab-
orate the concept of the Genetic Algorithm in artificial intelligence”. For this stated text,
the generated query set is given in Figure 2. It gives the high-level flow of the methodology
in terms of episodes.

Query set (Prep, Embed, Level) [“Elaborate the concept of the Genetic Algorithm
in artificial intelligence”), Knowledge], where Prep is Preprocessed Text, Embed is Word
Vectors, and Level is BT level. The next few sections describe the construction and workings
of each of these components of the proposed system.

CBOW and skip-gram are used to generate word embeddings for NLP tasks, such as
semantic analysis, sentiment analysis, and machine translation in the following tasks.

Suppose the following raw question text as an input: “Elaborate the concept of the
Genetic Algorithm in artificial intelligence”. For this text, the generated query set is given
as follows:

As per Figure 3, it gives the high-level flow of the methodology in terms of episodes.
(Prep, Embed, Level) [“Elaborate the concept of the Genetic Algorithm in artificial intelli-
gence), Knowledge].
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Figure 3. High-level flow of the methodology (Episode n).

Prep represents Preprocessed Text, Embed Word is based on Vectors, and Level
gives the BT level. In the next sections, the assembly and workings of these components
are described.

Each epoch comprises numerous iterations, where the parameters of the models keep
on updating with a gradient of the associated loss function with respect to parameters.
The algorithm, GloVe, is an unsupervised-learning algorithm used for acquiring vector
representations for words. The vector embedding captures the semantic relationship
between contextual words based on statistics across the entire corpus used for training. The
GloVe model is basically trained on the global word-to-word corpus with a co-occurrence-
based matrix, which essentially captures the frequency and occurrence of words in a corpus.

3.4. Proposed System Overview

The proposed system abstract level model is shown in Figure 3. The projected system
takes raw question text as input to classify one of the BT levels in the cognitive domain.
The proposed system executes the aforementioned tasks:
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(1) The initial step is based on text preprocessing with data cleaning, which takes an
input in the form of text and then preprocesses it by altering it into baseline lower-case
letters, removing stop words with punctuation marks, and then converting those
words to their root words by means of lemmatization.

(2) The next step, after text preprocessing, is to compute and calculate numeric-based
word vectors on skip-gram word embedding to represent text into numeric-based
feature selection.

(3) Lastly, the BT level classifies the text into pre-distinct categories.
(4) Text preprocessing with cleaning is the initial step, which receives the input text and

then preprocesses it by adapting that given text into lower-case form by removing
those stop words with the punctuation marks and then by adapting all the words in
the mentioned root words in the form of lemmatization.

(5) After the completion of text preprocessing, the succeeding step is to calculate numeric
word-based vectors by means of word embedding based on skip-gram to represent
text in the form of numeric features after processing.

(6) Lastly, the BT classifier is deployed to categorize questions into predefined types.

3.5. Construction of the Proposed System

The proposed methodology portrays not only the construction but also the integration
of three components implicated in the proposed system. The proposed system involves
three components starting from data preprocessing, data cleaning, learning word repre-
sentation using word embedding and BT classifier demonstrated in Figure 3. The detail of
every module is discussed in the sections below, captioned as Episode 1. Modeling is also
elaborated in terms of the statistical dataset of the study.

3.5.1. Data Preprocessing and Cleaning

The primary aspect of this phase is to measure and analyze the impact of the outcome
of the research study in terms of generating impactful classification results [32]. Therefore,
preprocessing techniques were applied from the collected, refined datasets to eliminate
non-informative features, which are extracted from the data source. In the preprocessing
phase, text-based data are precisely converted into lower-case form from the actual data.
In calculation, the punctuation and stop-word removal has been completed using regular
expressions along with some random pattern-matching techniques. A tokenization process
is also performed, which is based on white space and WordNet-based lemmatization
for baseline preprocessed text. In the tokenization stage, question text is transformed
into versatile tokens/words. Then, these same words are converted into their root forms
using WordNet lemmatization. The pseudocode for data preprocessing is demonstrated
in Algorithm 1, which shows a sequence of numerous preprocessing steps operating on
raw datasets for cleaning datasets as an output. Recurrent Neural Networks (RNNs) are in
Excel-based data format, which is used for processing the sequential and recurrent data and
by making it appropriate for tasks, which are used in natural-language processing based
on time-series analysis. Therefore, the capability to recall previous inputs is considered
to be an apparent advantage for short- to medium-range sequencing. Figures 4 and 5
exemplify the pertaining preprocessing steps based on predefined CLO and question-based
data, respectively.
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Algorithm 1. Pseudocode of Data Preprocessing, Cleaning Algorithm

Input Data: Sample Query Text
Output Data: CLO-Based Preprocessed form of Data

Sentences extract Sentences as (INPUT)
Prep Input = Vacant
while sent sentence structure do
stSentence. remove StopWords(sent) PSentenceremove Punctuation(stSentencebased) words

extract-Words-from(pSentence) PrepSentence structure
Empty (default empty bucket)

while words do
l for word lower(word)

Lemma Word Word.NetLemmatizer(lword) prep Sentence lemma word prep Sentence-space
End while

Prep Input. append state (prep Sentence)
end while
Output Result← prep Input (by tokenizing keywords and then formulating them into
meaningful/useful sentences)

3.5.2. Data Preparation with Splitting

The data preparation with splitting, starting from raw data to refine and classify text
as shown in the flow diagram, is shown in Figure 4 as follows:
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Figure 4. Proposed system overview.

The demonstration of the assessment chained modules is shown in Figure 5, which
gives a clear integral solution of the effective assessment solution by chaining the corpus
collection with the state-of-the-art episodic phenomenon.

After completing data preprocessing with cleaning, the follow-up step in the pro-
posed system is basically preparation and then the splitting of data for model structuring
along with evaluation. Algorithm 2 elucidates the series of steps that were performed
on Dataset 1, targeted at Episode 1, and Dataset 2, targeted as Episode 2, for preparing
training and test datasets for model construction and evaluation, as shown in Table 2 with
proper demonstration.
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Algorithm 2. Data Splitting with Data Preparation

INPUT: Preprocessed Input Text based purely on the Class Labels
OUTPUT: Training based on Test Data Partition
Unique Words← unique Words←max Length←max Len-Test

Size← Test-Size
Text← Based sequencing (Preprocessed Input Text)
Tags Mark← Basic coding (Class Mark Marker)

Data Markers← shuffle (Text, Markers)
Train Data = Partition (Data, Relation Ratio = 1 − Test-Size)
Test Data = Partition (Data, Relation Ratio = Test-Size)

3.5.3. Development of BT Level Classifier

The final preparation of data based on the preprocessed phase takes input in the form
of embedding, and the next step is basically to construct a baseline classification model
to classify the input data split into different levels of BT. LSTM has been selected for its
potential and credibility in organizing the arrangements and text for considering a classic
example of sequencing. The tagged dataset is chosen. Then, the questions are tagged for
chosen BT-based cognitive levels. Therefore, the proposed classification model determines
and classifies questions based on desired categories based on the LSTM network.

The long-term dependencies problem is based on understanding the sequential context-
based data relying on the RNN feed. The stated problem is referred to as a “Gradient
Eliminator”. There are different cases based on successive data episodes, which require
longer sequences to understand the context effectively. The learning and data sources exist
in the context of identifying the individual student level for calculating and storing the
assessment results. The achievement of the model is well elaborated, which contains the
contents as a learning resource, which is a pivotal part followed by the quality assessment of
the same delivered content. The feedback of the assessment is then stored in a data module
in a conceptual/logical aspect. The student knowledge level is based on knowledge tracing
to reflect the paradox of continual metric-based learning in an e-learning environment.
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3.5.4. Word Representation with Word-Embedding-Based Learning

The key feature used in the proposed system is semantic text representation utilizing
the word-embedding technique. The prepared datasets are trivial, and with the trivial
datasets used in deep learning, the pretrained word embedding makes it difficult to identify
and classify the semantics associated with it. Therefore, we used pretrained embedding
as a proper justification for effectual word representations of our planned datasets. The
word embedding was solely selected for pretrained word embedding, just like “Wiki Word
Vectors”. This type of embedding was trained based on Wikipedia-obtained text-based
scripts. The researchers have already explained this embedding in detail with predefined
thresholds [50]. This embedding is completed for the task because it is projected, and it
helps in obtaining semantic-based judgments of words due to the abovementioned reasons:

✓ Word-based embedding is prepared for training on Wikipedia-provided text utilizing
techniques for word representation generation relying on its neighboring words.

✓ The dataset consists of the maximum number of words from the Wikipedia-
provided corpus.

Long short-term memory is a kind of recurrent neural network (RNN) architecture,
which is suggested to overcome the vanishing gradient problem, which arises at some
point in time in traditional RNNs.

Additionally, pretrained model embedding is included, as in GloVe.6B.100D with
GoogleNews-vectors-negative300, to evaluate and choose better performance from the
stated tasks. The connection between the required context word and the predicted word
varies with the time and complexity of the input sequence. Practically, as per the historical
data, the RNN feed is not efficient enough to solve these complex cases [34,41].

LSTM neural networks are basically a special kind of RNN network that can perform
based on long-term sequencing dependencies. The networks are specially designed to retain
learned information for a longer time. It can make decisions regarding the effectiveness
of information while processing input. It also has a gated mechanism to control the
flow of input-based sequences inside the LSTM cell. Before going into the details of the
Gating mechanism used in LSTM, there is a need to develop and understand the proposed
sequential neural network model. The processed input sequence for the representation of
weights as w1, w2, and wn is highly demonstrated in Figure 6.

The architecture of the Proposed Research Methodology is shown in Figure 5. It
demonstrates and details the integrated assessment system comprehensive onset of research
methodology implementation from the data-preprocessing module to the student cognitive
assessment model, which relies on the subset of the text-processing module and the test-
item pool developed for intelligent identification of correct question level by optimizing
the hyperparameters of the RNN algorithm. A questions-pool-based dataset is based on
six levels comprised of action verbs that are used for the test-item-based assessment of
e-learning mode students. The cognitive levels associated with the assessment of students
include Knowledge, Remembering, Comprehension, Application, Analysis, Synthesis, and
Evaluation, which intelligently assess the question level to be tested on student cognitive
ability in an episodic manner to identify any fluctuation in student performance, once the
levels and the results are known to them. The detailed procedural work of each module is
described already in Section 3, which is followed by the experimental setup in Section 4.
The episodic session-based test assessment is the unique attribute of the research. Hence,
there is a randomness to the learning scale of e-learning-based students for achieving
continual graded assessment by applying class labels using a Random Forest classifier in
deriving the scale of Below Average, Average, and Good Students. Through the procedural
workings in the form of episodic iterations, student learning curves are improved. The
designed model is compared with NB, KNN, Cosine Similarity, and benchmarked RNN,
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and it provided fruitful results with RNN to handle an episodic improvement-gauged
dataset. It shows significant performance measures of students in the AI domain.
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The projected method reports the main issue of overlapping the keywords based on
taxonomy-level identification. The enhanced model based on classification is an integral
method extracted from literature, which shows significant developments in intelligently
solving assessment problems. The major impact is towards applying the iterative assess-
ment sessions for the identification of the cognitive scale of students. There exists an
approach in historical research that influences logged student data and combines it with
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machine learning (ML) and natural-language processing (NLP) methods to attain effective
results. The scheme basically utilizes sentence-based semantics by representing student
responses to open-ended questions [38].

4. Experimental Setup
The dataset of 300 artificial intelligence courses enrolled students at distance-learning

virtual institutes has been gathered after processing threshold-based testing. BT-based
questions were developed, and a pool of questions was tested on the test bed or RNN
algorithm using word embedding to derive the levels, which were planned to be tested
for student parametric assessment. The correctness of levels identified is concluded at 95%
as per the accuracy level achieved using Python libraries. Every course CLO varies as per
the requirement, importance, and threshold of any course and requires to assignment of
weights at each cognitive level based on the specified threshold as allocated in Table 1.

There exist several related libraries that are used for NLP-based text evaluation per-
formance, such as Python version 3.11, Pandas, Beautiful Soup, Natural-Language Toolkit
(NLTK) with NumPy, Scikit-learn, GenSim, Matplotlib, and Seaborn. The question bank
comprises a pool of questions that have been tested on student groups to assess their
cognitive levels considering assigned weights of assessment without declaring the levels
of questions posted for them to solve and submit. The data feed to students is split into
20 questions per level per student to be labeled as Episode 1 for each student. Similarly,
for all 300 students, the same procedure was adopted and followed up to formulate the
assessment process in an e-learning-based environment. We assume the student feed to
be better for unknown random questions as compared with the known random ques-
tions. For Episode 2, the same process was adopted but with different question sets of
the same identified levels: Knowledge, Comprehension, Application, Analysis, Synthesis,
and Evaluation level. The analysis was carried out not only at each student’s level but
also the aggregate performance at each level, as well as each student performance level
and at composite Bloom’s Taxonomy-based text-based question–answer level to generalize,
define, and declare each group of students with the levels they achieved after two episodic
iterations of the testing element. This helps not only in identifying their learning curve
on the scale of below average to good but also in highlighting the content to deliver to
students to improve their feed and threshold of their learning levels. The formulated steps
for question-level identification were as follows:

Student assessment of the pool of the dataset derived from Step 1—300 students with
20 questions at each level to sum up to 120 questions per student at accumulated levels.
The integrated dataset of 300 students with 120 questions is defined and declared as a
whole record dataset assessment of 36,000 entities to be evaluated and aggregated. This
actual data training and testing were done on the question-level assessment part, which
was Step 1 of the whole procedure, also known as Module 1. Module 2 and Module 3 are
student cognitive assessments with a comparison of both episodes for generalizing if any
improvement appears for the student groups. This helps in reshaping our system. Table 3
shows the aggregate-level assessment report of the first 20 students and the last 25 students
among the total of 300 students on the test bed for gauging the cognitive assessment of
students projected with a dynamic pool of cognitive-based questions in a specified time
slice. The result generated and shown is Episode 1 data, which leads to some fluctuation or
improvement in Episode 2 of the same group of students, referred to as followed-up testing.
Table 3 details the student assessment on various scales of taxonomy, having achieved
the maximum threshold at each level defined as 76% on the first four levels: Knowledge,
Comprehension, Application, and Analysis. The synthesis threshold is depicted at 77%, and
finally, the evaluation level shows the maximum threshold achieved by students at 94%.
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Table 3. Students aggregate assessment level reports on all cognitive levels (Episode 1).

Sr# Knowledge ComprehensionApplication Analysis Synthesis Evaluation

1 71 34 50 48 45 43
2 68 54 74 68 56 56
3 67 41 70 48 67 44
4 62 52 60 75 76 29
5 58 74 61 63 45 65
6 59 71 62 48 34 56
7 76 72 49 38 74 67
8 71 74 67 48 35 74
9 74 35 75 68 31 48

10 49 75 75 76 44 73
11 69 75 52 68 46 74
12 58 38 54 49 47 47
13 65 76 74 38 39 65
14 75 56 68 48 41 51
15 44 46 74 68 42 48
16 67 69 71 75 44 71
17 71 49 72 68 76 54
18 74 74 56 48 49 51
19 75 67 76 74 74 61
20 64 48 58 67 46 56
21 54 72 28 49 45 65
22 75 75 29 71 59 71
23 38 73 74 64 73 72
24 41 74 46 76 14 49
25 48 74 64 48 67 69

...
...

...
...

...
...

...

275 54 45 68 76 19 67
276 76 45 58 68 56 46
277 65 75 77 68 57 76
278 65 64 46 76 66 66
279 49 54 45 48 55 70
280 73 74 19 74 56 45
281 29 39 73 76 74 67
282 74 72 72 76 76 76
283 46 75 69 74 46 45
284 65 68 71 19 45 67
285 47 49 75 75 47 74
286 75 74 76 71 57 54
287 64 68 73 68 46 67
288 59 69 73 46 76 76
289 75 71 19 71 58 67
290 41 29 49 74 41 73
291 28 68 69 72 28 65
292 37 69 71 68 39 45
293 39 49 74 75 56 68
294 44 67 69 64 44 94
295 48 49 58 64 49 57
296 49 58 58 54 53 76
297 52 68 71 68 51 71
298 57 74 75 67 54 72
299 61 67 76 74 65 54
300 74 61 77 71 55 71

Continuing the variant pattern to reach out to the 300th student, the aggregate per-
centile of the cognitive scale of assessment is given with the last 275-student chunk.

This helps in reshaping our system for better improvement of students in defining
and redefining their cognitive abilities and scales for improvement in their overall learning
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as far as their course learning objectives are concerned, which were set at 60% to 70% as
students achieved the CLO and falls below that threshold as “needs improvement” on the
basis of these cognitive levels. The whole system not only routes the cause intelligently
but also helps to ensure the completeness, correctness, and coherence of students in a
virtual testing environment. The summarized steps are given as follows: for text analysis
in Python, certain libraries are utilized, such as NLTK or SpaCy, for tasks like stop-word
removal. To implement word embedding based on recurrent neural networks (RNN), the
cognitive level of students was identified by following these steps:

• Preprocessing:

■ Remove stop words using NLTK or SpaCy.
■ Tokenize the text data and convert it into sequences.

• Word Embedding with RNN:

■ Use deep-learning libraries like TensorFlow or PyTorch to create an RNN model.
■ Implement an embedding layer to convert words into numeric vectors.
■ Construct an RNN model (LSTM or GRU) that takes these embeddings as input.

• Identifying Cognitive Levels:

■ Train the RNN model on a dataset labeled with different cognitive levels.
■ Use the trained model to predict the cognitive level of new text inputs.
■ The process mentioned above is considered to be a single episode followed up

by Episode 2, repeating the same procedure to effectively access 300 students in
the same defined parameters associated with Bloom’s Taxonomy assigned with
a pre-allocated percentile of assessment. The student’s cognitive assessment
model is based on the text-input feed with rule-based text processing based on
completeness and correctness. The results are classified using a Random Forest
classifier for predicting the level of correctness achieved by the students based
on a defined assessment threshold as follows: Below Average <50%, Average
50%–60%, Good >60%.

■ By tuning the hyperparameters (hyperparameters like learning rate with batch
size and the number of epochs to optimize training for your dataset), LSTM
in RNN obtains the optimized and refined assessment results with over 90%
accuracy as compared to previous models on a standard dataset.

5. Results and Discussion
The results and discussion section presents the two main phases as part of the method-

ology section and follows up in line with the developed system. The first phase is to
channelize the semantics of test-item development and intelligently label the cognitive
levels of the questions on a test bed. The second phase is the pure assessment of students
on cognitive levels threshold defined as CLOs, which are performance based on what
either one student or a group of students achieves in a specified range of assessments. The
hyperparameters are tuned for LSTMs, which are widely used for sequence-prediction
tasks like natural-language processing. The results are also divided into two sections,
which are as follows: continued variant pattern to reach out to the 300-student aggregate
percentile of the cognitive scale of assessment, which is given with the last 25-student chunk.
The aggregate level of performance of 300 students is given in Figure 7, which spares the
clear demarcation between student performance mainly at the Application and Analysis
levels. These are the levels that demand students’ own conceptual understanding of the
domain-based questions. The margin of achieving completeness and correctness arises in
this frame of reference as compared to the rest of the cognitive levels under consideration.
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Figure 7. Aggregate student performance at Bloom’s Taxonomy levels.

It is, hence, not possible to draft a whole dataset of 300 students under the assessment
bed for both tables and graphs. However, the two students are shown in Table 4 as follows:

Table 4. Performance of students at each level—percentages (selected).

Student
Ident Knowledge Comprehension Application Analysis Synthesis Evaluation

1 71 34 50 48 45 43
50 39 48 58 71 75 64

As shown in Figure 8, the chosen dataset of Student 1 is projected based on the results
obtained from word-embedding Python. Students performed much better at the Knowl-
edge level as compared to the rest of the levels and needed to work on the Comprehension
level as per Episode 1.
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Figure 8. Assessment-based performance level—Student 1.

As shown below in Figure 9, the chosen dataset of Student 50 is projected based on
the results obtained from word-embedding Python. The students performed much better
at the Analysis and Synthesis levels as compared to the rest of the levels, and needed to
work on the Knowledge level, as per Episode 1.
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Figure 9. Assessment-based performance level—Student 50.

5.1. Comparison of Episode 1 and Episode 2

Episode 1 covers the cognitive assessment based on the anatomy of student perfor-
mance for achieving the level of threshold. As per Figure 10A, the group of students
performed well at the Evaluation level as compared to the Synthesis level, with 55.34%
achieved by the average student. The percentage of student cognitive measurement perfor-
mance increases at the Evaluation level to 80.87%, in line with the Application and Analysis
level, which is at 80.18% to 80.17%, respectively. The conclusions based on this episodic
feedback aimed to provide students with ample opportunity and learning to complete their
studies after experiencing their performance in the first iteration of the methodological
test bed.
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Figure 10. (A) Aggregate student performance at Bloom’s Taxonomy levels in Episode 1.
(B) Aggregate student performance at Bloom’s Taxonomy levels in Episode 2.



Information 2025, 16, 93 26 of 35

As per Figure 10B, the group of students performed very well at the Evaluation level
with an improved aggregate as compared to the Synthesis level, which showed 80.87%
points achieved by the average students. The conclusions based on this episodic feedback
aimed to provide students with ample opportunity and results in vital improvement, as
shown in the graph, Figure 10B. The Synthesis level also shows improvement with 69.17%
as compared with the Episode 1 assessment results, which are lagging behind at 55.34%.

5.2. Random Forest Classifier Prediction

Students at the Synthesis level did not perform well and hence achieved Below Average
percentiles at the Synthesis and Evaluation levels, as shown in Table 5. After the base-level
pool-of-question-level prediction, the numeric-based features of text-based responses from
Word2Vec and TF-IDF are considered a gradient input for a specific instruction set, and the
machine-learning model is tested based on these words. The identified words are recurrent
in a text but uncommon in the student textual sentence-based answer feed, which we
assumed to have rich informational value in TF-IDF. By this method, we assign a word
with a weighted score based on the frequency that is shown in the text. The formula is
given below labeled as Equation (1) stated as:

Wn (dn, tn) = T F (d, t) ∗ log (1)

Table 5. Experimental results of Random Forest classifier.

Ranking Knowledge Comprehension Application Analysis Synthesis Evaluation

Below Average 105 71 48 66 126 39
Average 87 111 117 117 93 141

Good 108 117 135 117 81 120

The exponential terms of the TF-IDF vector slash a word by calculating multiple of
the words-based Term Frequency (TF) in relation to the Inverse Document Frequency
(IDF). Term Frequency, referred to as TF, calculates the occurrences and appearances of any
term in some equation in a unit of time, where the term or a word is the total number of
occurrences in a standard dataset if compared with the number of words in the existing
prepared manuscript.

5.3. Performance Comparison Analysis of Different Classification Algorithms on Same Dataset

The cognitive assessment modeling of the student dataset was tested on the test bed
of different classification models and, hence, achieved a leap of 98% accuracy as compared
with the result of algorithms. The detailed results are shown in Table 6. It reflects the peak
accuracy of the RNN model as compared to Graph Cosine and the rest of the performance-
analysis classifiers. The results of Table 6 show the performance measurement of the same
student dataset on different algorithms to scale the level of Accuracy, Precision, and Recall
score. These results are graphically represented in Figure 10.

Table 6. Performance analysis of different classification algorithms.

Id Algorithm Accuracy Precision Recall F1 Score Execution Time (ms) Complexity

1 Graph Cosine 75 72 78 75 15 Moderate

2 K-means 55 50 60 54 10 Low

3 Naïve Bayes 90 88 92 90 5 Low

4 Vector Lookup Table 80 82 78 80 12 Moderate

5 Recurrent Neural
Network (RNN) 98 97 99 98 200 High
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5.4. Performance Comparison Analysis of Metric Base of Algorithms on Dataset

The cognitive assessment modeling of the student dataset based on metrics (Accuracy,
Recall, Training Time in (Sec), Precision, Recall, Interoperability) was tested on the test
bed for the RNN model, Baseline Model, and ML Model, and hence found RNN suitable
and with impressive results according to the customization already stated and defined in
the methodology section. The group of two datasets considered for our research study
was formulated in the form of episodes represented by metric analysis in comparison with
different classification algorithms as per Table 7. Dataset 1 is compiled and formulated
based on RNN, which gives 85.3% accuracy as compared to the rest of the classification
algorithm, to intelligently predict the cognitive levels of the dataset based on random-
weight assignment to action verbs. Accordingly, the comprehensive model clarifies the
class-wise split for stated Dataset 1. Conversely, Dataset 2 was obtained from the existing
study captioned as Episode 2, and it was previously tagged into different BT levels. Class-
wise distribution exhibits Dataset captioned as Dataset 1 and Dataset 2 where Dataset
1 is used to create a standard model for the proposed system and Dataset 2 is used to
evaluate the projected system in contrast with the equivalent study on the mentioned
dataset. The baseline models serve as a benchmark in designing ML design patterns and
are customizable by iteratively training models in the contextual regime. It is shown in
Table 7 below:

Table 7. Metric analysis of different classifications algorithm.

Metric RNN Baseline Model ML Model

Accuracy % 85.3 70.2 83.5

Training Time Sec 300 15 120

Precision 0.89 0.72 0.87

Recall 0.91 0.70 0.88

Interoperability Low High Medium

5.5. Comparison of RNN Classifier

This subsection details the setup of the experiments by including the Python main
libraries, which are embedded to formulate the dataset collection. Figure 11 indicates the
accuracy assessments based on versatile algorithms, which range from cosine similarity,
which gives a 75% result, to Naïve Bayes (90%), and, hence, it achieved the highest percent-
age of 98% using RNN. The extended results show the performance measure due to dataset
flexibility and contextual student cognitive assessment measures at the module-level and
episode-level output.
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Figure 12 reflects the fall of student performance at various levels of cognition, with
most of the students performing well at the application level and most of the students not
performing well at the Synthesis level based on the student interest and level of participation
achieved through test items supported by the Random Forest classification algorithm.
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5.6. Experimental Results of Random Forest Classifier

The Random Forest classifiers give aggregate-level results for identifying and mapping
the cognitive scales of student assessment in relation to the Precision ratio, Recall Ratio, F1,
and Accuracy. F1 measure is a predictive measurement at a metric scale used to estimate
the performance of classification models in machine learning. It describes the balance ratio
for imbalanced class distributions. It is the internal working of every classifier executed
in Python.

The formula for calculating the F1 score is:

F1 Score =
TP

TP + 1
2 (FP + FN )

The detailed calculation of Random Forest based on different indicators is demon-
strated in Table 8 below:

Table 8. Aggregate results of Random Forest accuracy on levels.

Model Indicators Taxonomy Levels Based Cognitive Scales

Random Forest

Level#1 Level#2 Level#3 Level#4 Level#5 Level#6
Precision 89.8% 89.2% 93.3% 93% 94.16% 94.7%

Recall 92.0% 91.5% 92.1% 94.7% 92.95% 95.7%
F1 90.7% 90.3% 92.7% 93.8% 93.55% 95.2%

Accuracy 92.16%

6. Performance Results at Each Level of Bloom’s Taxonomy—Episode 1
The detailed cognitive assessment results achieved and compiled level by level for

Episode 1 are shown comprehensively and labeled from Figure 13A–F. Accordingly, it shows
performance measures at cognitive-level-based learning. Moderate-level performance
stands at “Good” and is shown at various levels of taxonomy, as shown in the graphs below:



Information 2025, 16, 93 29 of 35

Information 2025, 16, x FOR PEER REVIEW 30 of 36 
 

 

Table 8. Aggregate results of Random Forest accuracy on levels. 

Model Indicators Taxonomy Levels Based Cognitive Scales 

Random Forest 

 Level#1 Level#2 Level#3 Level#4 Level#5 Level#6 
Precision 89.8% 89.2% 93.3% 93% 94.16% 94.7% 

Recall  92.0% 91.5% 92.1% 94.7% 92.95% 95.7% 
F1 90.7% 90.3% 92.7% 93.8% 93.55% 95.2% 

Accuracy 92.16% 

6. Performance Results at Each Level of Bloom’s Taxonomy—Episode 1 
The detailed cognitive assessment results achieved and compiled level by level for 

Episode 1 are shown comprehensively and labeled from Figure 13A–F. Accordingly, it 
shows performance measures at cognitive-level-based learning. Moderate-level perfor-
mance stands at “Good” and is shown at various levels of taxonomy, as shown in the 
graphs below: 

  
(A) Knowledge level (B) Comprehension level 

  
(C) Application level (D) Analysis level 

  
(E) Synthesis level (F) Evaluation level 

Figure 13. Students’ performance results at (A) Knowledge level—Episode 1; (B) Comprehension
level—Episode 1; (C) Application level—Episode 1; (D) Analysis level—Episode 1; (E) Synthesis
level; (F) Evaluation level—Episode 1.

7. Performance Results at Each Level of Bloom’s Taxonomy—Episode 2
The detailed cognitive assessment results achieved and compiled level by level are

shown comprehensively and labeled from Figure 14A–F. Accordingly, it shows much-
improved performance as compared to Episode 1 by fine-tuning different cognitive levels
and by ensuring improved cognitive-level-based learning. The Application and Evaluation
level shows much better results as compared to the rest of the cognitive levels.
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Figure 14. Student performance results at (A) Knowledge level Episode 2; (B) Comprehension level
Episode 2; (C) Application level Episode 2; (D) Analysis level Episode 2; (E) Synthesis level Episode
2; (F) Evaluation level Episode 2.

From Figure 14A–F, the student performance in Episode 2 showed much improvement,
as the assessment results working as per the classifier improved results in Episode 2. The
student performance has been seen dipped to Below Average, as per Figure 13A,F. It is
concluded that students learned well the art of answering Evaluation-level questions,
like compare, validate, evaluate, etc., and showed improved performance in terms of
completeness and correctness. The parameters are tested through RNN and classified
through Random Forest using Spyder, the Python IDE. The comparison shows improved
performance at various levels of taxonomy as far as the learning curve of students is
concerned, with achieved predicted accuracy of more than 90%.

Summarized Result of Episode 1 and Episode 2

This shows a concise preview of what students achieved after comprehensive method-
ology implementation and provides timely feedback for students to be prepared well on
the scale of cognitive assessment as far as the second episode is concerned. It results in
the optimum classification supported by the RNN algorithm and by the Random Forest
classifier in predicting the students’ best individual-level performances as well as student
aggregate-level performances from an e-learning-based virtual student dataset. A total of
627 students fell Below Average as per Episode 1, which compares to 150 students reduced
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to the same level by showing significant improvement as per Episode 2, shown in the
summarized graph, Figure 15.
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8. Conclusions
This study has the novelty of considering text-based questions using an NLP-based

RNN model. It covers the shortfall of previous studies, which are limited to multiple-choice
questions and keyword-based mapping approaches. The current research first perceives the
level of a random pool of questions using Python libraries with a test ratio of 70:30 and then
formulates a solution to group 300 students on the same test bed for assessment using word
embedding and word2vector Python libraries on various scales and thresholds of weighted
cognitive levels. This is not the only procedural module to conclude the study. It also
leads to Episode 2, followed up by adopting the repeated procedure to test the cognitive
levels of the same group of students in variant time slices to gauge the improvement in
their learning performance. The results showed a 20% increase in overall learning capacity
by building up using a feedback mechanism. The classification of the student’s group
was comprehended using Random Forest and the KNN classifier to not only refine the
computational complexity but also to reduce the statistical calculation derived from two
follow-up episodes in Python.

NLP-based methods are implemented to evaluate the data assembled from each
student of the artificial intelligence course. The Fired dataset is used to forecast the level of
BT-based questions utilizing the RNN classifier with approximately 98% accuracy. Once
the taxonomy level is identified, the conforming level is analyzed for students’ text-based
answer feed. The Random Forest algorithm ranks students’ input performance on a 3-point
scale: Below Average, Average, and Good. The accuracy percentage of students’ aggregate
performance was 92.16%. The compiled results based on the proposed methodology reflect
better results as compared to the existing studies of the same nature. There exist certain
limitations to the conducted research, which do not impact the addressed problem set.
These include the domain based on students being tested and the computational complexity,
which may arise if the conducted and concluded methodology is applied to diversely placed
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students belonging to different demographic groups. The assessment of students by the
stated aspects may impact and reflect different learning curves.

9. Future Work
Future work should be based on and revolve around the health prediction and at-

tention analysis of students in specified time slices to maximize student engagement in
content. This should create a spectrum for innovating interactivity of the content not only
for effective delivery but to summarize well and lead to effective assessment procedures.
The role of semantic analysis plays a pivotal role in natural-language processing (NLP) by
providing significant opportunities for cognitive assessment advancements. The concept
of cognitive health is derived from future research plans on already concluded cognitive
assessments of the e-learning student model.
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