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Abstract:

 In this work we provide a statistical form of empirical analysis of classical propositional logic decision methods called SAT solvers. This work is perceived as an empirical counterpart of a theoretical movement, called the enduring scandal of deduction, that opposes considering Boolean Logic as trivial in any sense. For that, we study the predictability of classical logic, which we take to be the distribution of the runtime of its decision process. We present a series of experiments that determines the run distribution of SAT solvers and discover a varying landscape of distributions, following the known existence of a transition of easy-hard-easy cases of propositional formulas. We find clear distributions for the easy areas and the transitions easy-hard and hard-easy. The hard cases are shown to be hard also for the detection of statistical distributions, indicating that several independent processes may be at play in those cases.
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1. Introduction

In an article entitled The enduring scandal of deduction, Marcello D’Agostino and Luciano Floridi discuss the information content of classical propositional logic [1].

The term scandal of deduction was coined by Hintikka [2] to refer to the idea that first-order deductive reasoning gives us no new information. Such an idea has been justified on the fact that, because deductive reasoning is “tautological” or “analytical”, logical truths have no “empirical content” and cannot be used to make “factual assertions”. Many other researchers have considered it false, and thus the scandal.

There is a large support for the idea that, due to undecidability, deductive inference does have the power to extend our knowledge, and thus is generally perceived as highly valuable in epistemic terms [2,3,4]. However, the support for the information content (also called epistemic value) of decidable fragments of first-order is considerably weaker among logicians. In particular, Hintikka himself proposes a distinction between degrees of informational depth among logics, in which propositional logic is considered genuinely tautological and “analytical”, thus entirely uninformative. According to that position, this lack of information content is a consequence of the existence of a mechanical decision procedure.

Since that statement of triviality of propositional logic, a full theory of computational complexity has been developed, in which the complexity of the decision of classical propositional inference plays a central role [5,6,7]. According to such theory, this decision problem is in no sense trivial, and one of the great open questions in theoretical computer science is the existence of a tractable algorithm for it, namely the question P  [image: Information 04 00060 i001] NP.

The fact that this is still an open question does not imply that propositional logic may be trivial. In fact, no matter what the final answer to that question is, it is by now clear that the informational content of propositional logic cannot be considered null, as raised by Floridi [4], and later expanded in the enduring scandal of deduction [1].

The latter proposal contains a theoretical description of fragments of a family of sub-classical entailment relations, called intelim deducibility of depth k, ⊢k, k ≥ 0, which “approximate” classical entailment ⊢ in the sense that
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Furthermore, it provides a decision algorithm according to which each of the entailment relations hk was shown to be decidable in time O(n2k+2) which, for a fixed value of k, is considered polynomial time with respect to the number of variables n, and thus tractable. Of course, with respect to the number k = n of approximation steps necessary to approximate a given classical inference, that algorithm is highly exponential (O(n2n+2)), a lot worse than the usual truth tables (O(2n)).

Other approximations of classical entailment have been proposed in the literature [8,9,10,11,12], but intelim deducibility is the first form of approximation with all the following properties:


	(i) it is weaker than classical entailment;


	(ii) it is based on informational notions; and


	(iii) it treats as “uninformative” exactly those inferences that are “analytical” in the strict informational sense, that is, which do not appeal to virtual information.




This “appeal to virtual information” is what, in terms of Natural Deduction inferences, is known as introducing hypothesis that will later be discharged in the proof. In that respect, the first element of the intelim approximation, ⊢0, is the only analytical deduction relation that employs no external, virtual hypothesis. All other entailment relations do employ some form of hypothesis generation and are thus considered non-trivial.

This, of course, is just a theoretical view of the complexity of Boolean inference. In this work, we take a more practical view, exploring the complexity in terms of the statistical predictability of the computational effort needed to solve a propositional logic decision problem.

In fact, we propose to study the predictability of classical propositional logic, which we take to be the possibility of having a clear distribution of some random variables associated with it. In our case, we study the distribution of the runtime of existing implementation of Boolean solvers.

We start by noting the existence of very efficient Boolean solvers, called SAT solvers, and a competition promoted bi-annually that reveal the best and fastest solvers [13]. SAT was a problem that two decades ago was thought to be impractical, except for problems employing just a few variables, but now existing SAT solvers can deal comfortably with problems with hundreds of thousands, or even a few million variables [14]. In this work, SAT solving is, in empirical terms, what propositional inference is in theoretical terms.

So we take the view that the informational content of a Boolean formula is higher the harder it is to predict how long it will take to reach a decision on the satisfiability of a formula. Note that this is different from simply taking the average time to reach a conclusion. The curve that shows, for a fixed number n of distinct Boolean variables, the average decision time for different sizes of randomly generated input formulas is known as the empirical complexity profile of a SAT solver, which typically displays a phase transition behaviour [15]. In fact, it was originally discovered that there are hard and easy instances of SAT formulas [16], and the empirical complexity profile associate the on average easy and hard SAT instances to determined regions in the profile.

Here, we go one step further on the empirical analysis of SAT solvers and, instead of analysing average execution times, we analyse the probability distribution of this average time. Each formula is associated with a set of parameters (namely, the rate between the number of clauses and the number of variables) and the information content will be the same for all formulas sharing the same parameters. We consider as “less informative” class of formulas those with a “well behaved statistical distribution” of its decision time, and as a “more informative” class of formulas those with “undetermined or chaotic distribution” time to reach a decision. We will then compare the easy and hard regions according to this new view with that of the complexity profile. We investigate what new insights can be derived from this analysis with respect to the process of SAT solving and the empirical complexity of SAT formulas.

The paper develops as follows. The behaviour of SAT solvers, their empirical complexity profile and the phase transition phenomenon are presented in Section 2. Our experiments to obtain the runtime distribution are described in Section 3 and the results obtained are presented. Then in Section 4 an analysis of the varying landscape of distributions obtained is presented. Finally, we conclude this experimental work in Section 5 and propose future work.



2. SAT Solvers and Phase Transition

Very efficient SAT solvers have appeared in the beginning of the century, with a performance several times faster than previous implementations, such as zChaff [17] and Berkmin [18]; the former was slightly changed in the form of an open source SAT solver, MiniSAT [19], which gave origin to chain of ongoing improvements, reported in the SAT competitions [13]. For this work, we concentrate on a well established and studied zChaff 64-bit implementation of 2007 [20].

Cheeseman et al. [21] presented the phase transition phenomenon for NP-complete problems and conjectured that it is a property of all problems in that class. Gent and Walsh [15] studied phase transition for 3-SAT instances, Boolean formulas containing a conjunction of clauses formed by the disjunction of at most 3 literals. The graphic obtained is what we call the empirical complexity profile, which we show in Figure 1.

Figure 1. SAT Empirical Complexity Profile, n = 200.
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Two curves are simultaneously plotted. For each point a number of randomly generated 3-SAT formulas is submitted to the SAT solver. In all cases, the number of propositional symbols n is fixed; in Figure 1, n = 200. We vary the number of clauses m in each 3-SAT formula and the x-axis refers to the rate m/n. For each value of m/n, we generate 100 random formulas and plot both the percentage of satisfiable formulas and the average time to reach a decision.

What is surprising is that, independent of algorithm, machine and the value of n, the general shape of the complexity is the same, and shows that the harder instances concentrate around a point where m/n = Pt, the phase transition point. For 3-SAT formulas, the profile is as illustrated in Figure 1. When the rate m/n is small (< 3) almost all instances are satisfiable, and when this rate is high (> 6) instances are unsatisfiable, and the decision time remains low at both cases. At the phase transition point Pt, the number of expected satisfiable instances is 50%, which for 3-SAT is Pt ≈ 4.3. By increasing n, the transition becomes more abrupt, but the phase transition point, where 50% of the instances are satisfiable, remains basically the same and always corresponds to the peak in the measured average time.



3. The Runtime Distribution of a SAT Solver

We now study the statistical distribution of these values; see if they can be approached by known statistical distributions and, in case they can, we obtain the distribution parameters.


3.1. Experiments and Results

With the aim of studying the statistical behaviour of the SAT solvers output, we perform a series of experiments.

The running time of computers programs depends on the computer processor, the processes currently running and various other factors. Therefore instead of using as a parameter measuring the runtime of zChaff, we use the number of operations performed, defined as the sum of the number of implications (or, in the terminology of the resolution method, unit propagation steps) with the number of decisions (branching points) that a resolver performs to solve a particular problem.

A total of 910,000 problems were generated and used as input in zChaff, but initially, only 360,000 problems were generated with the following characteristics:


	All clauses were generated with exactly three literals (k =3);


	The number of atoms (n) ranged in 50, 100, 200 and 300;


	For each value of n, the number of clauses (m) varied such that m/n resulted in 1, 2, 3, 4, 4.3 (at the phase transition point ), 5, 6, 7 and 8.




So, we had:
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After running all these problems, we collected the output data of each case and plotted graphs showing the number of examples versus number of operations.

Thus, we can see that most graphics resembled a probability distribution.

To check which distribution represented each data set, we performed various Goodness-of-Fit (GoF) tests [22]. As the majority of the observed distributions had observed tails, we chose the Anderson–Darling test.

The Anderson–Darling tests were performed using the tool Minitab [23]. Initially, we could approximate the distribution for certain cases, but in some other cases the experiments were inconclusive. Then, for a better analysis of the inconclusive cases, were generated 550,000 3-SAT instances to be decided by zChaff to try to identify the data distributions. The following are the cases initially inconclusive:


	n = 100,  [image: Information 04 00060 i003] = 4.3;


	n = 200,  [image: Information 04 00060 i003] = 4.3, 5, 6, 7, 8; and


	n = 300,  [image: Information 04 00060 i003] = 4.3, 5, 6, 7, 8.


	Resulting in a total of 550.000 instances = 50.000 (problems) × 11 (cases)






3.2. Summary of Experiments

The purpose of this project was to verify the existence of a default behaviour of the SAT in accordance with the input parameters of the formulas. The set of all experiments are presented in [24]; here we present just a small set of the results used to justify our analysis in Section 4.

Initially we tested 360,000 samples. Of these samples, the compliance with a statistical distribution for the runtime of 110,000 instances was fully inconclusive. It was not clear whether that undefined behaviour was due to zChaff requiring a large number of samples, or if zChaff did behave according to a standard distribution for some set of values of  [image: Information 04 00060 i003]. So, it was necessary to generate more samples resulting a total amounting to about 1 million (910,000) instances.

Thus it was possible to identify the behaviour of the SAT in accordance with the 3-SAT formula input parameters variation.

For most cases, the distribution of the SAT solver runtime follows the pattern shown at following figures, independent of the value of n.



3.3. Compliance with a Known Distribution

The Anderson–Darling test measures how well the data follow a particular distribution being evaluated as:


For a given set of data and distribution, the lower the statistical distribution for a better fits the data.



The test parameters of Anderson–Darling are presented as follows:


	AD The probability of rejecting the distribution in question


	N Number of samples


	P-value Descriptive level




The known statistical distribution for the tools used are normal, log-normal, exponential, Weibull, extreme value type I, and logistic distributions.

Through graphical analysis of all distributions, we found some patterns of behaviour related to the ratio  [image: Information 04 00060 i003]. The cases were:

Small values:  [image: Information 04 00060 i003] ≤ 2 In these cases, zChaff behaves as a discrete distribution of unknown origin where the tails have similar lengths. As an example we present the Figure 2.

Figure 2. Distribution at the output of zChaff running problems with n = 50 and  [image: Information 04 00060 i003] = 1
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Low-medium:  [image: Information 04 00060 i003] =3 As the ratio  [image: Information 04 00060 i003] increases, the tail of the distribution begins to extend to the right and also increases the frequency of events. The distance between points decreases, approaching a continuous distribution. Figure 3 is an example for n = 50 and m = 150.

Figure 3. Distribution at the output of zChaff running problems with n = 50 and m = 150,  [image: Information 04 00060 i003] = 3.
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Near the phase transition point Around the phase transition point, there are considerable changes in the distribution. In all tests where  [image: Information 04 00060 i003] = 4, a graphical distribution resembles an exponential shape. Figure 4 displays this behaviour for n = 50 and m = 200.

Figure 4. Distribution at the output of zChaff running problems with n = 50 and m = 200,  [image: Information 04 00060 i003] = 4.
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High:  [image: Information 04 00060 i003] ≥ 6 For cases with values of  [image: Information 04 00060 i003] = 6, 7 and 8, zChaff behaviour approximates a log-normal distribution, as confirmed by GoF tests, as illustrated in Figure 5.

Figure 5. Distribution for n = 100 and m = 700,  [image: Information 04 00060 i003] = 7.
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In Figure 6, we can say that the distribution found is a log-normal distribution, because we had AD = 0.153 < ADcritical = 1.035. We show the tests of compliance for this data with the gamma distribution with 3 parameters (Figure 6a), and with the log-normal distribution with 3 parameters (Figure 6b). The latter displays a better compliance with the log-normal distribution.

Figure 6. Anderson–Darling tests of compliance with distributions. (a) Compliance with the gamma distribution with 3 parameters; (b) Test of compliance with the log-normal distribution with 3 parameters.
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3.4. The Inconclusive Cases

At the phase transition point (  [image: Information 04 00060 i003] = 4.3) and points with values of  [image: Information 04 00060 i003] slightly higher, such as  [image: Information 04 00060 i003] = 5, the data distribution did not fit any of the patterns listed above. Furthermore, the shape of the data distribution is not preserved for different values of n, a fact that is also very different from the well behaved cases “away from the transition point”.

By inspecting the empirical data distributions grouped in Figure 7 we can observe this non-uniform behaviour, by noting the differences of distribution found over 300,000 instances at the phase transition when as in Figure 7a, n = 50; as in Figure 7b, n = 100; and as in Figure 7c, n = 200.

Figure 7. Behaviour unstable at the phase transition point (  [image: Information 04 00060 i003] = 4.3 ). (a) Distribution found for n = 50 and m = 215,  [image: Information 04 00060 i003] = 4.3; (b) Distribution found for n = 100 and m = 430,  [image: Information 04 00060 i003] = 4.3; (c) Distribution found for n = 200 and m = 860,  [image: Information 04 00060 i003] = 4.3.
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This non-uniform behaviour is not seen a little bit before the phase-transition point, when  [image: Information 04 00060 i003] = 4, but the non-uniform behaviour persists a little bit after the phase-transition point, when  [image: Information 04 00060 i003] = 5, as illustrated in Figure 8 and Figure 9.

Figure 8. Behaviour unstable near the phase transition (  [image: Information 04 00060 i003] = 5). (a) Distribution found for n = 50 and m = 250,  [image: Information 04 00060 i003] = 5; (b) Distribution found for n = 100 and m = 500,  [image: Information 04 00060 i003] = 5.
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Figure 9. Behaviour unstable near the point of phase shift (  [image: Information 04 00060 i003] = 5). (a) Distribution found for n =200 and m = 1000; (b) Distribution found for n = 300 and m = 1500.
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For a fixed value of  [image: Information 04 00060 i003] = 5 we can verify the empirical data distribution obtained when n = 50 (Figure 8a), n = 100 (Figure 8b), n = 200 (Figure 9a) and n = 300 (Figure 9b). The non-uniformity is visually apparent, and the compliance tests tell us that none of these empirical data distributions fit any of the distributions known to the tool.



A visual inspection of Figure 7, Figure 8, Figure 9 indicate that the distributions for  [image: Information 04 00060 i003] = 4.3 and  [image: Information 04 00060 i003] = 5 do not resemble each other. In fact, when n = 50, the distribution for  [image: Information 04 00060 i003] = 4.3 has the shape of a spiky exponential, while the distribution for  [image: Information 04 00060 i003] = 5 has the shape of a spiky, somewhat distorted normal curve. Even more disturbing is the shape of the curves for n = 300. Due to the long times involved, we did not obtain that curve in the phase transition point, but for  [image: Information 04 00060 i003] = 5 the distribution visually looks like a constant distribution.




4. Analysis

The observed behaviour with respect to the runtime distribution is summarized in Table 1.

Table 1. Runtime distribution results. 


	 [image: Information 04 00060 i003]
	Uniform 
	Shape 





	≤ 2
	yes
	binomial/normal



	∈ [3, 4]
	yes
	gamma



	∈ [4.3, 5]
	no
	–



	≥ 6
	yes
	log-normal










We can interpret the results in Table 1 on the values  [image: Information 04 00060 i003] ≤ 2 and  [image: Information 04 00060 i003] ≥ 6 in the following way. When  [image: Information 04 00060 i003] ≤ 2, the instances are mostly satisfiable, and the solutions is “easy” in the sense that there are very few restrictions over a large number of variables, so almost any valuation satisfies the formula.

On the other hand, when  [image: Information 04 00060 i003] ≥ 6 the problems are mostly unsatisfiable and the distribution is log-normal. A log-normal distribution is a continuous probability distribution of a random variable whose logarithm is normally distributed, and it occurs when the variable can be seen as the product of many independent random variables each of which is positive [25]. We can see this behaviour occurring in the SAT context in case we have several satisfiable formulas of binomial/normal type, which are jointly unsatisfiable. The SAT instance is the union of such jointly unsatisfiable formulas, and the SAT solver tries to, independently, satisfy all such component formulas, which provides the multiplicative effect on the runtimes, and fails only when the last formula is added.

The intermediate values of  [image: Information 04 00060 i003], near the phase transition point, present a variation and a combination of these two cases. A little bit before the phase transition, most formulas are still satisfiable, but a satisfiable valuation is harder to find, so the tail of the distribution grows and the distribution is best modelled as a gamma-distribution, a distribution that usually models waiting-times.

At the phase transition point and a little bit after it, we have formulas that are not independently satisfiable; the set of jointly unsatisfiable formula overlaps in subtle, unpredictable and near-chaotic ways, generating non-uniform distributions with n. Several processes may be co-occurring, and the identification and separation of those processes is needed to obtain a better description. It was not surprising that the phenomenon that was harder to analyse did occur around the phase transition point, as this remains the most interesting area for a SAT solver.



5. Conclusions and Further Work

In this paper we have provided empirical evidence that a significant subset of propositional formulas is far from trivial, and any implication that propositional classical logic is trivial is rightfully labelled as scandalous.

If we understand the predictability of classical logic as the possibility of having a clear distribution of some random variables associated with it, then this work has demonstrated that the runtime of existing SAT solvers is a random variable whose distribution is anything but trivial.

Previous work has concentrated on pointing the existence of an easy-hard-easy separation of empirical complexity of Boolean formulas, mostly based on the average runtime of a SAT solver. Our work went one step further, identifying varying runtime distributions along the same classes of easy-hard-easy problems. The two extremities of easy problems were separated, with the left extremity having a discrete binomial distribution and the light extremity a log-normal distribution, possibly the multiplicative product of those distributions. In the middle, a landscape of distributions was detected, going from left to right: normal, gamma, non-uniform/chaotic/inconclusive and log-normal. The non-uniform distribution coincides with the vicinity of the phase-transition point.

Further work should contemplate a deeper analysis of these results. First, one should try to decompose the processes that seem to be occurring at the area with non-uniform distribution. We could try to identify the existence of clusters and their distributions, for example. Also, the multiplicative nature of the mostly unsatisfiable cases should be related with that of the satisfiable cases, and we should try to analyse the factors in that multiplication.

We are aware that the kind of empirical analysis presented here is just the start of possible types of analyses that can be done and we hope that the empirical and theoretical analyses of NP-complete problems may eventually cross-fertilise.
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