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Abstract: In this research, a streamlined numerical approach designed for the quick estimation of
temperature profiles across the finite thickness of a hemispherical dome subjected to aerodynamic
heating is introduced. Hemispherical domes, with their advantageous aerodynamic, structural, and
optical properties, are frequently utilized in the front sections of objects traveling at supersonic
velocities, including missiles or vehicles. The proposed method relies on one-dimensional analyses of
fluid dynamics and flow characteristics to approximate the local heat flux across the exterior surface
of the dome. By calculating these local heat flux values, it is also possible to predict the temperature
variations within the thickness of the dome by employing the finite difference technique, to solve
the heat conduction equation in spherical coordinates. This process is iterated over successive time
intervals, to simulate the entire flight duration. Unlike traditional Computational Fluid Dynamics
(CFD) simulations, the proposed strategy offers the benefits of significantly lower computational
time and resource demands. The primary objective of this work is to provide an efficient numerical
tool for evaluating aerodynamic heating impact and temperature gradients on hemispherical domes
under specific conditions. The effectiveness of the proposed method will be validated by comparing
the temperature profiles derived for a standard flight scenario against those obtained from 2-D
axisymmetric transient CFD simulations performed using ANSYS-Fluent 2022 R2.

Keywords: aerodynamic heating; numerical method; hemispherical dome

1. Introduction

In this section, the problem of aerodynamic heating will be introduced. The motivation
behind focusing on the hemispherical nose shape for the investigation will be explained.
In addition, the proposed numerical method will be presented, in terms of its advantageous
features compared to existing Computational Fluid Dynamics (CFD) simulations.

1.1. Motivation

The phenomenon known as aerodynamic heating occurs when a body is subjected
to high-speed airflows, causing it to heat up due to the conversion of kinetic energy into
heat as a result of compression and friction. This heat is then transferred to the body
through the boundary layer. This subject has been of significant importance in the design of
high-speed vehicles for over 70 years, with studies demonstrating that bodies with blunted
nose shapes undergo lower rates of heat transfer compared to those with sharper nose
shapes [1–5]. Among these shapes, the hemispherical nose is of particular interest, due to
its beneficial properties, in terms of aerodynamics, mechanics, and optics when exposed to
high-speed flows. This design is notably utilized in external stores and missiles, serving
various functions, such as window, optical path lens, or radome [6–8].

In supersonic flight, aerodynamic heating becomes particularly pronounced, espe-
cially near the stagnation point, at which heat generation is primarily due to the direct
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compression of air. Along the sides of the missile or vehicle, viscous forces in the bound-
ary layer are the dominant source of heat generation. This effect is not only a structural
concern but also affects the performance of optical systems, as the thermal characteristics
of materials, including the optical components and the dome, change during flight. This
transient behavior can degrade the optical system’s performance, making precise thermal
management crucial [9,10].

The exploration of aerodynamic heating began with experimental and theoretical
studies in the 1950s and 60s, later evolving to include numerical simulations with the advent
of computation technology, leading to the development of various in-house codes. These
codes have incorporated advanced methodologies, such as the axisymmetric analogue,
Lees’ formulations, and DeJarnette, and Davis’s approximate techniques for streamline
distribution [10,11]. Industry codes like HABP [12], MINIVER [13], AEROHEAT [14],
INCHES [15], CBAERO [16], and HATLAP [17] have enhanced the fidelity of calculations
for surface streamlines, pressure, and heating formulations, often comparing favorably
with more complex simulations, such as viscous shock layer models and comprehensive
CFD simulations. Notably, AEROHEAT includes a unique equivalent boundary layer
method that involves a direct solution of a boundary layer specific to each streamline [10].
While these in-house codes offer deep insights and precision, their varied methodologies
and restricted availability have limited their widespread usage in broader research and
industrial contexts [18,19].

Recent advancements in commercial CFD tools have enabled the simulation of aerody-
namic heating more accurately with high fidelity. However, most high-speed missiles have
a relatively short flight time, and simulating them with conventional CFD tools remains
challenging, due to the transient nature of heat transfer [9]. This work introduces a stream-
lined numerical approach that aims to bridge the gap between accuracy, efficiency, and
availability for specific cases and conditions that will be discussed in detail. Unlike prior
studies that have focused on either detailed CFD simulations or specific industrial contexts
with limited availability, the proposed method utilizes an open source, one-dimensional
approach for rapid predictions, tailored for real-time applications in the conceptual design
of high-speed missiles. This study stands out by combining the practicality of quick estima-
tions with a level of precision that approaches more elaborate methods, making it a useful
tool for preliminary design assessments where resource constraints are significant. The
proposed method, akin to other specialized in-house codes, has its set of limitations and
advantages, which will be further discussed in this paper.

1.2. Advantages of the Developed Methodology

The primary benefit of this technique lies in its efficiency, offering significant time
savings compared to simulations performed by widespread commercial CFD tools. This
new approach allows for quick approximations of aerothermal heating and temperature
variations across the dome, achieving reasonable accuracy in a fraction of the time required
by conventional finite volume- or finite element-based solvers. Employing this numerical
tool, particularly during the initial phases of design, enables the prediction of aerodynamic
heating effects on hemispherical structures with an acceptable level of accuracy. The adop-
tion of this technique accelerates the evaluation process for such thermal conditions, thereby
reducing the interval between successive design modifications. A thorough and stable
simulation of a missile’s complete flight, which would conventionally take several days to
compute using conventional finite volume- or finite element-based solvers (excluding time
spent on pre- and post-processing), could see a dramatic reduction in the required com-
putational time, contingent upon the missile’s total flight duration and the specific flight
scenario involved. The current study is focused and specific to hemispherical dome geome-
try. One of its main advantages, compared to similar algorithms [9,20], can be referred to as
the calculation of local heat flux and temperature distribution in a stagnation region and its
vicinity by using a specific semi-empirical correlation tailored for hemispheres.



Computation 2024, 12, 162 3 of 13

2. Methodology

In this part, the proposed methodology will be detailed alongside the constraints
specific to this approach. Following this, the outcomes derived from these computations
will be presented, in comparison with the results from standard CFD simulations. For these
comparisons, the results from transient finite-volume CFD simulations are employed since
experimental results related to aerodynamic heating of finite-thickness hemispheres in the
literature are of limited availability. Further sections will investigate the details of the CFD
model employed for these comparative analyses. A hypothetical flight scenario is adapted
within this study, to evaluate the efficacy of the proposed method developed. The profile of
the Mach number applied is described as follows:

M∞(t) =

{
0.219t1.2 for t ≤ 9.0,
7.4911e−0.1t for t > 9.0,

(1)

where M∞(t) is the freestream Mach number at time t, and t is the time variable in seconds.
Similarly, the altitude change is defined by

h(t) = 3.1411t2 + 93.744t, (2)

where h(t) is the altitude at time t.
In order to determine the freestream flow conditions at the flight altitude, Equations (1)

and (2) are used together with the 1976 U.S. Standard Atmosphere data [21]. Figure 1 shows
the profile of both the Mach number and the altitude as a function of time:

(a) (b)
Figure 1. The Mach number (a) and altitude (b) profiles that summarize the flight scenario.

The proposed methodology’s first step is calculating the local flow and fluid properties
at the outer edge of the boundary layer around the hemispherical dome. The second step
is calculating the local heat transfer coefficient values by utilizing the flow properties and
the correlation proposed by Beckwith and Gallagher [1]. In the third step, using local
heat transfer coefficients and flow properties, the heat conduction within the shell of the
hemispherical dome is solved by the finite difference method, to obtain the temperature
distribution. These steps are repeated in a time-iterative manner, to simulate the full flight.
The calculation procedure involves the determination of the heat transfer coefficient at
the current time step by using the dome surface temperature distribution obtained from
the previous time step and the flow properties calculated at the current time step. This
calculation structure is summarized in Figure 2:
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Input for Current Time Step
M∞ = f(ti)

h(altitude) = f(ti)
Temperature distribution of dome = T (r,θ,ti−1)

t0 = initial condition

Calculation of Freestream Conditions
T∞(ti), p∞(ti), ρ∞(ti)

Calculation of Local Flow Conditions on Dome Surface
Tθ(ti), Trecoveryθ(ti), pθ(ti), Mθ(ti)

Calculation of Heat Flux on Dome Surface
hθ(ti), qθ(ti)

Finite Difference Solution of Heat Conduction Equation
T (r,θ,ti)

Iterative Update for Next Time Step
Increment to ti+1

Generation of Output Files

if ti > ttotal

if ti < ttotal

Figure 2. The diagram shows the step-by-step process, starting with the initial conditions and
freestream calculations, followed by the local flow and heat flux computations. It includes the
solution of the heat conduction equation and the iterative updates for each time step, ending with the
output generation. The iterations cease upon reaching the total flight time (ttotal).

2.1. Flow Properties

Throughout the flight of the missile, variations in altitude and velocity require the
evaluation of changing flow properties over time. The method introduced calculates these
flow properties using isentropic flow relations. For subsonic flow conditions, free stream
and stagnation point properties are evaluated, while for the supersonic flow conditions
properties behind the shock are also used.
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The determination of the local heat transfer coefficient is a critical aspect of the current
numerical model, as these coefficients directly influence the prediction of heat flux across
the hemispherical dome’s surface. The correlation employed within the scope of this study
was proposed by Beckwith and Gallagher [1], and it was modified to account for supersonic
flow conditions, based on the derivations outlined by Anderson [22]. The methodology of
this study adapts this correlation, to account for the varying Mach numbers, atmospheric
conditions, and characteristics specific to hemispherical domes subject to high-speed flows.
Additionally, the coefficients are recalculated at each time step, to reflect the dynamic
changes in flow conditions during flight. This iterative updating is essential for capturing
transient thermal behavior accurately, allowing the model to adapt to the rapid changes in
environmental conditions that affect aerodynamic heating. The total temperature, pressure,
and, density values are calculated by using isentropic flow relations for subsonic and
supersonic conditions. During the iterations flow variables at the edge of the boundary
layer are required for heat transfer coefficient calculations. For subsonic flow conditions,
the variables at the edge of the boundary layer are calculated by using the freestream
flow properties. On the other hand for supersonic flow conditions flow properties outside
the boundary layer are calculated by utilizing normal shock relations. The temperature,
pressure, density, and Mach number behind the shock wave along the stagnation streamline
for supersonic conditions can be expressed as follows, respectively:

T2

T∞
= (1 +

2γ

1 + γ
(M2

∞ − 1))
2+(γ−1)M2

∞
(γ+1)M2

∞ , (3)

where T2 is the temperature immediately after the shock, T∞ is the freestream temperature,
and γ is the specific heat ratio,

p2

p∞
= 1 +

2γ

γ + 1
(M2

∞ − 1), (4)

where p2 is the pressure immediately after the shock, and where p∞ is the freestream
pressure,

ρ2

ρ∞
=

(γ + 1)M2
∞

2 + (γ − 1)M2
∞

, (5)

where ρ2 is the density immediately after the shock, and where ρ∞ is the freestream density,

M2 =

√√√√1 + γ−1
2 M2

∞
γM2

∞−(γ−1)
2

. (6)

where M2 is the Mach number immediately after the shock.
Following this initial step, the method proceeds to determine the flow properties, such

as the pressure distribution at the hemisphere’s external, the velocity distribution at the
edge of the boundary layer, the coefficient of the heat transfer, and the heat flux around the
hemisphere’s external surface. The local velocity at the edge of the boundary layer around
the hemisphere is calculated by utilizing modified Newtonian theory given by [22], ideal
gas law, and isentropic flow relations. The relevant equations are presented as follows:

pθ = p0sin2θ + p∞cos2θ, (7)

where pθ is the local pressure at angle θ, p0 is the stagnation point pressure, p∞ is the
freestream pressure, and θ is the angular position from the stagnation point,

uθ =

√
γ

p0

ρ0
[

2
γ − 1

[(
pθ

p0
)

γ−1
γ − 1]], (8)



Computation 2024, 12, 162 6 of 13

where uθ is the local flow velocity at angle θ, γ is the specific heat ratio, and ρ0 is the
stagnation point density,

Tθ =
T0

(1 + γ−1
2 M2

θ)
, (9)

where Tθ is the local temperature at angle θ, T0 is the stagnation temperature, and Mθ is the
local Mach number at angle θ.

Using the relation introduced by van Driest [5], the recovery temperature distribution
around the outer surface can be expressed as

Trecoveryθ = Tθ(1 + Pr
1
3
θ

γ − 1
2

M2
θ), (10)

where Trecoveryθ is the recovery temperature at angle θ, and where Prθ is the Prandtl number
at angle θ.

The calculation of these properties enables the determination of the local heat transfer co-
efficient through the employment of the correlation provided by Beckwith and Gallagher [1].
The correlation is used for the calculation of the local heat transfer coefficient distribution
in the turbulent boundary layer on the outer surface of the hemispherical dome. This
correlation is obtained by applying Reynolds analogy to Falkner’s expression for skin
friction on a flat plate and combining this expression with the stagnation point heat transfer
relation which is based on dimensionless stagnation point velocity gradient [3,23,24]:

hwθ = 0.0157Prw[
uθ pθrsθ

uθre f pθre f rsθre f
]

5
14 (

ρwθre f uθre f rsθre f

µwθre f
)

5
14 , (11)

where hwθ is the local heat transfer coefficient calculated for the angular position θ, Prw is
the Prandtl number at the wall temperature, rs is the radius of the sphere, µw is the dynamic
viscosity at wall temperature, and “ref” denotes the reference conditions determined at a
reference angular position, specifically at θ = 90◦,

qwθ = hwθ(Trecoveryθ − Twθ). (12)

where qwθ is the heat flux calculated for the angular position theta θ, and Twθ is the wall
temperature at the angular position theta θ.

The angular position of interest is θ, and its depiction can be found in Figure 3. It is
also important to underline that variations in the ψ direction are disregarded, due to the
model’s axisymmetrical nature used in the computations. In addition to the axisymmetry
of the geometry, the flow is also assumed to be symmetrical since the dome is expected to
reach its highest temperature under symmetrical flow conditions. Under these conditions,
a two-dimensional heat conduction equation will be solved, together with one-dimensional
flow calculations for determining the temperature distribution within the dome thickness,
as illustrated in Figure 3:

Figure 3. 3D representation of the hemispherical dome (left); 2D representation of the domain of
interest (right).
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2.2. Governing Equations and Boundary Conditions

The temperature profiles within and on the hemisphere’s surfaces are derived from
solving the two-dimensional heat conduction equation in spherical coordinates:

ρscps
∂TS
∂t

=
1
r2

∂

∂r

(
ksr2 ∂Ts

∂r

)
+

1
r2 sin θ

∂

∂θ

(
ks sin θ

∂Ts

∂θ

)
, (13)

where ρs is the density and cps is the specific heat at constant pressure of the sphere
material,TS is the temperature within the sphere, ks is the thermal conductivity of the
sphere material, r is the radial, and θ is the angular coordinate.

Heat exchange with the ambient air occurs at the outer boundary of the sphere’s solid
domain. Therefore, the heat flux caused by aerodynamic heating will be applied to the
outer surface of the solid domain (r = router 0◦ ≤ θ ≤ 90◦):

−ks
∂Ts

∂r
= qwθ = hwθ

(
Trecovery θ − Twθ

)
, (14)

where qwθ is the heat flux at the wall at angle θ, hwθ is the heat transfer coefficient at the
wall at angle θ, Trecovery θ is the recovery temperature at angle θ, Twθ is the wall temperature
at angle θ, and router is the outer radius of the hemisphere.

The inner boundary (r = rinner 0◦ ≤ θ ≤ 90◦) is assumed to be adiabatic:

−ks
∂Ts

∂r
= 0, (15)

where rinner is the inner radius of the hemisphere.
Similarly, the symmetry axis (θ = 0◦ rinner ≤ r ≤ router) and the shoulder boundary

(θ = 90◦ rinner ≤ r ≤ router) are assumed to be adiabatic:

−ks
∂Ts

∂θ
= 0. (16)

2.3. Finite Difference Approach

The finite difference method was selected for its robustness and straightforward imple-
mentation in handling the heat conduction equation in spherical coordinates. The proposed
method is particularly advantageous in this context, due to its ability to accommodate
complex boundary conditions and variable material properties, which are essential in
accurately simulating the transient heat response of hemispherical domes under aerody-
namic heating. It allows for a clear and intuitive representation of the physical problem,
facilitating easier debugging and validation of the numerical model. The proposed method
also scales efficiently on modern computational platforms, ensuring that the simulations
remain feasible even when extended to three-dimensional scenarios in future work.

In practice, the finite difference method will be employed, with ghost nodes introduced
to implement the boundary conditions with second-order spatial precision. The representa-
tion of the ghost nodes can be seen in Figure 4.

Central differences are utilized for the calculation of second-order spatial derivatives,
while the forward difference approximates the time derivative, achieving second-order
spatial accuracy and first-order temporal accuracy. For the outer boundary (r = router,
0◦ ≤ θ ≤ 90◦), the equation is discretized as

hwθ

(
Trecovery θ − Tn

s (N, m)
)
= −ks

Tn
s (N + 1, m)− Tn

s (N − 1, m)

2∆r
, (17)

where N and m are the indices in the radial and angular directions in the numerical grid,
respectively. The superscript n stands for the iteration in time.
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Finally, the time step is chosen based on the CFL condition, to ensure the stability of
the solution:

∆t ≤ 1
2αs

(
1

∆r2 +
1

(r∆θ)2

)
, (18)

where ∆t is the time step, ∆r and ∆θ are the spatial steps in the radial and angular directions,
and αs is the thermal diffusivity of the sphere material.

(a) (b)
Figure 4. The visualization of the nodes used in finite-difference solution. The configuration of the
points at the (a) symmetry axis boundary, (b) shoulder boundary.

2.4. Multidimensional CFD Simulations as the Comparison Case

To evaluate the accuracy of the introduced method, a two-dimensional Unsteady Reynolds-
Averaged Navier–Stokes (URANS) simulation was conducted. The simulation’s computa-
tional domain included both the dome section and its surrounding flow field. In this Com-
putational Fluid Dynamics (CFD) setup, a finite-thickness cylinder with an identical radius
and a length of 3 m was positioned following the hemisphere. The dome itself had a radius
of 0.36 m and a thickness of 0.004 m. The flow domain and the missile geometry are pre-
sented in Figure 5. To discretize the domain for simulation, a structured mesh composed of
1.2 million elements was employed, as depicted in Figure 6. The turbulence was modeled
using the k–ω–SST model. A pressure-based, coupled solver was utilized for the simulations.
The simulations also accounted for conjugate heat transfer between the dome and the flow,
employing second-order schemes for both spatial and temporal discretization. The dome’s
wall boundaries were treated with a no-slip condition and were considered perfectly smooth.
Within the dome, the buoyancy effects were disregarded, and radiative heat transfer was not
accounted for in these simulations.

(a) 2-D axisymmetric computational domain.

(b) 2-D axisymmetric hemisphere-cylinder model.

Figure 5. The computational domain and hemisphere-cylinder model used for CFD simulations.
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(a) Grid for the complete domain. (b) Finer mesh near the dome.

(c) Finer mesh near the dome.

Figure 6. The mesh used for the CFD analysis.

2.5. Limitations and Assumptions

Employing the specified geometrical details and properties, the proposed methodology
enables the calculation of local heat transfer coefficients for hemispherical domes, utilizing
established correlation found in the literature. However, the proposed numerical method is
based on some assumptions and has its own limitations, which are listed below:

• Air is assumed to be a perfect gas.
• The temperature and pressure change with altitude according to the 1976 U.S. Standard

Atmosphere data.
• Shock–boundary layer interactions and flow separation cannot be considered in the

calculations.
• The dynamic viscosity of air is assumed to vary with temperature according to Suther-

land’s Law.
• Thermal conductivity and the ratio of specific heats of air are assumed to be constant.
• The thermophysical properties of the dome solid material are assumed to be constant.
• The flow is considered to be entirely turbulent in both the CFD simulations and the

analytical models.

3. Results and Discussion

The variation of the maximum temperature at the outer surface of the hemisphere
over time was plotted for the specified flight scenario, and it can be observed in Figure 7.
Comparing the maximum temperature values derived from both the CFD simulations and
the developed numerical approach alongside the variation of the recovery temperature
reveals that there is a quite reasonable correlation between the outcomes of the proposed
method and the CFD simulations throughout the heating phase. This phase was identified
as the initial 13 s of flight, during which the recovery temperature exceeded the maximum
outer temperature of the dome. However, a discrepancy in the results from the proposed
method and the CFD simulations became apparent during the cooling phase, when the
recovery temperature fell below the maximum outer temperature of the dome. This
suggests that the heat flux estimations made by the numerical approach were slightly lower
than those from the CFD simulations, particularly in the cooling phase, when the velocity
of the flow is reduced due to deceleration.

The subsequent aspect of the comparative analysis focused on the temperature distri-
butions across the outer and inner surfaces of the dome, as showcased in Figure 8. Here,
the temperature profiles on the dome’s outer and inner surfaces at 5, 10, 15, and 20 s of the
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flight are demonstrated. Echoing the trends observed in the maximum temperature graph
in Figure 7, the temperature profiles derived from both the numerical and CFD simulations
show significant alignment up to the 15 s mark, with discrepancies becoming more evident
at 20 s. A notable similarity in these findings is the temperature difference between areas
near the stagnation point and the shoulder area (θ ≈ 90◦) of the dome. The heat flux on
the outer boundary was estimated utilizing an adapted correlation from turbulent flat
plate flow. This method tended to underestimate temperatures at the stagnation point
by up to 15% compared to the results obtained from the CFD simulations. Discrepancies
observed near the dome’s shoulder in the numerical findings versus the CFD simulations
are also noteworthy. The proposed method tended to overestimate temperature values in
this region, as it was based on modified Newtonian theory, which is incapable of capturing
flow separation effects. The separation that may occur in regions close to the shoulder
cannot be modeled accurately with the current approach. Therefore, the temperature values
estimated by the proposed method were higher than the temperature values obtained from
CFD simulations.

Figure 7. Time history of the maximum outer surface and recovery temperature during flight.

In conclusion, the outcomes derived from the numerical approach are in good agree-
ment with those from the CFD simulations, exhibiting a maximal variation of about 15%.
This variance is notably evident in the stagnation area and its surroundings for the ma-
jority of the flight’s duration. As mentioned earlier, due to the inability of the correlation
to capture the separation effects, the differences between temperature distribution near
the shoulder were also visible. Moreover, these temperature discrepancies became more
pronounced during the cooling phase, when the recovery temperature fell beneath the
maximum surface temperature, likely due to the presence of adverse pressure gradient
during the reduction of velocity, which caused flow separation. Even though the observed
discrepancy may be significant, it is crucial to consider that this level of accuracy is partic-
ularly noteworthy, given the substantial reduction in computational resources and time
required by the proposed method compared to CFD simulations. In the context of aerother-
mal analysis, where experimental or simulation methods often struggle to deliver reliable
results within reasonable time frames, the proposed numerical approach potentially offers
a highly effective and efficient alternative that could be useful during the preliminary
design phase.



Computation 2024, 12, 162 11 of 13

(a) (b)

(c) (d)
Figure 8. Inner and outer temperature distributions for (a) 5 (b) 10 (c) 15 (d) 20 s of flight.

4. Conclusions

The proposed methodology provided results that were in good agreement with those
from CFD simulations, delivering temperature profiles across hemispherical domes with a
reasonable degree of accuracy. The efficiency of the proposed methodology is a significant
advantage over the traditional CFD simulations. The proposed method requires merely
180 s on a single CPU to model 30 s of flight, compared to the extensive computational
demands of conventional CFD, which requires approximately 88,473,600 CPU seconds.
This efficiency is achieved without compromising the accuracy to an unacceptable extent,
making it highly valuable for preliminary design phases and real-time simulations.

The calculations with the numerical model were conducted on a single CPU. In con-
trast, the CFD simulations were conducted on a High-Performance Computing (HPC)
cluster. This stark difference in computational requirements underscores the practical-
ity and resourcefulness of the proposed method. While the CFD approach potentially
offers higher accuracy, the proposed method provides a rapid and reasonably accurate
alternative that can significantly accelerate the design and analysis process. Such rapid
calculation capabilities prove invaluable during the preliminary design phase of missiles
and in identifying critical points. Additionally, this system offers flexibility, potentially in-
corporating enhancements, such as the transition from laminar to turbulent flow, variations
in the angle of attack, and the impact of surface roughness without significantly increasing
computational load or altering the fundamental model.

Future Directions for Method Improvement

While the proposed methodology demonstrates significant efficiency and reasonable
accuracy, several areas for potential enhancement have been identified. Addressing these
limitations in future work could further improve the reliability and applicability of this
numerical approach.

The current model assumes fully turbulent flow conditions. However, incorporating a
model to simulate the transition from laminar to turbulent flow could enhance accuracy.
This addition would allow the model to better capture the thermal and fluid dynamics in a
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broader range of flight conditions. In addition, the model assumes an axisymmetric flow
with a zero angle of attack and sideslip angle. Extending the model to include variations in
these angles could provide more comprehensive predictions for different flight scenarios.
This enhancement would be particularly useful for simulating real-world scenarios where
the missile or vehicle may not always travel perfectly aligned with the flow. Furthermore,
improvements in the accuracy and efficiency of the code could be achieved by improving
the numerical accuracy by transforming the equations solved [25].

Additionally, the capability of modeling more complex geometries, such as ogive nose
and 3D wing profiles, could be explored. These profiles are commonly used in aerospace
applications, due to their favorable aerodynamic characteristics. The ogive nose profile
is utilized for reducing drag and improving performance in supersonic regimes, whereas
the 3D wing profile is investigated mostly for optimizing lift-to-drag ratios and handling
characteristics in varying flight conditions [26–28]. Extending the model to include these
shapes could enhance its applicability to a wider range of aerospace vehicles. Moreover,
to handle more complex geometries and model deforming boundaries, methods such as
the immersed boundary method [29] or the immersed finite element method [30] could
be employed. These methods can be particularly useful for simulating phenomena like
ablation, where the outer surface nodes undergo deformation. If needed, CPU paralleliza-
tion could also be implemented in the code, to address computational needs introduced
by modeling complex phenomenon and geometries. Finally, experimental validation with
relevant geometry might be added to the numerical model, to benchmark and refine its
predictions against real-world data, similar to the study of Duarte et al. [9]. The parametric
system identification method, as outlined in the aforementioned study, aims to integrate
experimental data into the mathematical framework of aerodynamic heating, to estimate
the average heat transfer coefficient. This approach involves adjusting the calculated final
temperatures, to align with known experimental temperature data, thereby estimating the
heat flux.
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